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This paper describes a system for determining intervals of “high” and “low” signal-to-noise ratios when the desired signal and
interfering noise arise from distinct spatial regions. The correlation coefficient between two microphone signals serves as the
decision variable in a hypothesis test. The system has three parameters: center frequency and bandwidth of the bandpass filter
that prefilters the microphone signals, and threshold for the decision variable. Conditional probability density functions of the
intermicrophone correlation coefficient are derived for a simple signal scenario. This theoretical analysis provides insight into
optimal selection of system parameters. Results of simulations using white Gaussian noise sources are in close agreement with
the theoretical results. Results of more realistic simulations using speech sources follow the same general trends and illustrate
the performance achievable in practical situations. The system is suitable for use with two microphones in mild-to-moderate
reverberation as a component of noise-reduction algorithms that require detecting intervals when a desired signal is weak or
absent.
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1. INTRODUCTION

Conventional hearing aids do not selectively attenuate back-
ground noise, and their inability to do so is a common com-
plaint of hearing-aid users [1-4]. Researchers have proposed
a variety of speech-enhancement and noise-reduction algo-
rithms to address this problem. Many of these algorithms
require identification of intervals when the desired speech
signal is weak or absent, so that particular noise characteris-
tics can be estimated accurately [5-7]. Systems that perform
this function are referred to by a number of terms, includ-
ing voice activity detectors, speech detectors, pause detec-
tors, and double-talk detectors. Speech pause detectors are
not limited to use in hearing-aid algorithms. They are used in
anumber of applications including speech recognition [8, 9],
mobile telecommunications [10, 11], echo cancellation [12],
and speech coding [13].

In some cases, noise-reduction algorithms are initially
developed and evaluated using information about the timing
of speech pauses derived from the clean signal, which is pos-
sible in computer simulations but not in a practical device.
Marzinzik and Kollmeier [11] point out that speech pause
detectors “are a very sensitive and often limiting part of sys-
tems for the reduction of additive noise in speech.”

Many of the previously proposed methods for speech
pause detection are intended for use with single-microphone
noise-reduction algorithms, where it is assumed that the de-
sired signal is speech and the noise is not speech. In these ap-
plications, the distinction between signal and noise depends
on the presence or absence of signal characteristics particu-
lar to speech, such as pitch [14, 15] or formant frequencies
[16]. Other approaches rely on assumptions about the rela-
tive energy in frames of speech and noise [8, 17]. A summary
of single-microphone pause detectors is found in [11].

Other methods of speech pause detection are possible
when more than one microphone signal are available. Using
signals from multiple microphones, information about the
signal-to-noise ratio (SNR) can be discerned by comparing
the signals received at different microphones. The distinction
between desired signal and unwanted noise is based on the
direction of arrival of the sound sources, so these approaches
also operate correctly when the noise is a competing talker
with characteristics similar to those of the desired speech sig-
nal.

Researchers working on a variety of applications have
proposed speech pause detectors using two or more micro-
phone signals. Examples include a three-microphone sys-
tem to improve the noise estimates for a spectral subtraction
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algorithm used as a front end for a speech recognition sys-
tem [18]; a joint system for noise-reduction and speech cod-
ing [19]; a voice activity detector based on the coherence be-
tween two microphones to improve the performance of noise
reduction algorithms for mobile telecommunications [20].
This third system requires a substantial distance between mi-
crophones, as it is only effective when the noise signal is rel-
atively incoherent between the two microphones. A related
body of work is the use of single- and double-talk detectors
to control the update of adaptive filters in echo cancellers.
Although there is only one microphone in this application,
a second signal is obtained from the loudspeaker. A compre-
hensive summary of these approaches is found in [12].

In developing adaptive algorithms for microphone-array
hearing aids and cochlear implants, researchers have found
that it is necessary to limit the update of the adaptive filter
weights to intervals when the desired signal is weak or ab-
sent. Several methods have been proposed to detect such in-
tervals based on the correlation between microphones and
the ratio of intermediate signal powers [7, 21, 22]. Green-
berg and Zurek [7] propose a simple method using the in-
termicrophone correlation coefficient to detect intervals of
low SNR that substantially improves noise-reduction perfor-
mance of an adaptive microphone-array hearing aid. This
method is applicable whenever two microphone signals are
available and the signal and noise are distinguished by spa-
tial, not temporal or spectral, characteristics. Despite its
demonstrated effectiveness, this method was developed in
an ad hoc manner. The purpose of this work is to per-
form a rigorous analysis of the intermicrophone correlation
coefficient of multiple sound sources in anechoic and rever-
berant environments, to formalize the selection of parame-
ter settings when using the intermicrophone correlation co-
efficient to estimate the range of SNR, and to evaluate the
performance that can be obtained when optimal settings are
used.

2. PROPOSED SYSTEM

Figure 1 shows the signal scenario used in this work. All
sources and microphones are assumed to lie in the same
plane, with the microphones in free space. Sources with an-
gles of incidence between —6, and 6, are considered to be
desired signals, while sources arriving from 6, to 90° and
—0p to —90° are interfering noise. Sound can arrive from
any angle in a 360° range, but due to the symmetry inher-
ent in a two-microphone broadside array, sources arriving at
incident angles in the range 180° + 6, will also be treated
as desired signals. Moreover, due to the symmetry in the
definition of desired signal and noise, we restrict the fol-
lowing analysis to the range 0-90° without loss of general-
ity.

Figure 2 shows the previously proposed system that uses
the correlation coefficient between the two microphone sig-
nals to distinguish between intervals of high and low SNRs
[7]. The microphone signals are digitized and then passed
through bandpass filters with center frequency f, and band-
width B. The bandpass filtered signals x;[#n] and x,[n] are
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FIGURE 1: Signal scenario indicating the ranges of incident angles
for the desired signal and interfering noise sources.

divided into N-point long segments. For each pair of seg-
ments, the corresponding intermicrophone correlation coef-
ficient r is computed as

Sl xnlx(n]

r = .
VEN Bl SN 2n)

(1)

Finally, r is compared to a fixed threshold ry to determine the
predicted SNR range for each segment.

Because the desired signal arrives at array broadside from
angles near straight-ahead, it will be highly correlated in the
two microphone signals and will contribute positive values
to r, provided that the source is located inside the critical
distance in a reverberant environment. The interfering noise
arrives from off-axis directions and should contribute nega-
tive values to r. This effect is enhanced by the bandpass fil-
ter which limits the frequency range so that signals arriv-
ing from the range of noise angles will be out of phase and
produce minimum correlation values. Thus, the purpose of
the bandpass filter is to enhance the ability of the intermi-
crophone correlation measure to distinguish between desired
signal and interfering noise.

This approach is attractive for applications such as digital
hearing aids, where computing resources are limited. If nec-
essary, the correlation coefficient can be estimated efficiently
using the sign of the bandpass filtered signals [7].

The proposed system has three independent parameters:
the center frequency (fy) of the bandpass filter, the band-
width (B) of the bandpass filter, and the threshold (r(). An-
other important parameter of the proposed system is the in-
termicrophone spacing (d). The intermicrophone spacing is
not treated as a free parameter, rather it is incorporated into
the analysis by normalizing two of the independent parame-
ters (center frequency and bandwidth) as discussed in detail
in Section 4.1.

In this work, the proposed system is analyzed to deter-
mine optimal settings of the three independent parameters.
First, Section 3 describes a simple signal model and derives
the associated probability density functions and hypothesis
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FIGURE 2: Block diagram of the system to estimate the intermicrophone correlation coefficient for determining range of SNR.

tests for the intermicrophone correlation. In Section 4, the
analysis of Section 3 is used to examine the effects of the three
parameters. In Section 4.1, theoretical results from the ane-
choic scenario are used to identify candidates for the optimal
value of the center frequency f;. In Section 4.2, theoretical re-
sults from the reverberant scenario are used to optimize the
threshold ry. For practical reasons described in Section 4.1,
the bandwidth parameter B cannot be optimized based on
the theoretical analysis; instead, it is determined from the
simulations performed in Section 5.

3. ANALYSIS
3.1. Preliminaries
3.1.1.  Assumptions

The following assumptions are made to allow a tractable
analysis.

(i) There is one desired signal source and one interfering
noise source in the environment.
(ii) The desired signal arrives at the microphone array
from an incident angle in the range 0° to 0y, and the
interfering noise arrives from an incident angle in the
range 0 to 90°. For both the desired signal and the in-
terfering noise, the probability of the source arriving
at any incident angle is uniformly distributed over the
corresponding range of angles.
Sound sources are continuous, zero-mean, white
Gaussian noise processes. Desired signal and interfer-
ing noise sources have variances o2 and o7, respec-
tively. The signal-to-noise ratio is defined as SNR =
10log,,(W), where W =g2/0?.
Reverberation can be modelled as a spherically diffuse
sound field. This is an admittedly simplified model
of reverberation which is only applicable for relatively
small rooms [23]. Reverberant energy is characterized
by the direct-to-reverberant ratio DRR = 10log,,(f),
where f is the ratio of energy in the direct wave to en-
ergy in the reverberant sound. The value of 5 is equal
for both signal and noise sources, implying that both
sources are roughly the same distance from the micro-
phones.
(v) The filters applied to the incoming signals are ideal
bandpass filters with center frequency fy, and band-
width B.

(iii)

(iv)

3.1.2.  Signal model

While the system shown in Figure 2 processes the digitized
signals, for the analysis, we consider the signals x;(¢) and
x,(t), continuous-time reconstructions of the bandpass fil-
tered signals x; 1] and x;[n]. For a two-microphone array in
free space, these two signals can be modelled as

x1(t) = s(t) +i(t),

x(t) =s(t— 1) +i(t — 1;), @

where s(t) is the desired signal after bandpass filtering, i(t)
is the interfering noise after bandpass filtering, and 7; and
7; represent the time delays between microphones for the
desired signal and interfering noise, respectively. Assuming
plane wave propagation, 7, and 7; can be expressed as
T, = d sin (6;), 7 = d sin (6;), (3)
c c
where d is the distance separating the microphones, ¢ is the
speed of sound, and 0, and 6; are the incident angles of the
respective sources.
The theoretical correlation coefficient p of the two signals
is
yo _Elnwmo) “
E{x{(O}E{x3 (1)}

where E{-} denotes expected value. Under ideal conditions
of stationary signals and infinite data, p would be the deci-
sion variable used in the system of Figure 2. However, in this
application, we use the intermicrophone correlation coeffi-
cient r, defined in (1) to estimate p from discrete samples of
the two signals over a finite time period.

3.1.3. Fisher Z-transformation

Consider the case of two random variables a and b drawn
from a bivariate Gaussian distribution. We wish to obtain an
estimate r of the theoretical correlation coefficient p using N
sample pairs drawn from the joint distribution of a and b.
In general, the probability distribution of the estimator r is
difficult to work with directly, because its shape depends on
the value of p.
The Fisher Z-transformation is defined as

z=tanh '(r) = 1ln (m)
2 r

- (5)
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This yields the new random variable z which has an approx-
imately Gaussian distribution with mean z = (1/2)In((1 +
p)/(1 — p)) and variance 62 = 1/(N — 3) [24]. This derived
variable z has a simple distribution whose shape does not de-
pend on the unknown value of p.

Due to the assumption that the signal and noise sources
are Gaussian random processes, the microphone signals are
jointly Gaussian random processes. Even after bandpass fil-
tering, the input variables x;(¢) and x,(#) defined in (2) are
jointly Gaussian, and the Fisher Z-transformation may be
applied.

3.2. Intermicrophone correlation for one source
in an anechoic environment

We begin by deriving the probability density function (pdf)
of r for a single source with incident angle 0. After A/D con-
version and bandpass filtering, the signals x; [n] and x, [#n] are
rectangular bands of noise. The true intermicrophone corre-
lation is [25]

_cos (kdsin 0) sin ((7Bd/c) sin 0) ©)
po = ((mBd/c)sin 0) ’

where k is the wavenumber,

k= Zﬂ—fo (7)
c

Using the Fisher Z-transformation, the conditional pdf
of z, given a source at incident angle 0, is

1 [z - 2(0)]
O_Zm exp ( - —) (8)

fa0(z | 0) =

with

L=po/” (9)

Using the assumption that 6 is uniformly distributed over
a specific range of angles, the joint pdf for z and 0 is

fea(@,0) = g5 foo(z | ), (10)

b — 6
where 0, =0y and 0, = 0 for a signal source and 6, =90° and
0, = 0y for a noise source. To obtain the marginal density of
z, the joint density in (10) is integrated over the appropriate
range of 0, that is,

_ 1 & [z-2()]°
@ = G 0o Ll P ( B
(11)
With this expression for the pdf of z, we can use the defini-

tion of the Fisher Z-transformation to derive the pdf of the
intermicrophone correlation coefficient . Since r = tanh(z)

is a monotonic transformation of the random variable z, the
pdf of r can be obtained using [26]

5 = % (12)

Substituting dz/dr = 1/(1 — r?) and the definition of z pro-
duces the pdf of r for a single source:

1
(l - 7’2) (92 - Gl)azm

) -1 _ 2
XIO exp(— [tanh " (r) — Z(0)] )d@.

6, 20}

fi(r) =

(13)

3.3. Intermicrophone correlation for two independent
sources in an anechoic environment

Next, we consider the intermicrophone correlation coeffi-
cient for one signal source and one noise source in an ane-
choic environment, denoted by r,. Substituting discrete-time
versions of (2) into (1) yields

> (s[n] +i[n]) (s[n — 7] +i[n — 7i])

Ta = .
VS, (s[nl +iln])> S, (sln — 7] +i[n — 7))
(14)

The corresponding expression for the desired signal compo-
nent alone is

o Salslalsln— ]} )

VE,2n S, n -]

and for the noise component alone is

_ Salilnliln -z}
LS e S 2]

(16)

We now make the following assumptions.

(1) The s x i cross terms in (14) are negligible when com-
pared with the s X s and i X i terms to which they add.

(2) The effect of time delay on the energy can be ignored
such that

> Pnl = > n—1],
> n] = > if[n— 1]

n n

(17)

(3) The SNR defined in Section 3.1.1 can be estimated
from the sample data as

_ 2SI
V=S 1)
Using the first two assumptions, (14) becomes
y = Zoslalsln — o]+ X ilnliln — o] o)

2n$[n]+ X, i [n]
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Substituting (15) and (16), dividing all terms by >, i*[n],
and then substituting (18), we obtain

r_Wrs—H'i_ w - 1 "
W+l WH+1S W41

(20)

Equation (20) expresses the intermicrophone correlation as
a linear combination of the correlations for signal and noise
separately. The pdfs of both r; and r; can be obtained from
(13).

For a known SNR, the pdf for r,, a linear combination of
rs and r;, is obtained by

pant = [ (1)

* [(W+ D) f,(W+ Dry)],

(21)

where * denotes convolution [26]. Equation (21) is the pdf
of the intermicrophone correlation estimate for anechoic en-
vironments , conditioned on a particular value of SNR.

3.4. Reverberation

Until now, we have only considered the direct wave of the
sound sources. We now consider the addition of reverber-
ation. As described in Section 3.1.1, the reverberant sound
component is modelled as a spherically diffuse sound field
that is statistically independent of the direct signal and noise
components. In addition, it has energy that is characterized
by the direct-to-reverberant ratio f.

Analogous to (15) and (16), we define the intermicro-
phone correlation for the direct components r, given by (20)
and for the reverberation r,. Applying arguments similar to
those used in the previous section produces an expression for
the intermicrophone correlation in the case of reverberation:

_ Pratr, B 1
r= Br1 —ﬁ+1ra+ﬁ+1r,. (22)

Once again, the total correlation is a linear combination of
its components, and for a known direct-to-reverberant ratio,
the pdf for r, a linear combination of , and r,, is obtained by
convolution [26]:

Srpw(r | B, W) = [%J[rdw(ﬁ; 1r“ | W)] (23)
* [(ﬁ + 1)fr,((/5 + l)rr)]'

Equation (23) is the pdf of the intermicrophone correlation
estimate r conditioned on particular values of DRR and SNR.
It requires convolution of the direct component pdf, given by
(21), and the reverberant component pdf, derived below.

Under the existing assumptions, the pdf for the reverber-
ant component is based on the intermicrophone correlation
coefficient for bandlimited Gaussian white noise processes,
approximated by [27]

sin(nrBd/c) sin(kd)

Pr=""yBdjc kd (24)

In the following, (24) is used as the true intermicrophone
correlation for reverberant sound p;.

The intermicrophone correlation for reverberant sound
based on sample data r, is an estimate of p,. Applying the
Fisher Z-transformation,

—tanh~ (r) = L (M)
z=tanh  (r,) = 5 In =) (25)
The random variable z has an approximately Gaussian dis-
tribution,
1 [z — 2] )
= — 2
f@) = AR e ( 202 (26)
with
1+p,
7= %1 (1 - )
P (27)
P N
# N-3

Applying (12) to (26) produces the pdf of intermicrophone
correlation for the reverberant component,

1
0= e

X exp ( _ [tanh™ (1) - z]z) (28)

207

This pdf for the reverberant sound field is combined with the
pdf for the direct sounds given by (21) according to (23) to
obtain the pdf for the total intermicrophone correlation for
signal and noise with reverberation.

3.5. Hypothesis testing

The goal of the system shown in Figure 2 is to distinguish be-
tween two situations: “low” SNR and “high” SNR, denoted
by Hy and H,, respectively. Although the preceding analy-
sis was performed under the assumption that the sources
were white Gaussian noise processes, the system is intended
to work with speech sources, detecting intervals of high and
low SNRs which occur due to the natural fluctuations in
speech. We define H to be 10log(W) < 0dB and H; to be
10log(W) > 0dB. The choice of 0 dB as the cutoff point is
motivated by the application of designing robust adaptive al-
gorithms for microphone-array hearing aids, an application
where the degrading effects of strong target signals typically
occur when the SNR exceeds 0 dB [7].

The preceding analysis treated the SNR, W, as a known
constant, but for the purpose of formulating a hypothesis
test, it is now regarded as a random variable. Thus, it be-
comes necessary to know an approximate probability distri-
bution for W. We assume that the SNR is uniformly dis-
tributed between —20dB and +20dB, so the variable U =
10log(W) is uniformly distributed between —20 and 20. Un-
der this assumption, the two hypotheses Hy and H; both have
equal prior probability. In this case, the decision rule that
minimizes the probability of error [28] is to select the hy-
pothesis corresponding to the larger value of the conditional
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pdf for each value of r, that is, we conclude that H; is true
when frm p(r | Hi,) > frm,p(r | Ho, ) and we conclude
that Hy is true when fyp, s(r | Ho, ) > frim, p(r | Hy, ).

To derive the conditional pdf of  under either hypothe-
ses, the pdf given by substituting (21) and (28) into (23) is
integrated over the appropriate range:

0
Frngr | Ho) = | fiweplr | W) dU,
20

frimp(r | Hi, B) = . Jriwp(r | W,B)dU.

(29)

Evaluating these expressions requires substituting W=10Y10,
Performance is measured by computing the probability
of correct detections, that is, saying H; when H is true,

1
Po= | umnglr | Huup) dr, (30)

and false alarms, that is, saying H, when Hj is true,

1
Pr = J’r fV\Ho,ﬁ(r | Ho,ﬁ) dr, (31)

where 7 is the threshold defined in Section 2. We also define
the probability of missed detections

Py =1-Pp, (32)

and the overall probability of error

1 1
Pp = ~Pp+ =Py,
£ = 5Pr+ 5Py (33)
again assuming that Hy and H; have equal prior probabili-
ties.

4. ANALYTICRESULTS

All calculations were performed in Matlab® on a PC with
a Pentium III processor. Probability density functions were
computed from (21), (23), and (28) using the Matlab®
function quad. Throughout this analysis, the boundary be-
tween desired signals and interfering noise is set to = 15°.

4.1. Effects of frequency and bandwidth

As described in Section 2, the three parameters to be selected
are the center frequency ( fy) of the bandpass filter, the band-
width (B) of the bandpass filter, and the threshold (ry). With-
out loss of generality, we use two alternate variables in place
of the center frequency and bandwidth, specifically kd in
place of center frequency and fractional bandwidth in place
of absolute bandwidth. Using (7), the quantity kd is related
to center frequency according to

_ 2nfod
===

kd (34)

This alternate variable kd permits quantifying the center fre-
quency parameter in a way that simultaneously incorporates

both center frequency and intermicrophone distance, and
we will refer to it as relative center frequency. The fractional
bandwidth B’ is defined as

_B

fo
Using (34) and (35) with (6) reveals that for a source arriving
from angle 0, the true intermicrophone correlation can be
expressed exclusively in terms of these two parameters, that
is,

B (35)

cos (kd sin 0) sin ((kdB’/2) sin 0)
((kdB’/2) sin 0) ’

We begin to determine the optimal value of the relative
center frequency kd by examining the pdfs of the intermi-
crophone correlation in an anechoic environment. Figure 3
shows pdfs of r,, computed by evaluating (21) for three val-
ues of SNR and three values of kd with fractional bandwidth
B’ = 0.22. As expected, when the microphone inputs con-
sist of signal alone (right column of Figure 3), r, is concen-
trated near +1; when the inputs consist of noise alone (left
column of Figure 3), r, takes on substantially lower values.
When the microphone inputs consist of signal and noise with
SNR=0dB (center column of Figure 3), r, takes on interme-
diate values distributed according to the convolution of the
two extreme cases of signal alone and noise alone. Other val-
ues of SNR produce pdfs that vary along a continuum be-
tween the cases shown in each row of Figure 3.

Using Figure 3 to consider the effect of kd reveals that
for any choice of the relative center frequency, for the signal
alone, the pdf is heavily concentrated near r, = 1, although
lower values of kd produce more tightly concentrated pdfs.
For the noise alone, the pattern is less evident. For kd = 7,
the pdf is heavily concentrated near r, = —1. This is expected
since noise sources originating from 90° are exactly out of
phase when kd = 7, and therefore have a true correlation
of —1. When the value of kd deviates from this ideal situ-
ation, the noise-alone pdfs are not necessarily concentrated
near r,=—1.

Because the ultimate goal is to use r as a decision vari-
able in a hypothesis test, the system will perform better when
the pdfs are such that they occupy different regions of the x-
axis under the two extreme conditions, with minimal over-
lap of the pdfs between the cases of signal alone and noise
alone. Therefore, at first glance, it might appear that select-
ing the relative center frequency of kd = 7 is the optimal
choice for this parameter. However, careful examination of
Figure 3 reveals that the noise-alone pdf for kd = 7 spans a
very large range, with a tail in the positive r, direction reach-
ing values close to r = +1. Since overlap of the signal-alone
and noise-alone pdfs will adversely affect the performance of
the hypothesis test, this long tail is an undesirable feature.
Examining the noise-alone pdf for kd = 471/3, which is less
concentrated about r, = —1 but has less overlap with the
corresponding signal-alone pdf, indicates that this parame-
ter setting should not be eliminated as a candidate.

This suggests using the moments of the pdfs about the
corresponding extreme values as appropriate metrics to se-
lect the relative center frequency parameter kd. The moment

po = (36)
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FIGURE 3: Probability density functions of the estimated intermicrophone correlation coefficient for two sources in an anechoic environment,

vaiw (ra | W), computed from (21), for three SNRs (—co, 0, and +co0 dB) and for three values of relative center frequency (kd = 271/3, 7r,47/3),
with fractional bandwidth B’ = 0.22 and 6, = 15°. The first row represents kd = 2/37, the second row represents kd = 7, and the third row
represents kd = 4/37. The first column represents noise alone, the second column represents SNR = 0 dB, and the third column represents

signal alone.

of the signal-alone pdf about +1 and the moment of the
noise-alone pdf about —1 will quantify how concentrated
each pdf is about the desired extreme value, while penaliz-
ing long tails deviating from that value. Low values of the
moment are desirable, indicating more concentrated pdfs.

Figure 4 shows the second moments of the signal- and
noise-alone pdfs as a function of kd for several values of frac-
tional bandwidth. The lines in Figure 4(a) are monotonic, in-
dicating that reducing kd always causes the signal-alone pdf
to be more concentrated about +1. Figure 4(b) shows that
the moment of the noise-alone pdf has a local minimum for
kd =~ 1.3, with a slight variation due to bandwidth. The mo-
ments of the noise-alone pdf are an order of magnitude larger
than those of the signal-alone pdfs, so in terms of optimizing
the overall performance, relatively greater weight should be
given to the noise-alone pdfs.

Based on Figure 4, the rest of this work considers two
choices of relative center frequency kd = 7 and kd = (4/3)7.
The value of kd = (4/3) 7 is chosen because it is near the mini-
mum of the noise-alone pdf for the lower values of fractional
bandwidth. The value kd = 7 is selected since for this value,

the moment for the noise-alone pdf is still within the rela-
tively broad region about its minimum, while being consid-
erable lower for the signal-alone pdf.

Figure 4 also shows that for the idealized scenario of
white Gaussian noise sources, increasing the bandwidth pa-
rameter B’ slightly increases the moments. This will have a
small but detrimental effect on the performance. However,
in a practical system, where the desired signal is speech, a rel-
atively wide bandwidth is required to capture enough energy
from the speech signal to minimize adverse affects due to rel-
ative energy fluctuations in different frequency regions. The
current theoretical analysis is necessarily based on idealized
signals, while the final system will operate on speech sources.
Therefore, the selection of the bandwidth parameter will be
evaluated via simulations in Section 5.

4.2. Effects of reverberation and threshold selection

Figure 5 shows the pdfs of the intermicrophone correlation
r for signal and noise computed by evaluating (23) for three
values of SNR and three levels of reverberation. Because the
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system is dependent on the directional information con-
tained in the direct wave of the signals, it is not expected to
perform well in strong reverberation. Accordingly, we restrict
the level of reverberation to 8 = 1, corresponding to DRRs
greater than 0 dB. Comparing the top row of Figure 5 (ane-
choic) to the middle and bottom rows reveals that the effect
of reverberation is to shift the center-of-mass of the pdfs away
from the extreme values of +1 and towards more moderate
values of r. This increases the overlap between the signal-
alone and noise-alone pdfs, thereby increasing the probabil-
ity of error of the hypothesis test.

In the previous section, candidate values of kd were de-
termined based on the pdfs for the anechoic case. Figure 5
illustrates that the signal-alone and noise-alone pdfs are af-
fected equally by the simple model of reverberation used in
this work, indicating that the analysis of the effect of kd in
the anechoic case also applies to reverberation.

The next step is to determine the optimal range for the
threshold ry. Because the effect of reverberation is to bring
the signal-alone and noise-alone pdfs closer together, we
must include reverberation as we consider the threshold se-
lection. Furthermore, until now we have based our analy-
sis on the conceptually simple signal- and noise-alone pdfs
shown in the right and left columns of Figures 3 and 5. How-
ever, in this application, we are not attempting to distinguish

between signal-alone from noise-alone cases; we wish to se-
lect a threshold that will minimize the probability of error
when classifying combinations of signal and noise at vari-
ous SNRs. Therefore, to select the threshold, we consider the
signal scenario described in conjunction with the hypothesis
tests in Section 3.5.

Figure 6 shows the conditional pdfs for the hypothesis
test as given by (29) for three levels of reverberation. Given
equal prior probabilities for the two hypotheses, the opti-
mum choice of the threshold ry is the value at which the pdfs
corresponding to Hy and H; intersect. However, as seen in
Figure 6, the value of r at which this intersection occurs is not
constant; it varies with the level of reverberation. A practical
system must use one threshold to operate robustly across all
levels of reverberation. The threshold cannot be selected to
account for the level of reverberation, which is an unknown
environmental variable.

Figure 7 shows the probability of error given by (33) as
a function of the threshold r( for two values of kd. For kd =
7, any choice of threshold in the range 0-0.2 minimizes the
probability of error, regardless of the level of reverberation.
For kd = (4/3)m, the minimum probability of error varies
somewhat with threshold, but using ry = 0 provides near-
optimal performance for all levels of reverberation.

5. SIMULATIONS

This section presents the results of computer simulations
of the SNR-detection system shown in Figure 2. These sim-
ulations were performed in Matlab®. The sound sources
were sampled at 10 kHz. The bandpass filters were 81-point
FIR filters designed using the Parks-McClellan method. The
filtered signals were broken into frames of 100 samples
(10 ms), which is appropriate for tracking power fluctuations
in speech. For each frame, the sample correlation coefficient
is computed according to (1). This value is compared to the
threshold. If it exceeds the threshold, then the system declares
H, (high SNR), otherwise it declares Hy (low SNR).

The desired signal and interference sources were first
convolved with their respective source-to-microphone im-
pulse responses and then added together. These impulse re-
sponses were generated numerically using the image method
[29, 30]. The simulated room was 5.2 X 3.4 X 2.8 m. The mi-
crophones were centered at the coordinates (2.7, 1.4, 1.6) m
along the array axis which was a line through the coordinates
(2.7495, 1.3505, 1.600) m. Three intermicrophone distances
of d = 7,14, and 28 cm were used. All sources in the room
were located on a circle around the array center in the hori-
zontal plane at height of 1.7 m. The forward direction (6 =0)
is defined to be directly broadside of the array in the direc-
tion of positive coordinates, and increasing the incident angle
refers to clockwise progression of source angle when viewed
from above. The radius of source locations and coefficient of
absorption for the walls vary with the specified level of re-
verberation. For the anechoic environment, the radius was
1.0 m and the absorption coefficient of all surfaces was 1.0.
For DRR=3dB (f = 2), the radius was 1.07m and the ab-
sorption coefficient was 0.6. For DRR = 0dB (8 = 1), the
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represents noise alone, the second column represents SNR=0dB, and the third column represents signal alone.

radius was 1.62 m and the absorption coefficient was again
0.6.

The desired signal source angle varied between 0° and
12° and the interfering noise source angle varied between
18° and 90°, both in 4° increments. For each of the result-
ing 76 combinations of signal and noise source angles, the
system generated predictions of high and low SNRs for each
10-millisecond frame. These results were then compared to
the true SNRs for each frame to determine the detection and
false alarm rates.

5.1. Simulations with white Gaussian noise

Simulations were performed using desired signal and inter-
fering noise sources consisting of 28000-sample long seg-
ments of white Gaussian noise. The variance of the interfer-
ing noise source was constant at a value of one. The desired
signal source consisted of a series of 2000-sample intervals
each with a constant variance; the variance increased in steps
of 3dB between intervals such that the SNR ranged from
—19.5dB to 19.5dB. This input is structured so that the SNR

is less than 0 dB for the first 14000 samples, and the SNR is
greater than 0 dB for the last 14000 samples. Thus, the first
half of the signal was used to determine the false alarm rate
Pr, and the second half was used to determine the detection
rate Pp. The values of Pp and Pr were averaged over all com-
binations of source angles for desired signals and interfering
noise.

All of the simulations with white noise used an intermi-
crophone spacing of d = 14 cm together with two sets of sys-
tem parameters. In the first set, kd = 7 and ro = 0.1. With
d = 14 cm, this results in a center frequency of f; = 1238 Hz.
In the second parameter set, kd = (4/3)m and ry = 0, re-
sulting in a value of f; = 1650 Hz. For both parameter sets,
the fractional bandwidth B’ varied between 0.1 and 1.5, cor-
responding to actual bandwidths of 124 Hz to 1856 Hz for
the first parameter set and 165 Hz to 2475 Hz for the second
set.

Figure 8 shows the results of these simulations, display-
ing the detection, error, and false alarm rates as functions of
fractional bandwidth for the two values of kd and three lev-
els of reverberation. This figure also includes the probabilities
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DRR =3dB, (c) DRR =0 dB.

of detection, false alarm, and error as predicted by the anal-
ysis in Section 4. The agreement between the analytic and
simulation results is quite good, especially for the anechoic
condition. Minor but systematic deviations are apparent in
the false alarm and error rates for the reverberant condi-
tions, which is not surprising considering the oversimpli-
fied model of reverberation as a spherically diffuse sound
field that was used in the analysis, but not in the simula-
tions.

Overall, the best performance is obtained with low-to-
moderate values of the fractional bandwidth. As predicted by
Figure 4, large values of the fractional bandwidth increase the
overlap between the pdfs, thereby increasing the error rate.
However, the noise simulation results indicate that perfor-
mance is relatively constant for a relatively wide range of frac-
tional bandwidths. While both values of kd perform compa-
rably, there is a slight benefit in using kd = (4/3)7.

FIGURE 7: Probability of error Pg as a function of threshold r, for
two values of relative center frequency (kd = (a) 7, (b) 47/3) and
three levels of reverberation (DRR = 0,3, and +o0 dB), with frac-
tional bandwidth B’ =0.22 and 6, = 15°.

5.2. Simulations with speech

More realistic simulations were performed using speech as
the desired signal and babble as the noise signal. The speech
source was 7-second long, formed by concatenating two sen-
tences [31] spoken by a single male talker. The noise source
consisted of 12-talker SPIN babble [32] trimmed to the same
length as the speech material and normalized to have the
same total power. The “true” SNR was calculated for each
10-millisecond frame by taking the ratio of the total power
in the speech segment to the total power in the babble seg-
ment. The “true” SNRs were compared to the system outputs
to determine the detection and false alarm rates, which were
averaged over all combinations of signal and noise angles.
The speech simulations investigated three intermicro-
phone spacings d =7, 14, and 28 cm, all with kd = (4/3)m and
ro=0.! This resulted in center frequencies of fo=3300, 1650,
and 825 Hz for d = 7, 14, and 28 cm, respectively. The frac-
tional bandwidth varied between 0.1 and 1.5. For d = 7 cm,

! Speech simulations were also performed with kd = 7 and rp = 0.1.
However, since the effect of kd on performance was comparable for both
speech and noise simulations, those results are not presented here.
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FIGURE 8: System performance as a function of fractional bandwidth B’ for three levels of reverberation (DRR =0, 3, and +o dB) and two
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The first column represents kd = 7 and the second column represents kd = 4/37.

the larger fractional bandwidths (B = 1.0 and 1.5) were not
simulated because they corresponded to frequency ranges
that exceeded the signals’ 5 kHz bandwidth.

Figure 9 shows the results of these simulations, display-
ing the detection, error, and false alarm rates as a function
of fractional bandwidth for three values of d and three levels
of reverberation. Comparing the columns in Figure 9 con-
firms that the overall performance is relatively unaffected
by microphone spacing when comparing systems based on
the normalized parameters kd and B’. The exception is the
smaller microphone spacing (d = 7 cm), where small frac-
tional bandwidths produce relatively more detections and
false alarms, leading to comparable overall error rates.

Comparing the middle column of Figure 9 to the right-
hand column of Figure 8 reveals that for the same parameter
settings, the use of speech signals leads to substantial reduc-
tions in system performance, as evidenced by higher error
and false alarm rates and lower detection rates. The discrep-
ancies between Figures 8 and 9 are explained by the obser-
vation that in the case of the speech signals, the SNRs are
not uniformly distributed in the range —20dB to 20dB, as
was assumed in the analysis. This assumption was true for
the noise simulation. In the case of speech, values of the
short-time SNR tend to be concentrated at less extreme val-
ues, where the system does not perform as well. In fact, the

majority of errors made by the system occur when the SNR
is close to 0 dB, and therefore in transition between the two
hypotheses. This is illustrated in Figure 10, which shows the
true short-term SNRs for a 3-second speech segment and the
values of intermicrophone correlation computed according
to (1), along with the locations of misses and false alarms.

Another major difference between Figures 8 and 9 is the
more pronounced effect of bandwidth on speech when com-
pared with noise sources. For the noise signals, the energy
was uniformly distributed across the bandwidth, but this is
not the case for speech signals. As discussed in Section 4,
selection of the bandwidth represents a tradeoff between
the theoretical considerations, which dictate smaller band-
widths, and practical considerations, which require that the
system captures sufficient energy from the nonstationary
speech signal to minimize adverse affects of the relative
energy fluctuations in different frequency regions. The simu-
lation results in Figure 9 suggest that for speech signals, frac-
tional bandwidths in the range 0.67 to 1.0 yield the best per-
formance.

6. SUMMARY AND CONCLUSIONS

This paper describes a system for determining intervals of
“high” and “low” signal-to-noise ratios when the signal and
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third column represents d =28 cm.

noise arise from distinct spatial regions. It uses the correla-
tion coefficient between two microphone signals as the de-
cision variable in a hypothesis test. The system has three
parameters: the center frequency of the bandpass filter, the
bandwidth of the bandpass filter, and the threshold for the
decision variable. We performed a theoretical analysis based
on a signal scenario that includes two spatially separated
sound sources and a simple model of reverberation. By deriv-
ing conditional probability density functions of the intermi-
crophone correlation coefficient under both hypotheses, we
gained insight into optimal selection of the system param-
eters. Results of simulations using white Gaussian noise for
the sound sources were in close agreement with the theoret-
ical results. More realistic simulations using speech sources
followed the same general trends and illustrated the per-
formance that can be obtained in practical situations with
the parameters determined by the analysis, specifically, kd =
(4/3)m, B'=0.67 — 1.0, and ry =0.

The contributions of this work are twofold. First, it pro-
vides an example of how speech detection systems can be
analyzed and optimized. Rigorous comparison of the many
speech detection systems proposed in the literature is often

hampered by the differing conditions under which they are
evaluated. If theoretical analyses similar to the one per-
formed here were available, they would greatly facilitate the
comparison of different speech detection systems. Second,
for the particular speech detection system considered here,
the analysis provides simple and widely applicable guidelines
for the selection of parameters.

The system considered in this work is only applicable in
situations when two microphone signals are available. It is
further limited in that it is only expected to work in mild-
to-moderate reverberation. The current study was restricted
to a signal model consisting of a broadside array configura-
tion, microphones in free space, a single interfering noise
source, and simple models of reverberation. Future work
should (1) consider endfire array configurations; (2) inves-
tigate the effect of mounting the microphones near the head
for the hearing-aid application; (3) assess the performance of
the system in the presence of multiple interferers; (4) quan-
tify the degradation in performance with increasing levels
of reverberation; and (5) evaluate the system with recorded
(rather than simulated) sound signals. A study addressing
these issues will more completely establish the potential of
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with 14 cm microphone spacing. (a) Short-time SNR as a function
of time for a 3-second segment of speech. (b) Estimated intermi-
crophone correlation coefficient r for the same speech and babble
segment as in (a), computed for kd = 4/37 and B’ = 0.22. Using a
threshold of ry = 0, the symbols in (a) indicate frames, where there
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were missed detections (“+”) and false alarms (“x”).

the proposed system for use in speech-enhancement and
noise-reduction algorithms that require identification of in-
tervals when the desired signal is weak or absent.
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