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Abstract

Let H be a finite-dimensional quasi-Hopf algebra over a fieldk and A a right H -comodule
algebra. We introduce the category of two-sided Hopf modules, and prove that it is isomorph
module category. We also show that two-sided Hopf modules are coalgebra over a certain co
We introduce Doi–Hopf modules, and show that they are comodules over a certain coring
underlyingH -module coalgebra is finite-dimensional, then Doi–Hopf modules are modules
a certain smash products. A similar result holds for two-sided two-cosided Hopf modules.
 2003 Elsevier Inc. All rights reserved.

Introduction

Quasi-bialgebras and quasi-Hopf algebras were introduced by Drinfeld [15] in co
tion with the Knizhnik–Zamolodchikov equations [19]. Letk be a field,H an associative
algebra and∆ :H → H ⊗H andε :H → k two algebra morphisms. Roughly speakin
H is a quasi-bialgebra if the categoryHM of left H -modules, equipped with the te
sor product of vector spaces endowed with the diagonalH -module structure given via∆,
and with unit objectk viewed as a leftH -module viaε, is a monoidal category. The co
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multiplication∆ is not coassociative but only quasi-coassociative, in the sense tha
coassociative up to conjugation by an invertible elementΦ ∈ H ⊗H ⊗H . Moreover,H
is a quasi-Hopf algebra if and only if each finite-dimensional leftH -module has a dua
H -module. Note that the definition of a quasi-bialgebra is not self-dual.

From an algebraic point of view, quasi-bialgebras and quasi-Hopf algebras a
naturally. They can be obtained by twisting the comultiplication on a bialgebraH by
an invertible elementF ∈ H ⊗ H satisfying (ε ⊗ id)(F ) = (id ⊗ ε)(F ) = 1: a new
comultiplication ∆F making H a quasi-bialgebra is given by∆F (h) = F∆(h)F−1.
Another important example is the Dijkgraaf–Pasquier–Roche quasi-Hopf algebraDω(G),
whereG is a finite group andω a normalized 3-cocycle. The representations ofDω(G)

are important in physics (see [12]). Altschuler and Coste [3] used them to con
invariants for knots, links, and 3-manifolds. In [7], this construction was generaliz
finite-dimensional cocommutative Hopf algebras, and an even more general const
is the quantum doubleD(H) of a finite-dimensional quasi-Hopf algebra, see [16,
21]. Albuquerque and Majid [1] showed recently that the octonions are a twistin
the group algebra ofZ2 × Z2 × Z2 in the monoidal category of representations o
quasi-Hopf algebra associated to a group 3-cocycle. In particular, they shown th
octonions are quasi-algebras associative up to a 3-cocycle isomorphism. They provi
quasi-associative algebras beyond the octonions and also introduce a suitable qua
algebra of “automorphisms” associated to any quasi-algebra of the type presented
More examples of quasi-algebras, where the non-associativity constraint is induc
aZn-grading and a nontrivial 3-cocycle, were given in [2].

Let H be a bialgebra,A andH -comodule algebra, andC an H -module coalgebra
We can consider several types of modules, such as modules, comodules, (relative
modules, Long dimodules, and Yetter–Drinfeld modules. Doi [14] and Koppinen
introduced Doi–Hopf modules, and it turned out that they generalize and unify all the
of modules mentioned above. Basically, we obtain the definition of a Doi–Hopf mo
by combining the definitions of a relative(A,H)-module and its dual notion, a relativ
[H,C]-module: a(H,A,C)-module is ak-linear space together with anA-action and a
C-coaction satisfying an appropriate compatibility relation. We recover the two typ
relative Hopf modules taking respectivelyC =H andA=H . At the end of last century
Takeuchi [28] observed thatA⊗C is in a canonical way anA-coring, and that Doi–Hop
modules are nothing else than comodules over the coringA ⊗ C. This observation wa
the reason for a revived interest in corings and comodules (see, for example, [5]); ac
corings were considered already by Sweedler in 1965 [26], but then forgotten by
algebra theorists.

The aim of this paper is to introduce the quasi-bialgebraic versions of these cate
including interpretations in terms of monoidal categories, and to give duality theore
the finite-dimensional case. The conceptual problem that arises comes from the fa
the definition of a quasi-bialgebraH is not self-dual: an immediate consequence is tha
cannot considerH -comodules, because a quasi-bialgebra is not coassociative.H -module
(co)algebras can be introduced as (co)algebras in the monoidal category ofH -modules,
but we cannot introduceH -comodule algebras as algebras in the category of comod
A formal definition ofH -comodule algebras was given by Hausser and Nill [16];
propose the following interpretation: ifH is a bialgebra, andA is a rightH -comodule
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algebra, thenA⊗H is anA-coring, which means that it is a coalgebra in the categor
A-bimodules. The quasi-bialgebra analog of this property is the following: letH be a quasi-
bialgebra, andA an algebra. Then the category of(A⊗H,A)-bimodules is monoidal. I
A is a rightH -comodule algebra in the sense of [16], thenA⊗ H is a coalgebra in the
categoryA⊗HMA. This coalgebra induces a comonad, and the two-sided Hopf mo
that are introduced in Section 3.1 are precisely the coalgebras over this comonad. T
be discussed in detail in Section 3.3.

Given a finite-dimensional quasi-bialgebraH and a rightH -comodule algebraA, we
can introduce the quasi-smash productA #H ∗, which reduces to the usual smash prod
in the situation whereH is a bialgebra.A #H ∗ is then a leftH -module algebra, and w
can consider the categoryMH ∗

A#H ∗ of relative Hopf modules (see Section 2). In Section

we introduce the categoryHMH
A

of two-sided(H,A)-Hopf modules; the main result o
Section 3 is Theorem 3.5, stating that these two categories are isomorphic ifH is a quasi-
Hopf algebra. This generalizes [11, Proposition 2.3]. Applying results from [6], we
that the categoryMH ∗

A#H ∗ is isomorphic to the category of right modules over the sm
product algebra (in the sense of [8]) ofA#H ∗ andH . In the case whereA=H , we recover
a result of Nill announced in [18] stating thatHMH

H is isomorphic to the category of righ
modules over the two-sided crossed productH �H ∗�H . In Section 4, we will prove tha
the two-sided crossed product constructed in [16] is in fact a generalized smash p
As a consequence,(H #H ∗) #H is just the two-sided crossed productH � H ∗ � H (as
an algebra).

The second part of this paper is devoted to the study of the category of two-
two-cosided Hopf modulesCHMH

A
. HereC is a coalgebra in the monoidal category

(H,H)-bimodulesHMH (i.e. anH -bimodule coalgebra), andA is anH -bicomodule
algebra in the sense of [16]. Roughly speaking, an object inC

HMH
A

is a two-sided(H,A)-
Hopf module which is also an “almost” leftC-comodule such that the leftC-coaction
is compatible with the other structure maps. In Section 5 we will show that ifC and
H are finite-dimensional thenCHMH

A
is isomorphic to a category of right modules.

this end we will describe firstCHMH
A

as a category of Doi–Hopf modules. IfB is a left
H -comodule algebra andC is a rightH -module coalgebra then the category of righ
left (H,B,C)-Doi–Hopf modulesCM(H)B is a straightforward generalization of th
category of relative Hopf modulesCMH . WhenC is finite-dimensional,CM(H)B is
isomorphic to the category of right modules over the generalized smash productC∗ �� B.
We also have an interpretation in terms of monoidal categories:B⊗C is a coring, and the
Doi–Hopf modules are comodules over this coring. Now, returning to the categoryC

HMH
A

,
if H is finite-dimensional then we will show that(A#H ∗)#H is a leftH ⊗H op-comodule
algebra (here “op” means the opposite multiplication onH ) so, it makes sense to consid
the category of Doi–Hopf modulesCM(H ⊗ H op)(A#H ∗)#H . The main result states th
C
HMH

A
is isomorphic toCM(H ⊗ H op)(A#H ∗)#H , generalizing [4, Proposition 2.3]. I

particular, ifC is finite-dimensional, thenCHMH
A

is isomorphic to the category of righ
modules over the generalized smash productA = C∗ �� ((A # H ∗) # H). In the Hopf
case, the left-handed version of this result was first obtained by Cibils and Rosso
More precisely, they define an algebraX having the property that the categoryH ∗

H ∗MH ∗
H ∗

is isomorphic to the category of leftX-modules. Recently, Panaite [23] introduced t
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other algebrasY andZ with the same property asX; Y is the two-sided crossed produ
H ∗ # (H ⊗ H op) # H ∗op andZ is the diagonal crossed product (in the sense of [1
(H ∗ ⊗H ∗op)✶ (H ⊗H op).

1. Preliminary results

1.1. Quasi-Hopf algebras

We work over a fieldk. All algebras, linear spaces, etc., will be overk; unadorned⊗
means⊗k . Following Drinfeld [15], a quasi-bialgebra is a four-tuple(H,∆,ε,Φ) where
H is an associative algebra with unit,Φ is an invertible element inH ⊗ H ⊗ H , and
∆ :H→H ⊗H andε :H → k are algebra homomorphisms satisfying the identities

(id⊗∆)
(
∆(h)

)=Φ(∆⊗ id)
(
∆(h)

)
Φ−1, (1.1)

(id⊗ ε)
(
∆(h)

)= h, (ε⊗ id)
(
∆(h)

)= h, (1.2)

for all h ∈H , andΦ has to be a normalized 3-cocycle, in the sense that

(1⊗Φ)(id⊗∆⊗ id)(Φ)(Φ ⊗ 1)= (id⊗ id⊗∆)(Φ)(∆⊗ id⊗ id)(Φ), (1.3)

(id⊗ ε⊗ id)(Φ)= 1⊗ 1. (1.4)

The map∆ is called the coproduct or the comultiplication,ε the counit andΦ the
reassociator. We use the Sweedler–Heyneman notation∆(h) =∑

h1 ⊗ h2. Since∆ is
only quasi-coassociative, we will write

(∆⊗ id)
(
∆(h)

)=∑
h(1,1)⊗ h(1,2)⊗ h2,

(id⊗∆)
(
∆(h)

)=∑
h1⊗ h(2,1)⊗ h(2,2),

for all h ∈H . We will denote the tensor components ofΦ by capital letters, and the one
of Φ−1 by small letters, namely:

Φ =
∑

X1⊗X2⊗X3=
∑

T 1⊗ T 2⊗ T 3=
∑

V 1⊗ V 2⊗ V 3= · · · ,
Φ−1=

∑
x1⊗ x2⊗ x3=

∑
t1⊗ t2⊗ t3=

∑
v1⊗ v2⊗ v3= · · · .

H is called a quasi-Hopf algebra if, moreover, there exists an anti-automorphismS of the
algebraH and elementsα,β ∈H such that, for allh ∈H , we have:

∑
S(h1)αh2= ε(h)α and

∑
h1βS(h2)= ε(h)β, (1.5)

∑
X1βS

(
X2)αX3= 1 and

∑
S
(
x1)αx2βS

(
x3)= 1. (1.6)
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For a quasi-Hopf algebra, the antipode is determined uniquely up to a transform
α �→ Uα, β �→ βU−1, S(h) �→ US(h)U−1, whereU ∈ H is invertible. The axioms fo
a quasi-Hopf algebra imply thatε ◦ S = ε andε(α)ε(β)= 1, so, by rescalingα andβ , we
may assume without loss of generality thatε(α)= ε(β)= 1. The identities (1.2)–(1.4) als
imply that

(ε⊗ id⊗ id)(Φ)= (id⊗ id⊗ ε)(Φ)= 1⊗ 1. (1.7)

Recall that the definition of a quasi-Hopf algebra is “twist coinvariant” in the follow
sense. An invertible elementF ∈ H ⊗ H is called a gauge transformation or twist
(ε⊗ id)(F )= (id⊗ε)(F )= 1. If H is a quasi-Hopf algebra andF =∑

F 1⊗F 2 ∈H⊗H

is a gauge transformation with inverseF−1 =∑
G1 ⊗ G2, then we can define a ne

quasi-Hopf algebraHF by keeping the multiplication, unit, counit, and antipode ofH and
replacing the comultiplication, reassociator, and the elementsα andβ by

∆F(h)= F∆(h)F−1, (1.8)

ΦF = (1⊗ F)(id⊗∆)(F)Φ(∆⊗ id)
(
F−1)(F−1⊗ 1

)
, (1.9)

αF =
∑

S
(
G1)αG2, βF =

∑
F 1βS

(
F 2). (1.10)

It is well known that the antipode of a Hopf algebra is an anti-coalgebra morphism.
quasi-Hopf algebra, we have the following statement: there exists a gauge transfor
f ∈H ⊗H such that

f∆
(
S(h)

)
f−1= (S ⊗ S)

(
∆op(h)

)
, for all h ∈H, (1.11)

where∆op(h)=∑
h2⊗ h1. f can be computed explicitly. First set

∑
A1⊗A2⊗A3⊗A4= (

1⊗Φ−1)(id⊗ id⊗∆)(Φ), (1.12)∑
B1⊗B2⊗B3⊗B4= (∆⊗ id⊗ id)(Φ)

(
Φ−1⊗ 1

)
(1.13)

and then defineγ, δ ∈H ⊗H by

γ =
∑

S
(
A2)αA3⊗ S

(
A1)αA4 and δ =

∑
B1βS

(
B4)⊗B2βS

(
B3). (1.14)

f andf−1 are then given by the formulas

f =
∑

(S ⊗ S)
(
∆op(x1))γ∆(

x2βS
(
x3)), (1.15)

f−1=
∑

∆
(
S
(
x1)αx2)δ(S ⊗ S)

(
∆op(x3)). (1.16)

f satisfies the following relations:

f∆(α)= γ, ∆(β)f−1= δ. (1.17)
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Furthermore, the corresponding twisted reassociator (see (1.9)) is given by

Φf =
∑

(S ⊗ S ⊗ S)
(
X3⊗X2⊗X1). (1.18)

In a Hopf algebraH , we obviously have the identity

∑
h1⊗ h2S(h3)= h⊗ 1, for all h ∈H.

We will need the generalization of this formula to the quasi-Hopf algebra setting. Follo
[16,17], we define:

pR =∑
p1
R ⊗ p2

R =
∑

x1⊗ x2βS
(
x3

)
,

qR =∑
q1
R ⊗ q2

R =
∑

X1⊗ S−1
(
αX3

)
X2,

(1.19)

pL =∑
p1
L ⊗ p2

L =
∑

X2S−1
(
X1β

)⊗X3,

qL =∑
q1
L ⊗ q2

L =
∑

S
(
x1

)
αx2⊗ x3.

(1.20)

For allh ∈H , we then have:

∑
∆(h1)pR[1⊗ S(h2)] = pR[h⊗ 1],∑[
1⊗ S−1(h2)

]
qR∆(h1)= (h⊗ 1)qR,

(1.21)

∑
∆(h2)pL

[
S−1(h1)⊗ 1

]= pL(1⊗ h),∑[S(h1)⊗ 1]qL∆(h2)= (1⊗ h)qL,
(1.22)

and

∑
∆

(
q1
R

)
pR

[
1⊗ S

(
q2
R

)]= 1⊗ 1,
∑[

1⊗ S−1(p2
R

)]
qR∆

(
p1
R

)= 1⊗ 1, (1.23)
∑[

S
(
p1
L

)⊗ 1
]
qL∆

(
p2
L

)= 1⊗ 1,
∑

∆
(
q2
L

)
pL

[
S−1(q1

L

)⊗ 1
]= 1⊗ 1, (1.24)

(qR ⊗ 1)(∆⊗ id)(qR)Φ−1

=
∑[

1⊗ S−1(X3)⊗ S−1(X2)][1⊗ S−1(f 2)⊗ S−1(f 1)](id⊗∆
)(
qR∆

(
X1)),

(1.25)

Φ(∆⊗ id)(pR)(pR ⊗ id)

=
∑

(id⊗∆)
(
∆

(
x1)pR

)(
1⊗ f−1)(1⊗ S

(
x3)⊗ S

(
x2)), (1.26)

wheref =∑
f 1⊗ f 2 is the twist defined in (1.15).
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1.2. The smash product

Suppose that(H,∆,ε,Φ) is a quasi-bialgebra. IfU,V,W are left (right)H -modules,
defineaU,V ,W ,aU,V,W : (U ⊗ V )⊗W →U ⊗ (V ⊗W) by

aU,V ,W

(
(u⊗ v)⊗w

)=Φ · (u⊗ (v⊗w)
)
,

aU,V,W

(
(u⊗ v)⊗w

)= (
u⊗ (v⊗w)

) ·Φ−1.

Then the categoryHM (MH ) of left (right)H -modules becomes a monoidal category (
[19,22] for the terminology) with tensor product⊗ given via∆, associativity constraint
aU,V ,W (aU,V,W ), unit k as a trivialH -module and the usual left and right unit constrain

Now, let H be a quasi-bialgebra. We say that ak-vector spaceA is a leftH -module
algebra if it is an algebra in the monoidal categoryHM, that is,A has a multiplication and
a usual unit 1A satisfying the following conditions:

(aa′)a′′ =
∑(

X1 · a)[(
X2 · a′)(X3 · a′′)], (1.27)

h · (aa′)=
∑

(h1 · a)(h2 · a′), (1.28)

h · 1A = ε(h)1A, (1.29)

for all a, a′, a′′ ∈ A andh ∈ H , whereh ⊗ a �→ h · a is theH -module structure ofA.
Following [8], we define the smash productA #H as follows: as a vector spaceA #H is
A⊗H (a ⊗ h viewed as an element ofA #H will be written a # h) with multiplication
given by

(a #h)(a′ #h′)=
∑(

x1 · a)(
x2h1 · a′

)
#x3h2h

′, (1.30)

for all a, a′ ∈A, h,h′ ∈H . A #H is an associative algebra and it is defined by a unive
property (as Heyneman and Sweedler did for Hopf algebras, see [8]). It is easy to s
H is a subalgebra ofA #H via h �→ 1 #h, A is ak-subspace ofA #H via a �→ a # 1 and
the following relations hold:

(a #h)(1 #h′)= a #hh′, (1#h)(a #h′)=
∑

h1 · a #h2h
′, (1.31)

for all a ∈A, h,h′ ∈H .
We will also need the notion rightH -module coalgebra. This is a coalgebraC in the

monoidal category of right modules over a quasi-bialgebraH . This means thatC is a
right H -module together with a comultiplication∆ :C→ C ⊗ C and a counitε :C→ k,
satisfying the following relations:

(∆⊗ idC)
(
∆(c)

)
Φ−1= (idC ⊗∆)

(
∆(c)

) ∀c ∈C, (1.32)

∆(c · h)=
∑

c1 · h1⊗ c2 · h2 ∀c ∈C, h ∈H, (1.33)

ε(c · h)= ε(c)ε(h) ∀c ∈ C, h ∈H, (1.34)
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where we used the Sweedler-type notation

∆(c)= c1⊗ c2, (∆⊗ idC)
(
∆(c)

)=∑
c(1,1)⊗ c(1,2) ⊗ c2, etc.

2. The quasi-smash product

The category ofH -modules is monoidal, and anH -module (co)algebra is a (co)algeb
in this category. This categorical definition cannot be used to introduceH -comodule
algebras, since we do not haveH -comodules. Hausser and Nill [16] gave a purely algeb
definition of anH -comodule algebra. We will show in Section 3.3 how their definition
be justified from a categorical point of view.

Definition 2.1 [16]. Let H be a quasi-bialgebra. A unital associative algebraA is called
a rightH -comodule algebra if there exists an algebra morphismρ :A→ A⊗ H and an
invertible elementΦρ ∈A⊗H ⊗H such that

Φρ(ρ ⊗ id)
(
ρ(a)

)= (id⊗∆)
(
ρ(a)

)
Φρ, for all a ∈A, (2.1)

(1A ⊗Φ)(id⊗∆⊗ id)(Φρ)(Φρ ⊗ 1H)= (id⊗ id⊗∆)(Φρ)(ρ ⊗ id⊗ id)(Φρ), (2.2)

(id⊗ ε) ◦ ρ = id, (2.3)

(id⊗ ε⊗ id)(Φρ)= 1A ⊗ 1H . (2.4)

Similarly, a unital associative algebraB is called a leftH -comodule algebra if there exis
an algebra morphismλ :B→ H ⊗B and an invertible elementΦλ ∈ H ⊗H ⊗B such
that the following relations hold:

(id⊗ λ)
(
λ(b)

)
Φλ =Φλ(∆⊗ id)

(
λ(b)

)
, for all b ∈B, (2.5)

(1H ⊗Φλ)(id⊗∆⊗ id)(Φλ)(Φ ⊗ 1B)= (id⊗ id⊗ λ)(Φλ)(∆⊗ id⊗ id)(Φλ), (2.6)

(ε⊗ id) ◦ λ= id, (2.7)

(id⊗ ε⊗ id)(Φλ)= 1H ⊗ 1B. (2.8)

We notice that, when(A, ρ,Φρ) is a rightH -comodule algebra we also have

(id⊗ id⊗ ε)(Φρ)= 1A⊗ 1H .

Similarly, if (B, λ,Φλ) is a leftH -comodule algebra then

(ε⊗ id⊗ id)(Φλ)= 1H ⊗ 1B.

WhenH is a quasi-bialgebra, particular examples of left and rightH -comodule algebra
are given byA=B=H andρ = λ=∆, Φρ =Φλ =Φ.
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For a rightH -comodule algebra(A, ρ,Φρ), we will denote

ρ(a)=
∑

a〈0〉 ⊗ a〈1〉, (ρ ⊗ id)
(
ρ(a)

)=∑
a〈0,0〉 ⊗ a〈0,1〉 ⊗ a〈1〉, etc.,

for anya ∈A. Similarly, for a leftH -comodule algebra(B, λ,Φλ), if b ∈B then we will
denote

λ(b)=
∑

b[−1] ⊗ b[0], (id⊗ λ)
(
λ(b)

)=∑
b[−1] ⊗ b[0,−1] ⊗ b[0,0], etc.

In analogy with the notation for the reassociatorΦ of H , we will write

Φρ =
∑

X̃1
ρ ⊗ X̃2

ρ ⊗ X̃3
ρ =

∑
Ỹ 1
ρ ⊗ Ỹ 2

ρ ⊗ Ỹ 3
ρ = · · · and

Φ−1
ρ =

∑
x̃1
ρ ⊗ x̃2

ρ ⊗ x̃3
ρ =

∑
ỹ1
ρ ⊗ ỹ2

ρ ⊗ ỹ3
ρ = · · · .

A similar notation is used for the elementΦλ of a left H -comodule algebraB. If no
confusion is possible, we will omit the subscriptsρ or λ in the tensor components of th
Φρ,Φλ,Φ

−1
ρ andΦ−1

λ .
Recall that, ifH is an algebra, thenH ∗ is an (H,H)-bimodule, with left and righ

action given by〈h⇀ ϕ ↼h′, h′′〉 = 〈ϕ,h′h′′h〉, for all h,h′, h′′ ∈H andϕ ∈H ∗. If H is
finite-dimensional, thenH ∗ is a coalgebra.

Now letH be a bialgebra andA be a rightH -comodule algebra. Then we can consi
the smash productA #H ∗, with multiplication

(a #ϕ)(a′ #ψ)=
∑

aa′〈0〉 # (ϕ ↼ a′〈1〉)ψ.

We will now generalize this construction to quasi-bialgebras. In this situation
convolution product onH ∗ is not associative, but only quasi-associative, namely

[ϕψ]ξ =
∑(

X1 ⇀ϕ↼x1)[(X2 ⇀ψ ↼x2)(X3 ⇀ξ ↼x3)], for all ϕ,ψ, ξ ∈H ∗.
(2.9)

In addition, for allh ∈H andϕ,ψ ∈H ∗ we have that

h⇀ (ϕψ)=
∑

(h1 ⇀ϕ)(h2 ⇀ψ) and (ϕψ)↼h=
∑

(ϕ ↼ h1)(ψ ↼h2). (2.10)

In other words,H ∗ is an algebra in the monoidal category of(H,H)-bimodulesHMH .
Let (A, ρ,Φρ) be a rightH -comodule algebra. We define a multiplication onA⊗H ∗ by

(a #ϕ)(a′ #ψ)=
∑

aa′〈0〉x̃1 #
(
ϕ ↼ a′〈1〉x̃2)(ψ ↼ x̃3) (2.11)

for all a,a′ ∈ A andϕ,ψ ∈ H ∗, where we writea # ϕ for a ⊗ ϕ, ρ(a) =∑
a〈0〉 ⊗ a〈1〉,

andΦ−1
ρ =

∑
x̃1⊗ x̃2⊗ x̃3. We denote this structure onA⊗H ∗ by A #H ∗. In the next
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proposition, we prove thatA #H ∗ is an algebra in the category of leftH -modules, and this
is why we callA #H ∗ the quasi-smash product.

Proposition 2.2. LetH be a quasi-bialgebra and(A, ρ,Φρ) a rightH -comodule algebra
ThenA #H ∗ is anH -module algebra with unit1A # ε and with leftH -action given by

h · (a #ϕ)= a #h⇀ϕ for all h ∈H, a ∈A, andϕ ∈H ∗. (2.12)

Proof. SinceH ∗ is a leftH -module via the action⇀, it is easy to see thatA #H ∗ is a left
H -module via the action (2.12). Now, we will prove thatA #H ∗ is an algebra inHM with
unit 1A # ε. Indeed, for alla,a′,a′′ ∈A andϕ,ψ,χ ∈H ∗

[
X1 · (a #ϕ)

]{[
X2 · (a′ #ψ)

][
X3 · (a′′ #χ)

]}
=

∑(
a #X1 ⇀ϕ

)[(
a′ #X2 ⇀ψ

)(
a′′ #X3 ⇀χ

)]
=

∑(
a #X1 ⇀ϕ

)[
a′a′′〈0〉x̃1 #

(
X2 ⇀ψ ↼ a′′〈1〉x̃2)(X3 ⇀χ ↼ x̃3)]

(2.10) =
∑

aa′〈0〉a′′〈0,0〉x̃1〈0〉ỹ1 #
(
X1 ⇀ϕ↼ a′〈1〉a′′〈0,1〉x̃1〈1〉ỹ2)

[(
X2 ⇀ψ ↼ a′′〈1〉x̃2ỹ3

1

)(
X3 ⇀χ ↼ x̃3ỹ3

2

)]
(2.9)
(2.2) =

∑
aa′〈0〉a′′〈0,0〉x̃1ỹ1 #

[(
ϕ ↼ a′〈1〉a′′〈0,1〉x̃2ỹ2

1

)(
ψ ↼ a′′〈1〉x̃3ỹ2

2

)](
χ ↼ ỹ3)

(2.1)
(2.10) =

∑
aa′〈0〉x̃1a′′〈0〉ỹ1 #

{[(
ϕ ↼ a′〈1〉x̃2)(ψ ↼ x̃3)]↼ a′′〈1〉ỹ2}(χ ↼ ỹ3)

=
∑[

aa′〈0〉x̃1 #x
(
ϕ ↼ a′〈1〉x̃2)(ψ ↼ x̃3)](a′′ #χ)

= [
(a #ϕ)(a′ #ψ)

]
(a′′ #χ).

It is not hard to see that 1A # ε is the unit ofA #H ∗ and thath · (1A # ε)= ε(h)1A # ε for
all h ∈H . Finally, for allh ∈H , a,a′ ∈A, andϕ,ψ ∈H ∗, we calculate:

∑[
h1 · (a #ϕ)

][
h2 · (a′ #ψ)

]
=

∑
(a #h1 ⇀ϕ)(a′ #h2 ⇀ψ)

=
∑

aa′〈0〉x̃1 #
(
h1 ⇀ϕ↼ a′〈1〉x̃2)(h2 ⇀ψ ↼ x̃3)

(2.10) =
∑

aa′〈0〉x̃1 #h⇀
[(
ϕ ↼ a′〈1〉x̃2)(ψ ↼ x̃3)]

(2.12) = h · [(a #ϕ)(a′ #ψ)
]
. ✷

(H,∆,Φ) is a rightH -comodule algebra, so it makes sense to consider the q
smash productH # H ∗. In this case whereH is a Hopf algebra,H # H ∗ is called
the Heisenberg double ofH , and we will keep the same terminology for quasi-Ho
algebras.H(H)=H #H ∗ is not an associative algebra but it is an algebra in the mon
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opf

n
he
categoryHM. If H is a finite-dimensional Hopf algebra thenH(H) is isomorphic to the
algebra Endk(H). In order to prove a similar result for a finite-dimensional quasi-H
algebra, we first have to deform the algebra structure of Endk(H).

Proposition 2.3. LetH be a finite-dimensional quasi-Hopf algebra. Define

µ :H #H ∗ → Endk(H), µ(h #ϕ)(h′)=
∑

ϕ
(
h′2p2

L

)
hh′1p1

L

for all h,h′ ∈ H andϕ ∈ H ∗, wherepL =∑
p1
L ⊗ p2

L is the element defined by(1.20).
Thenµ is a bijection, and therefore there exists a uniqueH -module algebra structure o
Endk(H) such thatµ becomes anH -module algebra isomorphism. The multiplication, t
unit, and theH -module structure ofEndk(H) are given by

(u ◦ v)(h)=
∑

u
(
v
(
hx3X3

2

)
S−1(S(

x1X2)αx2X3
1

))
S−1(X1), (2.13)

1Endk(H)(h)= hS−1(β), (h · u)(h′)=
∑

u(h′h2)S
−1(h1) (2.14)

for all u,v ∈ Endk(H) andh,h′ ∈H .

Proof. Let {ei}i=1,n be a basis ofH and{ei}i=1,n the corresponding dual basis ofH ∗. We

claim that the inverse ofµ is µ−1 : Endk(H)→H #H ∗ given by

µ−1(u)=
∑

u
(
q2
L(ei)2

)
S−1(q1

L(ei)1
)

# ei for all u ∈ Endk(H),

whereqL =∑
q1
L⊗q2

L is the element defined by (1.20). Indeed, for anyh ∈H andϕ ∈H ∗
we have:

(
µ−1 ◦µ)

(h #ϕ)=
n∑

i=1

µ(h #ϕ)
(
q2
L(ei)2

)
S−1(q1

L(ei)1
)

# ei

=
n∑

i=1

ϕ
((
q2
L

)
2(ei)(2,2)p

2
L

)
h
(
q2
L

)
1(ei)(2,1)p

1
LS
−1(q1

L(ei)1
)

# ei

(1.22) =
n∑

i=1

ϕ
((
q2
L

)
2p

2
Lei

)
h
(
q2
L

)
1p

1
LS
−1(q1

L

)
# ei

(1.24) =
n∑

i=1

ϕ(ei)h # ei = h #ϕ

and, in a similar way, foru ∈ Endk(H) andh ∈H we have that(µ ◦ µ−1)(u)(h)= u(h).
Using the bijectionµ, we transport theH -module algebra structure fromH # H ∗ to
Endk(H). First we compute the transported multiplication◦: for all u,v ∈ Endk(H), we
find
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from
u ◦̄ v =
∑

µ
(
µ−1(u)µ−1(v)

)

=
n∑

i,j=1

µ
((
u
(
q2
L(ei)2

)
S−1(q1

L(ei)1
)

# ei
)(
v
(
Q2

L(ej )2
)
S−1(Q1

L(ej )1
)

# ej
))

(2.11) =
n∑

i,j=1

µ
(
u
(
q2
L(ei)2

)
S−1(q1

L(ei)1
)[
v
(
Q2

L(ej )2
)
S−1(Q1

L(ej )1
)]

1x
1

#
(
ei ↼

[
v
(
Q2

L(ej )2
)
S−1(Q1

L(ej )1
)]

2x
2)(ej ↼ x3))

where
∑

Q1
L ⊗Q2

L is another copy ofqL. Note that (1.3) and (1.20) imply

∑
S
(
x1)q1

Lx
2
1 ⊗ q2

Lx
2
2 ⊗ x3=

∑
q1
LX

1⊗ (
q2
L

)
1X

2⊗ (q2
L)2X

3. (2.15)

Using the above arguments, a long but straightforward computation shows that

(u ◦̄ v)(h)=
∑

u
(
v
(
hx3X3

2

)
S−1(S(

x1X2)αx2X3
1

))
S−1(X1),

for all h ∈ H . Thus, we have obtained (2.13). Similar computations show tha
transported unit and theH -action on Endk(H) are given by (2.14). ✷
Remarks 2.4. Let H be a finite-dimensional quasi-Hopf algebra,{ei}i=1,n a basis ofH ,

and{ei}i=1,n the corresponding dual basis ofH ∗.
(1) The bijectionµ defined in Proposition 2.3 induces an associative algebra stru

on thek-vector spaceH ⊗ H ∗: it suffices to transport the composition on Endk(H) to
H ⊗H ∗.

(2) Let (A, ρ,Φρ) be a rightH -comodule algebra. As in the Hopf case, it is poss
to associate different (quasi)smash products toA. Observe first that the mapν :A #H ∗ →
Homk(H,A) given byν(a #ϕ)(h)= ϕ(h)a, for all a ∈A, ϕ ∈H ∗, andh ∈H , is ak-linear
isomorphism. The inverse ofν is given by the formula

ν−1(w)=
n∑

i=1

w(ei) # ei

for w ∈ Homk(H,A). Secondly, by transporting the quasi-smash algebra structure
A#H ∗ to Homk(H,A) via the isomorphismν, we obtain that Homk(H,A) is anH -module
algebra. So, ifH is an arbitrary quasi-Hopf algebra and(A, ρ,Φρ) is a rightH -comodule
algebra, then we can define the quasi-smash product#(H,A) as follows:#(H,A) is the
k-vector space Homk(H,A) with multiplication given by

(v ∗w)(h)=
∑

v
(
w

(
x̃3h2

)
〈1〉x̃

2h1
)
w

(
x̃3h2

)
〈0〉x̃

1 (2.16)

for v,w ∈ #(H,A) and h ∈ H . The unit is 1#(H,A)(h) = ε(h)1A and theH -module
structure is given by(h · v)(h′) = v(h′h), h,h′ ∈ H , v ∈ Homk(H,A). Of course, ifH
is finite-dimensional thenA #H ∗ � #(H,A) asH -module algebras.
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3. Two-sided Hopf modules and relative Hopf modules

3.1. Two-sided Hopf modules

The fact that a quasi-bialgebra is not coassociative entails that it makes no
to consider comodules over quasi-bialgebras. Nevertheless, we can associate m
categories to quasi-bialgebras, in which we can consider coalgebras, and comodu
these coalgebras. This point of view has been used in [6,18,24] in order to define r
Hopf modules, quasi-Hopf bimodules, and two-sided two-cosided Hopf modules.
sequel, we will study all these categories in a more general context. The categ
background will be presented in Section 3.3.

Definition 3.1. Let H be a quasi-bialgebra and(A, ρ,Φρ) a rightH -comodule algebra
A two-sided(H,A)-Hopf module is an(H,A)-bimoduleM together with ak-linear map

ρM :M→M ⊗H, ρM(m)=
∑

m(0)⊗m(1),

satisfying the following relations, for allm ∈M, h ∈H , anda ∈ A (the actions ofh ∈H
anda ∈A onm ∈M are denoted byh�m andm≺ a):

(idM ⊗ ε) ◦ ρM = idM, (3.1)

Φ · (ρM ⊗ idH )
(
ρM(m)

)= (idM ⊗∆)
(
ρM(m)

) ·Φρ, (3.2)

ρM(h�m)=
∑

h1�m(0)⊗ h2m(1), (3.3)

ρM(m≺ a)=
∑

m(0) ≺ a〈0〉 ⊗m(1)a〈1〉. (3.4)

The category of two-sided(H,A)-Hopf modules and leftH -linear, rightA-linear, and
rightH -colinear maps is denoted byHMH

A
.

Observe that the category of two-sided(H,H)-Hopf bimodules is nothing else then th
category of right quasi-HopfH -bimodules introduced in [18].

We will use the following notation, similar to the notation for the comultiplication o
quasi-bialgebra:

(ρM ⊗ idH )
(
ρM(m)

)=∑
m(0,0)⊗m(0,1)⊗m(1),

(idM ⊗∆H)
(
ρM(m)

)=∑
m(0)⊗m(1)1 ⊗m(1)2.

Examples 3.2. LetH be a quasi-Hopf algebra and(A, ρ,Φρ) a rightH -comodule algebra
(1) V =A⊗H ∈ HMH

A
. The structure maps are as follows:

h� (a⊗ h′)= a⊗ hh′, (a⊗ h)≺ a′ =
∑

aa′〈0〉 ⊗ ha′〈1〉, and

ρV (a⊗ h)=
∑

aX̃1⊗ h1X̃
2⊗ h2X̃

3
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las,

las

at

, for
for all h,h′ ∈H anda,a′ ∈A. Verification of the details is left to the reader.
(2) U =H ⊗A ∈ HMH

A
. Now the structure maps are given by the following formu

for all h,h′ ∈H anda,a′ ∈A:

h� (h′ ⊗ a)= hh′ ⊗ a, (h⊗ a)≺ a
′ = h⊗ aa

′, and

ρU (h⊗ a)=
∑

h1S
−1(q2

LX̃
3
2g

2)⊗ X̃1a〈0〉 ⊗ h2S
−1(q1

LX̃
3
1g

1)X̃2a〈1〉. (3.5)

HereqL =∑
q1
L ⊗ q2

L andf−1 =∑
g1 ⊗ g2 are the elements defined by the formu

(1.20) and (1.16).
To this end, considerθ :V→ U given by

θ(a⊗ h)=
∑

hS−1(a〈1〉p̃2
ρ

)⊗ a〈0〉p̃1
ρ

for all h ∈H anda ∈A, where we use the notation

p̃ρ =
∑

p̃1
ρ ⊗ p̃2

ρ =
∑

x̃1⊗ x̃2βS
(
x̃3) ∈A⊗H. (3.6)

We claim thatθ is bijective; its inverseθ−1 :U→ V is defined as follows:

θ−1(h⊗ a)=
∑

q̃1
ρa〈0〉 ⊗ hq̃2

ρa〈1〉

with the notation

q̃ρ =
∑

q̃1
ρ ⊗ q̃2

ρ =
∑

X̃1⊗ S−1(αX̃3)X̃2 ∈A⊗H. (3.7)

Furthermore,θ is a morphism of two-sided(H,A)-Hopf bimodules, and we conclude th
U =H ⊗A andA⊗H = V are isomorphic inHMH

A
.

To prove this, we proceed as follows. First, by [16], we have the following relations
all a ∈A:

∑
ρ(a〈0〉)p̃ρ[1A⊗ S(a〈1〉)] = p̃ρ[a⊗ 1H ], (3.8)

∑[
1A ⊗ S−1(a〈1〉)

]
q̃ρρ(a〈0〉)= [a⊗ 1H ]q̃ρ, (3.9)

∑
ρ
(
q̃1
ρ

)
p̃ρ

[
1A⊗ S

(
q̃2
ρ

)]= 1A ⊗ 1H , (3.10)
∑[

1A⊗ S−1(p̃2
ρ

)]
q̃ρρ

(
p̃1
ρ

)= 1A⊗ 1H , (3.11)

Φρ(ρ ⊗ idH )(p̃ρ)p̃ρ =
∑

(id⊗∆)
(
ρ
(
x̃1)p̃ρ

)(
1A ⊗ g1S

(
x̃3)⊗ g2S

(
x̃2)), (3.12)

(q̃ρ ⊗ 1H)(ρ ⊗ idH)(q̃ρ)Φ
−1
ρ

=
∑[

1A ⊗ S−1(f 2X̃3)⊗ S−1(f 1X̃2)](idA ⊗∆)
(
q̃ρρ

(
X̃1)). (3.13)
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Heref =∑
f 1⊗ f 2 is the element defined in (1.15) andf−1=∑

g1⊗ g2. Using (3.8)–
(3.11), we can show easily thatθ andθ−1 are inverses, and thatU is an(H,A)-bimodule
via the actions� and≺. One can finally compute the rightH -coaction onU transported
from the coaction onV usingθ , and then see that it coincides with (3.5). For, observe
(3.6)–(2.2) and (2.4) imply

∑
X̃1〈1〉p̃2

ρS
(
X̃2)⊗ X̃1〈0〉p̃1

ρ ⊗ X̃3=
∑

x̃2S
(
x̃3

1p
1
L

)⊗ x̃1⊗ x̃3
2p

2
L, (3.14)

wherepL = ∑
p1
L ⊗ p2

L is the element defined in (1.20). We also mention that
computation uses the formula (3.13); the details are left to the reader.

3.2. Two-sided Hopf modules and relative Hopf modules

Our aim is to prove a duality theorem for two-sided Hopf modules: ifH is a finite-
dimensional quasi-Hopf algebra, then the categoryHMH

A
is isomorphic to a category o

relative Hopf modules as introduced in [6]. Recall that a right(H ∗,A)-Hopf moduleM
is a k-vector spaceM which is also a rightH ∗-comodule and a rightA-module in the
monoidal category of rightH ∗-comodulesMH ∗ . In terms ofH this means:

– M is a leftH -module; denote the action ofh ∈H onm ∈M by h •m;
– A acts onM from the right; denote the action ofa ∈A onm ∈M by m • a;
– for allm ∈M, h ∈H , anda, a′ ∈A, we have

m • 1A =m,

(m • a) • a′ =
∑(

X1 •m) • [(
X2 · a)(

X3 · a′)], (3.15)

h • (m • a)=
∑

(h1 •m) • (h2 · a). (3.16)

MH ∗
A will be the category of right(H ∗,A)-Hopf modules andA-linearH ∗-colinear maps

Before we can establish the claimed isomorphism of categories, we need some lem

Lemma 3.3. Let H be a finite-dimensional quasi-Hopf algebra and(A, ρ,Φρ) a right
H -comodule algebra. We have a functor

F :HMH
A→MH ∗

A#H ∗ .

For M ∈ HMH
A

, F(M)=M, with structure maps

– M is a leftH -module viah •m= S2(h)�m, m ∈M, h ∈H ;
– A #H ∗ acts onM from the right by

m • (a #ϕ)=
∑〈

ϕ,S−1(S(
U1)f 2m(1)a〈1〉p̃2

ρ

)〉
S
(
U2)f 1�m(0)≺ a〈0〉p̃1

ρ, (3.17)

where U =
∑

U1⊗U2=
∑

g1S
(
q2
R

)⊗ g2S
(
q1
R

)
. (3.18)
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Proof. The most difficult part of the proof is to show thatF(M) satisfies the relation
(3.15) and (3.16). It is then straightforward to show that a map inHMH

A
is also a map in

MH ∗
A#H ∗ and thatF is a functor.
By [18, Lemma 3.13] we have, for allh ∈H :

U [1⊗ S(h)] =
∑

∆
(
S(h1)

)
U(h2⊗ 1), (3.19)

Φ−1(id⊗∆)(U)(1⊗U)=
∑

(∆⊗ id)
(
∆

(
S
(
X1))U)(

X2⊗X3⊗ 1
)
. (3.20)

Write f =∑
f 1⊗f 2=∑

F 1⊗F 2, f−1=∑
g1⊗g2, p̃ρ =∑

p̃1
ρ ⊗ p̃2

ρ =
∑

P̃ 1
ρ ⊗ P̃ 1

ρ ,
andU =∑

U1⊗U2=∑
U1⊗U2. For allm ∈M, a,a′ ∈A, andϕ,ψ ∈H ∗, we compute

that

(
X1 •m) • {[

X2 · (a #ϕ)
][
X3 · (a′ #ψ)

]}
=

∑〈(
X2 ⇀ϕ↼ a

′〈1〉x̃2)(X3 ⇀ψ ↼ x̃3),
S−1(S(

U1)f 2S2(X1)
2m(1)

(
aa′〈0〉x̃1)

〈1〉p̃
2
ρ

)〉

S
(
U2)f 1S2(X1)

1�m(0) ≺
(
aa
′〈0〉x̃1)

〈0〉p̃
1
ρ

(1.11) =
∑〈

ϕ,S−1(F 2S
(
U1)

2S
(
S
(
X1)

1

)
2f

2
2 m(1)2a〈1〉2a′〈0,1〉2x̃

1〈1〉2
(
p̃2
ρ

)
2g

2S
(
a′〈1〉x̃2))X2〉

〈
ψ,S−1(F 1S

(
U1)

1S
(
S
(
X1)

1

)
1f

2
1 m(1)1a〈1〉1a

′〈0,1〉1x̃
1〈1〉1

(
p̃2
ρ

)
1g

1S
(
x̃3))X3〉

S
(
S
(
X1)

2U
2)f 1�m(0)≺ a〈0〉a′〈0,0〉x̃1〈0〉p̃1

ρ

(1.11)
(3.13)
(2.1)
=

∑〈
ϕ,S−1(S(

S
(
X1)

(1,1)U
1
1X

2)F 2f 2
2 m(1)2a〈1〉2X̃3a′〈0,1〉p̃2

ρS(a
′〈1〉)

)〉
〈
ψ,S−1(S(

S
(
X1)

(1,2)U
1
2X

3)F 1f 2
1 m(1)1a〈1〉1X̃2(a′〈0,0〉p̃1

ρ

)
〈1〉P̃

2
ρ

)〉
S
(
S
(
X1)

2U
2)f 1�m(0)≺ a〈0〉X̃1(a′〈0,0〉p̃1

ρ

)
〈0〉P̃

1
ρ

(3.20)
(3.8) =

∑〈
ϕ,S−1(S(

x1U1)F 2f 2
2 m(1)2a〈1〉2X̃

3p̃2
ρ

)〉
〈
ψ,S−1(S(

x2U2
1 U1)F 1f 2

1 m(1)1a〈1〉1X̃
2(p̃1

ρa
′)
〈1〉P̃

2
ρ

)〉
S
(
x3U2

2 U2)f 1�m(0) ≺ a〈0〉X̃1(p̃1
ρa
′)
〈0〉P̃

2
ρ

(1.9)
(1.18)
(2.1)
=

∑〈
ϕ,S−1(S(

U1)F 2m(1)a〈1〉p̃2
ρ

)〉
〈
ψ,S−1(S(

U2
1 U1)f 2F 1

2m(0,1)a〈0,1〉
(
p̃1
ρa′

)
〈1〉P̃

2
ρ

)〉
S
(
U2

2 U2)f 1F 1
1 �m(0,0)≺ a〈0,0〉

(
p̃1
ρa
′)
〈0〉P̃

1
ρ

(1.11)
(3.17) =

∑〈
ϕ,S−1(S(

U1)F 2m(1)a〈1〉p̃2
ρ

)〉(
S
(
U2)F 1�m(0) ≺ a〈0〉p̃1

ρ

) • (a′ #ψ)

(3.17) = [m • (a #ϕ)] • (a′ #ψ).
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Similar computations show that

∑
(h1 •m) • (

h2 · (a #ϕ)
)= h • [m • (a #ϕ)

]
,

for all h ∈H , a ∈A, andϕ ∈H ∗, so the proof is complete.✷
Let us next discuss the construction in the converse direction.

Lemma 3.4. LetH be a finite-dimensional quasi-Hopf algebra,(A, ρ,Φρ) a right H -co-
module algebra, andM a right (H ∗,A #H ∗)-Hopf module. Then we have a functor

G :MH ∗
A#H ∗ → HMH

A .

For M ∈MH ∗
A#H ∗ , G(M)=M, with structure maps(h ∈H , m ∈M, a ∈A):

– h�m= S−2(h) •m;
– m≺ a=m • (a # ε);
– ρM :M→M ⊗H given by

ρM(m)=
∑

m{0} ⊗m{1}

=
n∑

i=1

[
S−1(V 2g2) •m] • (q̃1

ρ #S−1(V 1g1)⇀eiS ↼ q̃2
ρ

)⊗ ei , (3.21)

where{ei}i=1,n and{ei}i=1,n are dual bases and

V =
∑

V 1⊗ V 2=
∑

S−1(f 2p2
R

)⊗ S−1(f 1p1
R

)
. (3.22)

Proof. As in the previous part, the main thing to show is thatG(M) is an object ofHMH
A

.
It is then straightforward to show thatG behaves well on the level of the morphisms (G is
the identity on the morphisms).

From the fact thatS−2 is an algebra map, it follows thatM is a leftH -module via the
actionh�m= S−2(h) •m. Take the map

i :A→A #H ∗, i(a)= a # ε,

for all a ∈ A. Then i is injective map,i(1A) = 1A#H ∗ , and i(aa′) = i(a)i(a′), for all
a,a′ ∈ A. Therefore,M becomes a rightA-module by settingm ≺ a = m • i(a) =
m • (a # ε), m ∈M, a ∈A. Moreover, it is not hard to see that, with this structure,M is an
(H,A)-bimodule. In order to check the relations (3.1)–(3.3), we need some formula
to Hausser and Nill [16, Lemma 3.13], namely:
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posi-
[
1⊗ S−1(h)

]
V =

∑
(h2⊗ 1)V∆

(
S−1(h1)

)
, (3.23)

(∆⊗ id)(V )Φ−1=
∑(

X2⊗X3⊗ 1
)
(1⊗ V )(id⊗∆)

(
V∆

(
S−1(X1))). (3.24)

Also, it is clear that

(ϕ ↼ h)S = S−1(h)⇀ ϕS, (h⇀ϕ)S = ϕS ↼S−1(h) (3.25)

for all h ∈H andϕ ∈H ∗. Using (1.11), it follows that

(ϕS)(ψS)=
∑[(

g1 ⇀ψ ↼f 1)(g2 ⇀ϕ↼f 2)]S (3.26)

for all ϕ,ψ ∈H ∗. Now, for anyh ∈H andm ∈M, we compute that

∑
h1�m{0} ⊗ h2m{1}

=
n∑

i=1

S−2(h1) •
[(
S−1(V 2g2) •m) • (q̃1

ρ #S−1(V 1g1)⇀eiS ↼ q̃2
ρ

)]⊗ h2ei

(3.16) =
n∑

i=1

[
S−2(h1)1S

−1(V 2g2) •m]
• (

q̃1
ρ #S−2(h1)2S

−1(V 1g1)⇀(ei ↼ h2)S ↼ q̃2
ρ

)⊗ ei

(1.11)
(3.25) =

n∑
i=1

[
S−1(V 2S−1(h1)2g

2) •m]
• (

q̃1
ρ #S−1(h2V

1S−1(h1)1g
1)⇀eiS ↼ q̃2

ρ

)⊗ ei

(3.23) =
n∑

i=1

[
S−1(V 2g2)S−2(h) •m] • (

q̃1
ρ #S−1(V 1g1)⇀eiS ↼ q̃2

ρ

)⊗ ei

= ρM
(
S−2(h) •m)= ρM(h�m),

and similarly, for anym ∈M anda ∈A one can show that

∑
m{0} ≺ a〈0〉 ⊗m{1}a〈1〉 = ρM(m≺ a),

so the relations (3.3) hold. (3.1) is obviously satisfied, thus remain to check (3.2) fo
structures. This fact is left to the reader since it is a similar computation as above.✷

We are now able to prove the main result of this section, generalizing [11, Pro
tion 2.3].

Theorem 3.5. Let H be a finite-dimensional quasi-Hopf algebra and(A, ρ,Φρ) a right
H -comodule algebra. Then the category of two-sided(H,A)-Hopf modulesHMH

A
is

isomorphic to the category of right(H ∗,A #H ∗)-Hopf modulesMH ∗
∗ .
A#H
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Proof. It suffices to show that the functorsF andG from Lemmas 3.3 and 3.4 are invers
First, letM ∈ HMH

A
. The structures onG(F(M)) (using first Lemma 3.3 and the

Lemma 3.4) are denoted by�′, ≺′, andρ′M . For anym ∈M, h ∈ H , anda ∈ A, we have
that

h�′m= S−2(h) •m= S2(S−2(h)
)�m= h�m,

m≺′ a=m • (a # ε)=m≺ a

because
∑

ε(U1)U2 =∑
ε(f 2)f 1 = 1 and

∑
ε(m(1))m(0) = m,

∑
ε(a〈1〉)a〈0〉 = a. In

order to prove thatρ′M = ρM , observe first that

∑
g1S

(
g2α

)= β, (3.27)

where we writef−1=∑
g1⊗ g2. The proof of (3.27) can be found in [6, Lemma 2.6(

(in the equivalent form
∑

g2αS−1(g1)= S−1(β)). (3.27) together with (3.18), (1.9), an
(1.18) implies

∑
g2

2U
2⊗ g1S

(
g2

1U
1)=∑

p2
L ⊗ S

(
p1
L

)
(3.28)

wherepL =∑
p1
L ⊗ p2

L is the element defined by (1.20). Secondly, by
∑

S−1(f 2)βf 1=
S−1(α), (1.9), and (1.18), we have that

∑
S
(
p2
L

)
f 1F 1

1 ⊗ S−1(F 2)S(
p1
L

)
f 2F 1

2 = qR (3.29)

where
∑

F 1⊗ F 2 is another copy off , andqR is the element defined by (1.19). Final
from (3.28), (3.29), and (1.23), it follows that

∑
S
(
g2

2U
2)f 1F 1

1

(
p1
R

)
1⊗ S−1(F 2p2

R

)
g1S

(
g2

1U
1)f 2F 1

2

(
p1
R

)
2= 1⊗ 1. (3.30)

We now compute form ∈M that

ρ′M(m)=
n∑

i=1

[
S−1(V 2g2) •m] • (

q̃1
ρ #S−1(V 1g1)⇀eiS ↼ q̃2

ρ

)⊗ ei

=
n∑

i=1

[
S
(
V 2g2)�m

] • (
q̃1
ρ #S−1(V 1g1)⇀eiS ↼ q̃2

ρ

)⊗ ei

(3.17) =
n∑

i=1

〈
S−1(V 1g1)⇀eiS ↼ q̃2

ρ, S
−1(S(

U1)f 2S
(
V 2g2)

2m(1)
(
q̃1
ρ

)
〈1〉p̃

2
ρ

)〉
S
(
U2)f 1S

(
V 2g2) �m(0) ≺

(
q̃1) p̃1 ⊗ ei
1 ρ 〈0〉 ρ
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(1.11) =
∑

S
(
V 2

2 g
2
2U

2)f 1�m(0) ≺
(
q̃1
ρ

)
〈0〉p̃

1
ρ ⊗ V 1g1S

(
V 2

1 g
2
1U

1)f 2

m(1)
(
q̃1
ρ

)
〈1〉p̃

2
ρS

(
q̃2
ρ

)
(3.10) =

∑
S
(
V 2

2 g
2
2U

2)f 1�m(0)⊗ V 1g1S
(
V 2

1 g
2
1U

1)f 2m(1)

(3.22)
(1.11) =

∑
S
(
g2

2U
2)f 1F 1

1

(
p1
R

)
1�m(0)⊗ S−1(F 2p2

R

)
g1S

(
g2

1U
1)f 2F 1

2

(
p1
R

)
2m(1)

(3.30) =
∑

m(0)⊗m(1) = ρM(m),

and this finishes the proof of the fact thatG(F(M))=M.
Conversely, takeM ∈MH ∗

A#H ∗ . We want to show thatF(G(M))=M. Denote the left

H -action and the rightA #H ∗-action onF(G(M)) by •′. Using Lemmas 3.3 and 3.4, w
find, for all h ∈H andm ∈M:

h •′m= S2(h)�m= S−2(S2(h)
) •m= h •m.

The proof of the fact that the rightA #H ∗-actions• and•′ on M coincide is somewha
more complicated. Since

∑
f 2S−1(f 1β)= α, (1.9) and (1.18) imply

∑
F 1f 1

1 p
1
R ⊗ f 2S−1(F 2f 1

2 p
2
R

)=∑
S
(
q2
L

)⊗ q1
L (3.31)

whereqL =∑
q1
L ⊗ q2

L is the element defined by (1.20). Also, by (1.9), (1.18), and u∑
S(g1)αg2= S(β), we can prove the following relation:

∑
S
(
G1)q1

LG
2
1g

1⊗ q2
LG

2
2g

2=
∑

S
(
p2
R

)⊗ S
(
p1
R

)
(3.32)

where
∑

G1⊗G2 is another copy off−1. Now, from (3.18), (1.11), (3.31), (3.32), an
(1.23) it follows that

∑
S−1(F 1f 1

1 p
1
R

)
U2

2g
2⊗ S

(
U1)f 2S−1(F 2f 1

2 p
2
R

)
U2

1g
1= 1⊗ 1. (3.33)

Therefore, for allm ∈M, a ∈A, andϕ ∈H ∗, we have that

m •′ (a #ϕ)

(3.17) =
∑〈

ϕ,S−1(S(
U1)f 2m{1}a〈1〉p̃2

ρ

)〉
S
(
U2)f 1�m{0} ≺ a〈0〉p̃1

ρ

(3.21)
(3.15)
(2.11)

=
n∑

i=1

〈
ϕ,S−1(S(

U1)f 2eia〈1〉p̃2
ρ

)〉
S−2(S(

U2)f 1) • {[
S−1(V 2g2) •m]

• [
q̃1
ρa〈0,0〉

(
p̃1
ρ

)
〈0〉 #S−1(V 1g1)⇀eiS ↼ q̃2

ρa〈0,1〉
(
p̃1
ρ

)
〈1〉

]}

=
n∑

i=1

ϕ(ei)S
−2(S(

U2)f 1) • {[
S−1(V 2g2) •m] • [

q̃1
ρa〈0,0〉

(
p̃1
ρ

)
〈0〉

#S−1(V 1g1)⇀ (
a〈1〉p̃2

ρ ⇀ eiS−1 ↼S
(
U1)f 2)S ↼ q̃2

ρa〈0,1〉
(
p̃1
ρ

) ]}

〈1〉



D. Bulacu, S. Caenepeel / Journal of Algebra 270 (2003) 55–95 75

n
duct
n

d
wing

t

ving
(3.25)
(3.8)
(3.10)

=
∑

S−2(S(
U2)f 1) • {[

S−1(V 2g2) •m] • [
a #S−1(S(

U1)f 2V 1g1)⇀ϕ
]}

(3.16)
(1.11) =

∑[
S−1(V 2S−1(S(

U2)f 1)
2g

2) •m]
• [

a #S−1(S(
U1)f 2V 1S−1(S(

U2)f 1)
1g

1)⇀ϕ
]

(3.22)
(1.11) =

∑[
S−1(S−1(F 1f 1

1 p
1
R

)
U2

2g
2) •m]

• [
a #S−1(S(

U1)f 2S−1(F 2f 1
2 p

2
R

)
U2

1g
1)⇀ϕ

]
(3.33) =m • (a #ϕ),

and this finishes our proof.✷
If H is a finite-dimensional quasi-Hopf algebra andA is a leftH -module algebra the

the categoryMH ∗
A is isomorphic to the category of right modules over the smash pro

A #H [6, Proposition 2.7]. LetM be a rightA #H -module, and denote the right actio
of a # h ∈ A #H on m ∈M by m← (a # h). Following [6], M is a right(H ∗,A)-Hopf
module, with structure maps

h •m=m← (
1 #S(h)

)
, m • a =

∑
m← [

g1S
(
q2
R

) · a #g2S
(
q1
R

)]
(3.34)

for all m ∈M, a ∈ A, andh ∈H . Conversely, ifM is a right(H ∗,A)-Hopf module then
M is a rightA #H -module, withA #H -action

m← (a #h)=
∑

S−1(h) • [(
S−1(q2

Lg
2) •m) • (

S−1(q1
Lg

1) · a)]
. (3.35)

HereqR =∑
q1
R ⊗ q2

R , qL =∑
q1
L ⊗ q2

L, andf−1=∑
g1⊗ g2 are the elements define

by (1.19), (1.20), and (1.16). Combining this with Theorem 3.5, we obtain the follo
result.

Corollary 3.6. Let H be a finite-dimensional quasi-Hopf algebra and(A, ρ,Φρ) a right
H -comodule algebra. Then the categoryHMH

A
is isomorphic to the category of righ

(A #H ∗) #H -modules,M(A#H ∗)#H .

For later use, we describe the isomorphism of Corollary 3.6 explicitly, lea
verification of the details to the reader.

First takeM ∈M(A#H ∗)#H . The following structure maps makeM ∈ HMH
A

:

h�m=m← (
(1A # ε) #S−1(h)

)
, (3.36)

m≺ a=m← (
(a # ε) # 1

)
, (3.37)

ρM(m)=
n∑

m← [(
q̃1
ρ #S−1(g2)⇀eiS ↼ q̃2

ρ

)
#S−1(g1)]⊗ ei (3.38)
i=1
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for all m ∈M, h ∈H , anda ∈A; q̃ρ =∑
q̃1
ρ ⊗ q̃2

ρ is the element defined in (3.7),{ei} is a
basis ofH and{ei} is the corresponding dual basis ofH ∗.

Now takeM ∈ HMH
A

. ThenM is a right(A #H ∗) #H -module via the action

m←[(a #ϕ) #h] =
∑〈

ϕ,S−1(f 2m(1)a〈1〉p̃2
ρ

)〉
S(h)f 1�m(0) ≺ a〈0〉p̃1

ρ . (3.39)

In [18], it is announced that, for a finite-dimensional quasi-Hopf algebraH , the
category of right quasi-HopfH -bimodulesHMH

H naturally coincides with the catego
of representations of the two-sided crossed productH �H ∗ � H constructed in [16]. We
will show in Section 4 that the algebrasH �H ∗ �H and(H #H ∗) #H are equal.

3.3. Two-sided Hopf modules and coalgebras over comonads

Now, let H be a quasi-bialgebra andA a right H -comodule algebra. We will show
that the categoryHMH

A
is isomorphic to the category ofU-coalgebras, whereU is a

suitable comonad. Recall that ifD is a category then a comonad onD is a three-tuple
U = (U,∆, ε), whereU :D→ D is a functor, and∆ :U → U ◦ U andε :U → 1D are
natural transformations, such that

U(∆M) ◦∆M =∆U(M) ◦∆M, (3.40)

U(εM) ◦∆M = εU(M) ◦∆M = idU(M) (3.41)

for all M ∈D. A morphism between twoD-comonadsU= (U,∆, ε) andU′ = (U ′,∆′, ε′)
is a natural transformationϑ :U→ U ′ such that

ε′ ◦ ϑ = ε and (ϑ ∗ ϑ) ◦∆=∆′ ◦ ϑ (3.42)

for all M ∈D, where∗ is the Godement product

(ϑ ∗ ϑ)M = ϑU ′(M) ◦U(ϑM).

We denote byComonad(D) the category of comonads onD.
ForU a comonad onD, aU-coalgebra is a pair(M, ξ) with M ∈D, andξ :M→ U(M)

a morphism inD such that

εM ◦ ξ = idM and ∆M ◦ ξ =U(ξ) ◦ ξ. (3.43)

A morphism between twoU-coalgebras(M, ξ) and (M ′, ξ ′) consists of a morphism
υ :M→M ′ in D such that

U(υ) ◦ ξ = ξ ′ ◦ υ. (3.44)

The category ofU-coalgebras is denoted byDU.
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If H is a quasi-bialgebra andA an algebra then we defineC := A⊗HMA. Thus, an
object ofC is anA-bimodule and an(H,A)-bimodule such thath(am) = a(hm), for all
a ∈A, h ∈H , andm ∈M. Morphisms are leftH -linear maps which are alsoA-bimodule
maps. We claim thatC is a monoidal category. Indeed, it is not hard to see thatC becomes
a monoidal category with tensor product⊗A given via∆, in the sense that

(a⊗ h)(m⊗A n)a′ :=
∑

ah1m⊗A h2na
′

for all M,N ∈ C, m ∈M, n ∈N , a,a′ ∈A, andh ∈H , associativity constraints

aM,N,P : (M ⊗A N)⊗A P →M ⊗A (N ⊗A P),

aM,N,P

(
(m⊗A n)⊗A p

)=∑
X1m⊗A

(
X2n⊗A X3p

)
,

unit A as a trivial leftH -module, and the usual left and right unit constraints. We de
by C-Coalgebra the category of coalgebras inC. We are able now to prove the claim
isomorphism.

Theorem 3.7. LetH be a quasi-bialgebra,A an algebra,C = A⊗HMA, andD := HMA.
Then there exists a functor

F :C-Coalgebra→Comonad(D).

In addition, ifA is a rightH -comodule algebra thenC :=A⊗H is a coalgebra inC and,
in this particular case, we have an isomorphism of categories

DF(C) ∼= HMH
A .

Proof. If C is a coalgebra inC then it is an(H,A)-bimodule and anA-bimodule so, we
have a functorU = (−)⊗A C :D→ D (for anyM ∈ D, the leftH -module structure o
U(M) is given via∆ and the rightA-action onU(M) is induced by the one onC). For all
M ∈D, we define

∆M :M ⊗A C=U(M)→ U
(
U(M)

)= (M ⊗A C)⊗A C,

∆M(m⊗A c)=
∑(

x1m⊗A x2c1
)⊗A x3c2,

εM := idM ⊗A εC :M ⊗A C= U(M)→M ∼=M ⊗A A

for all m ∈M andc ∈ C, where∆C(c) :=∑
c1⊗ c2 is the comultiplication ofC andεC

is the counit ofC. It is not hard to see thatF(C) := (U,∆M,εM) is a comonad onD. It
is also straightforward to check that a morphismκ in C-Coalgebra provides a morphism
U(κ) in Comonad(D) and thatF is a functor.

Suppose now that(A, ρ,Φρ) is a rightH -comodule algebra and letC= A⊗H . If we
define
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(a⊗ h)(a′ ⊗ h′)a′′ :=
∑

aa′a′′〈0〉 ⊗ hh′a′′〈1〉 (3.45)

for all a,a′,a′′ ∈A, andh,h′ ∈H , then one can easily check that with this structureC ∈ C.
Moreover, we claim thatC with the structure given by

∆C(a⊗ h) :=
∑(

aX̃1⊗ h1X̃
2)⊗A

(
1A⊗ h2X̃

3), (3.46)

εC(a⊗ h) := ε(h)a, (3.47)

for all a ∈ A andh ∈ H , becomes a coalgebra inC. Indeed, the fact that∆C andεC are
morphisms inC and thatεC is the counit for∆C follow from straightforward computation
(all these verifications are left to the reader). We only show that the comultiplication∆C is
coassociative up to the associativity constraints ofC. Indeed, we compute that

(∆C ⊗A id)
(
∆C(a⊗ h)

)
=

∑
∆C

(
aX̃1⊗ h1X̃

2)⊗A

(
1A⊗ h2X̃

3)
=

∑(
aX̃1Ỹ 1⊗ h(1,1)X̃

2
1Ỹ

2)⊗A

(
1A⊗ h(1,2)X̃

2
2Ỹ

3)⊗A

(
1A ⊗ h2X̃

3)
(2.2) =

∑(
aX̃1Ỹ 1〈0〉 ⊗ h(1,1)x

1X̃2Ỹ 1〈1〉
)⊗A

(
1A ⊗ h(1,2)x

2X̃3
1Ỹ

2)⊗A

(
1A ⊗ h2x

3X̃3
2Ỹ

3)
(1.1) =

∑
x1(aX̃1⊗ h1X̃

2)Ỹ 1⊗A x2(1A ⊗ h(2,1)X̃
3
1Ỹ

2)⊗A x3(1A ⊗ h(2,2)X̃
3
2Ỹ

3)
=Φ−1

∑(
aX̃1⊗ h1X̃

2)⊗A

(
Ỹ 1⊗ h(2,1)X̃

3
1Ỹ

2)⊗A

(
1A⊗ h(2,2)X̃

3
2Ỹ

3)
=Φ−1

∑(
aX̃1⊗ h1X̃

2)⊗A ∆C

(
1A ⊗ h2X̃

3)
=Φ−1(id⊗A ∆C)

(
∆C(a⊗ h)

)
,

for all a ∈A andh ∈H , as needed.
Consider now the comonadF(C) = (U,∆, ε) and (M, ξ) ∈ DF(C). That means tha

M ∈ D = HMA and ξ :M → U(M) =M ⊗A (A ⊗ H) is a morphism inD such that
∆M ◦ ξ =U(ξ) ◦ ξ andεM ◦ ξ = idM , for all M ∈D. In other words, if we write

ξ(m)=
∑

m(0)⊗A

(
m(1)A ⊗m(1)H

) ∀m ∈M,

then(M, ξ) ∈DF(C) if and only if the following relations hold:

ξ(hm)=
∑

h1m(0)⊗A

(
m(1)A ⊗ h2m(1)H

)
, (3.48)

ξ(ma)=
∑

m(0)⊗A

(
m(1)Aa〈0〉 ⊗m(1)H a〈1〉

)
, (3.49)

∑
x1m(0)⊗A

(
m(1)AX̃

1⊗ x2m(1)H1
X̃2)⊗A

(
1A ⊗ x3m(1)H2

X̃3)
=

∑
m(0)(0) ⊗A

(
m(0) ⊗m(0) H

)⊗A

(
m(1)A ⊗m(1)H

)
, (3.50)
(1)A (1)
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(
m(1)H

)
m(0)m(1)A =m, (3.51)

for all h ∈ H , m ∈M, anda ∈ A. Applying the canonical isomorphisms, the first thr
relations are equivalent to

∑
(hm)(0)(hm)(1)A ⊗ (hm)(1)H =

∑
h1m(0)m(1)A ⊗ h2m(1)H , (3.52)

∑
(ma)(0)(ma)(1)A ⊗ (ma)(1)H =

∑
m(0)m(1)Aa〈0〉 ⊗m(1)H a〈1〉, (3.53)

∑
x1m(0)m(1)AX̃

1⊗ x2m(1)H1
X̃2⊗ x3m(1)H2

X̃3

=
∑

m(0)(0)m(0)
(1)A

m(1)A〈0〉
⊗m(0)

(1)H
m(1)A〈1〉

⊗m(1)H , (3.54)

for all h ∈H , m ∈M, anda ∈A. Now, if defineρM :M→M ⊗H ,

ρM(m)=
∑

m(0)m(1)A ⊗m(1)H ∀m ∈M,

then (3.52) implies thatρM(hm) = ∆(h)ρM(m) for all h ∈ H andm ∈ M, and (3.53)
implies thatρM(ma)= ρM(m)ρ(a) for all m ∈M anda ∈ A, respectively. Moreover, fo
all m ∈M we have that

(ρM ⊗ idH )
(
ρM(m)

)=∑
ρM

(
m(0)m(1)A

)⊗m(1)H

=
∑(

m(0)m(1)A
)
(0)

(
m(0)m(1)A

)
(1)A ⊗

(
m(0)m(1)A

)
(1)H ⊗m(1)H

(3.53) =
∑

m(0)(0)m(0)
(1)A

m(1)A〈0〉
⊗m(0)

(1)H
m(1)A〈1〉

⊗m(1)H

(3.54) =
∑

x1m(0)m(1)AX̃
1⊗ x2m(1)H1

X̃2⊗ x3m(1)H2
X̃3

=Φ−1 ·
(∑

m(0)m(1)A ⊗∆
(
m(1)H

)) ·Φρ

=Φ−1 · (idM ⊗∆)
(
ρM(m)

) ·Φρ.

By (3.51) it follows that(idM ⊗ ε) ◦ ρM = idM , so we have obtained thatM ∈ HMH
A

. In
this way, we have a functorF :DF(C)→ HMH

A
(F acts as identity on morphisms). We w

show thatF provides the desired isomorphism of categories. For, we define the inve
F as follows. LetM ∈ HMH

A
, and denote byρM(m)=∑

m(0) ⊗m(1) the right coaction
of H onM. Then we define

ξ :M→M ⊗A (A⊗H), ξ(m)=
∑

m(0)⊗A (1A⊗m(1)) ∀m ∈M.

In the same manner as above one can prove that the axioms which defineM as a two-sided
(H,A)-bimodule imply thatξ satisfies the relations (3.51)–(3.54). Thus(M, ξ) ∈ DF(C)

and we have a well-defined functorG :HMH → DF(C) (G acts as the identity o

A
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morphisms). The fact that the functorsF andG are inverses is obvious, and this finish
our proof. ✷

Theorem 3.7 enables us to restate the definition of a comodule algebra in te
monoidal categories.

Proposition 3.8. Let H be a quasi-bialgebra andA an algebra. IfA ⊗ H is viewed
in the canonical way as an object inA⊗HM then A ⊗ H has a coalgebra structur
(A⊗H,∆,ε) in the monoidal categoryC = A⊗HMA such that∆(1A⊗ 1H) is invertible
andε(1A⊗ 1H)= 1A if and only ifA is a rightH -comodule algebra.

Proof. One implication follows from the proof of Theorem 3.7. Conversely, suppose
A⊗H is an object ofC, and that there exists a coalgebra structure(A⊗H,∆,ε) onA⊗H

in the monoidal categoryC such that∆(1A⊗1H ) is invertible andε(1A⊗1H)= 1A. Then
we define

A � a �→ ρ(a)=
∑

a〈0〉 ⊗ a〈1〉 := (1A⊗ 1H)a ∈A⊗H,

and denote

∆(1A⊗ 1H) :=
∑(

X̃1⊗ X̃2)⊗A

(
1A ⊗ X̃3).

SinceA ⊗ H is a right A-module, it is follows thatρ is an algebra map. Also, sinc
∆(1A ⊗ 1H) is invertible, we obtain thatΦρ := ∑

X̃1 ⊗ X̃2 ⊗ X̃3 is an invertible
element inA ⊗ H ⊗ H . Now, using the fact that∆ andε are morphisms inC, and that
ε(1A ⊗ 1H)= 1A, it is not hard to see that

∆(a⊗ h)=
∑(

aX̃1⊗ h1X̃
2)⊗A

(
1A ⊗ h2X̃

3), ε(a⊗ h)= ε(h)a

for all a ∈ A, h ∈H . Now, (2.1) and (2.2) follow because of equalities∆((1A ⊗ 1H)a)=
∆(1A ⊗ 1H)a andΦ(∆ ⊗ id)∆(a ⊗ h) = (id ⊗ ∆)∆(a ⊗ h) for all a ∈ A andh ∈ H ,
respectively. Finally, it is easy to see thatε((1A⊗1H)a)= a implies (2.3), and the fact tha
ε is the counit for∆ implies (2.4), respectively. We leave all these details to the reader✷

4. Two-sided crossed products are generalized smash products

Let H be a finite-dimensional quasi-bialgebra, and(A, ρ,Φρ), (B, λ,Φλ) respectively
a right and a leftH -comodule algebra. As in the case of a Hopf algebra, the r
H -coaction(ρ,Φρ) onA induces a leftH ∗-action� :H ∗ ⊗A→A given by

ϕ � a=
∑

ϕ(a〈1〉)a〈0〉 (4.1)

for all ϕ ∈H ∗ anda ∈A, and whereρ(a)=∑
a〈0〉 ⊗ a〈1〉 for anya ∈A. Similarly, the left

H -action(λ,Φλ) onB provides a rightH ∗-action� :B⊗H ∗ →B given by
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b � ϕ =
∑

ϕ(b[−1])b[0] (4.2)

for all ϕ ∈ H ∗ and b ∈ B, where we now denoteλ(b) = ∑
b[−1] ⊗ b[0] for b ∈ B.

Following [16, Proposition 11.4(ii)] we can define an algebra structure on thek-vector
spaceA⊗ H ∗ ⊗B. This algebra is denoted byA � ρH

∗
� λB and its multiplication is

given by

(a � ϕ � b)(a′ �ψ � b′)

=
∑

a(ϕ1 � a′)x̃1
ρ �

(
x̃1
λ ⇀ ϕ2 ↼x̃2

ρ

)(
x̃2
λ ⇀ψ1 ↼x̃3

ρ

)
� x̃3

λ(b �ψ2)b
′ (4.3)

for all a,a′ ∈ A, b,b′ ∈ B, andϕ,ψ ∈ H ∗, where we writea � ϕ � b for a ⊗ ϕ ⊗ b

when viewed as an element ofA � ρH
∗ � λB. The comultiplication onH ∗ is denoted by

∆(ϕ)=∑
ϕ1⊗ ϕ2. The unit of the algebraA � ρH

∗ � λB is 1A � ε � 1B. Hausser and
Nill called this algebra the two-sided crossed product. In this section we will prove tha
two-sided crossed product algebra is a generalized smash product between the qua
productA #H ∗ andB.

Proposition 4.1. LetH be a quasi-bialgebra,A a leftH -module algebra, andB a leftH -
comodule algebra. LetA �� B=A⊗B as ak-module, with newly defined multiplicatio

(a �� b)(a′ �� b′)=
∑(

x̃1 · a)(
x̃2b[−1] · a′

)
�� x̃3b[0]b′ (4.4)

for all a, a′ ∈A andb,b′ ∈B. ThenA �� B is an associative algebra with unit1A �� 1B.

Proof. For alla, a′, a′′ ∈A andb,b′,b′′ ∈B, we have:

[
(a �� b)(a′ �� b′)

]
(a′′ �� b′′)

=
∑[(

x̃1 · a)(
x̃2b[−1] · a′

)
�� x̃3b[0]b′

]
(a′′ �� b′′)

=
∑[(

ỹ1
1x̃

1 · a)(
ỹ1

2x̃
2b[−1] · a′

)](
ỹ2x̃3
[−1]b[0,−1]b′[−1] · a′′

)
�� ỹ3x̃3

[0]b[0,0]b
′[0]b′′

(1.27) =
∑(

X1ỹ1
1x̃

1 · a)[(
X2ỹ1

2x̃
2
b[−1] · a′

)(
X3ỹ2x̃3

[−1]b[0,−1]b′[−1] · a′′
)]

�� ỹ3x̃3
[0]b[0,0]b

′[0]b′′

(2.6) =
∑(

x̃1 · a)[(
x̃2

1ỹ
1b[−1] · a′

)(
x̃2

2ỹ
2b[0,−1]b′[−1] · a′′

)]
�� x̃3ỹ3b[0,0]b′[0]b′′

(2.5)
(1.28) =

∑(
x̃1 · a){(

x̃2b[−1] ·
[(
ỹ1 · a′)(ỹ2b′[−1] · a′′

)])}
�� x̃3b[0]ỹ3b′[0]b′′

=
∑

(a �� b)
[(
ỹ1 · a′)(ỹ2b′[−1] · a′′

)
�� ỹ3b′[0]b′′

]
= (a �� b)

[
(a′ �� b

′)(a′′ �� b
′′)

]
.

It follows from (2.7), (2.8), and (1.29) that 1A �� 1B is the unit forA �� B. ✷
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Remark 4.2. Let H be a quasi-bialgebra andA a leftH -module algebra. ThenH is a left
H -comodule algebra so it make sense to considerA �� H . It is not hard to see that in th
caseA ��H is just the smash productA#H . For this reason, we will call the algebraA ��B

in Proposition 4.1 the generalized smash product ofA andB. In fact, our terminology is
in agreement with the terminology used over Hopf algebras, see [9,14].

Let H be a finite-dimensional quasi-bialgebra,(A, ρ,Φρ) a rightH -comodule algebra
and (B, λ,Φλ) a left H -comodule algebra. Then the quasi-smash productA # H ∗ is
a left H -module algebra, so it makes sense to consider the generalized smash p
(A #H ∗) �� B. The main result of this section is now the following.

Proposition 4.3. With notation as above, the algebras(A #H ∗) �� B andA � ρH
∗ � λB

coincide.

Proof. Using (4.4), (2.12), and (2.11), we compute that the multiplication on(A#H ∗) ��B

is given by

[
(a #ϕ) �� b

][
(a′ #ψ) �� b′

]
=

∑[
x̃1
λ · (a #ϕ)

][
x̃2
λb[−1] · (a′ #ψ)

]
�� x̃3

λb[0]b′

=
∑(

a # x̃1
λ ⇀ ϕ

)(
a
′ # x̃2

λb[−1]⇀ψ
)

�� x̃3
λb[0]b′

=
∑

aa′〈0〉x̃1
ρ #

(
x̃1
λ ⇀ ϕ↼ a′〈1〉x̃2

ρ

)(
x̃2
λb[−1]⇀ψ ↼ x̃3

ρ

)
�� x̃3

λb[0]b′ (4.5)

(4.1)
(4.2) =

∑
a(ϕ1 � a

′)x̃1
ρ #

(
x̃1
λ ⇀ ϕ2 ↼ x̃2

ρ

)(
x̃2
λ ⇀ψ1 ↼ x̃3

ρ

)
�� x̃3

λ(b �ψ2)b
′

for a,a′ ∈A, b,b′ ∈B, andϕ,ψ ∈H ∗. This is just the multiplication rule on the two-side
crossed productA � ρH

∗� λB. ✷
It follows from (4.5) that the two-sided crossed product can be defined in the situ

whereH is not finite-dimensional. TakeB=H in Proposition 4.3. From Remark 4.2, w
obtain:

Corollary 4.4. Let H be a quasi-bialgebra and(A, ρ,Φρ) a right H -comodule algebra
Then (A # H ∗) # H = A � ρH

∗ � ∆H as algebras. In particular,(H # H ∗) # H =
H �H ∗ �H as algebras.

5. The category of Doi–Hopf modules

5.1. Doi–Hopf modules

Let H be a Hopf algebra over a fieldk, A an H -comodule algebra, andC an H -
module coalgebra. A Doi–Hopf module is ak-vector space together with anA-action and a
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C-coaction satisfying a certain compatibility relation. They were introduced independ
by Doi [14] and Koppinen [20], and it turns out that most types of Hopf modules tha
been studied before were special cases: Sweedler’s Hopf modules [25], Doi’s relativ
modules [13], Takeuchi’s relative Hopf modules [27], Yetter–Drinfeld modules, gr
modules and modules graded by aG-set.

Over a quasi-Hopf algebra, the category of relative Hopf modules has been intro
and studied [6], as well as the category of HopfH -bimodules (see [18]), and the category
Hopf modulesHHMH

H (see [24]). We will introduce Doi–Hopf modules, and we will sh
that, at least in the case whereH is finite-dimensional, all these categories are isomorp
to certain categories of Doi–Hopf modules. We will also prove that Doi–Hopf module
special cases of comodules over a coring.

First, we recall from [6] the definition of a relative Hopf module. LetH be a quasi-
bialgebra andC a rightH -module coalgebra. LetN be ak-vector space furnished with th
following additional structure:

– N is a rightH -module; the right action ofh ∈H onn ∈N is denoted bynh;
– N is a leftC-comodule in the monoidal categoryMH ; we use the following notatio

for the leftC-coaction onN : ρN :N→ C ⊗N , ρN(n)=∑
n[−1] ⊗ n[0]; this means

that the following conditions hold, for alln ∈N :

∑
ε(n[−1])n[0] = n, (∆⊗ idN)

(
ρN(n)

)
Φ−1= (idC ⊗ ρN)

(
ρN(n)

); (5.1)

– we have the following compatibility relation, for alln ∈N andc ∈ C:

ρN(nh)=
∑

n[−1] · h1⊗ n[0]h2. (5.2)

ThenN is called a left[C,H ]-Hopf module.CMH is the category of left[C,H ]-Hopf
modules; the morphisms are rightH -linear maps which are also leftC-comodule maps
We will now generalize this definition.

Definition 5.1. Let H be a quasi-bialgebra over a fieldk, C a rightH -module coalgebra
and (B, λ,Φλ) a left H -comodule algebra. A right–left(H,B,C)-Hopf module (or
Doi–Hopf module) is ak-moduleN , with the following additional structure:N is right
B-module (the right action ofb on n is denoted bynb), and we have ak-linear map
ρN :N→ C ⊗N , such that the following relations hold, for alln ∈N andb ∈B:

(∆⊗ idN)
(
ρN(n)

)= (idC ⊗ ρN)
(
ρN(n)

)
Φλ, (5.3)

(ε⊗ idN)
(
ρN(n)

)= n, (5.4)

ρN (nb)=
∑

n[−1] · b[−1] ⊗ n[0]b[0]. (5.5)

As usual, we use the Sweedler-type notationρN(n) =∑
n[−1] ⊗ n[0]. CM(H)B is the

category of right–left(H,B,C)-Hopf modules and rightB-linear, leftC-colineark-linear
maps.
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Obviously, ifB=H , λ=∆, andΦλ =Φ, thenCM(H)B = CMH .
The main aim of Section 6 will be to define the category of two-sided two-cosided

modules over a quasi-bialgebra and to prove that it is isomorphic to a module ca
in the finite-dimensional case. To this end, we will need our next result, stating th
category of Doi–Hopf modules is a module category in the case where the coalgeC

is finite-dimensional. In fact, for an arbitrary rightH -module coalgebraC, the linear dua
space ofC, C∗, is a leftH -module algebra. The multiplication ofC∗ is the convolution,
that is(c∗d∗)(c)=∑

c∗(c1)d
∗(c2), the unit isε and the leftH -module structure is give

by (h⇀ c∗)(c) = c∗(c · h), for h ∈ H , c∗, d∗ ∈ C∗, c ∈ C. ThusC∗ is a leftH -module
algebra and(B, λ,Φλ) is a leftH -comodule algebra. By Proposition 4.1, it makes se
to consider the generalized smash product algebraC∗ �� B.

Proposition 5.2. Let H be a quasi-bialgebra,C a finite-dimensional rightH -module
coalgebra and(B, λ,Φλ) a left H -comodule algebra. Then the categoryCM(H)B of
right–left(H,B,C)-Hopf modules is isomorphic to the categoryMC∗��B of right modules
overC∗ �� B.

Proof. We restrict ourselves to defining the functors that demonstrate the isomorph
categories, leaving all other details to the reader. Let{ci}i=1,n and{ci}i=1,n be dual base
in C andC∗.

Let N be a rightC∗ �� B-module. Sincei :B→ C∗ �� B, i(b)= ε �� b for b ∈B, is an
algebra map, it follows thatN is a rightB-module via the actionnb= ni(b)= n(ε �� b),
n ∈ N , b ∈B. The mapj :C∗ → C∗ �� B, j (c∗) = c∗ �� 1B, c∗ ∈ C∗, is not an algebra
map (it is not multiplicative) but it can be used to define a leftC-coaction onN :

ρN(n)=
∑

n[−1] ⊗ n[0] =
n∑

i=1

ci ⊗ nj
(
ci

)=
n∑

i=1

ci ⊗ n
(
ci �� 1B

)
. (5.6)

We can easily check thatN becomes an object inCM(H)B.
Conversely, takeN ∈ CM(H)B. ThenN is a rightB-module andC∗ acts onM from

the right as follows: letnc∗ =∑
c∗(n[−1])n[0], n ∈N , c∗ ∈ C∗. Now define

n(c∗ �� b)= (nc∗)b=
∑

c∗(n[−1])n[0]b. (5.7)

ThenN becomes a rightC∗ �� B-module. ✷
5.2. Doi–Hopf modules and comodules over a coring

Now, we will show that the category of right–left Doi–Hopf modules is isomorphi
a category of right comodules over a certain coring. Let us first recall the definition
coring.

Let R be a ring (with unit). AnR-coring C is an R-bimodule together with two
R-bimodule maps

∆C : C→ C ⊗R C and εC : C→ R
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such that the usual coassociativity and counit properties hold; that means:

(∆C ⊗R idC) ◦∆C = (idC ⊗R ∆C) ◦∆C,

(εC ⊗R idC) ◦∆C = (idC ⊗R εC) ◦∆C = idC.

A right C-comodule is a rightR-moduleM together with a rightR-linear mapρr :M→
M ⊗R C such that

(ρr ⊗R idC) ◦ ρr = (idM ⊗R ∆C) ◦ ρr , (5.8)

(idM ⊗R εC) ◦ ρr = idM. (5.9)

A maph :M→ N between two rightC-comodules is called aC-comodule map ifh is a
rightR-module map andρr ◦h= (h⊗R idC)◦ρr . We denote byMC the category of righ
C-comodules andC-comodule maps. We will use the Sweedler notation for corings
comodules over corings:

∆C(c)=
∑

c(1)⊗R c(2), ρr (m)=
∑

m(0)⊗R m(1).

Lemma 5.3. Let H be a quasi-bialgebra,(B, λ,Φλ) a left H -comodule algebra, andC
a right H -module coalgebra. ThenC :=B⊗ C is a B-coring. First,C is a B-bimodule
via

b(b′ ⊗ c)= bb′ ⊗ c and (b⊗ c)b′ =
∑

bb′[0] ⊗ c · b′[−1] (5.10)

for all b,b′ ∈B andc ∈ C. Secondly, for allb ∈B andc ∈ C, the twoB-bimodule maps
are defined by

∆C(b⊗ c)=
∑(

bx̃3⊗ c2 · x̃2)⊗B

(
1B⊗ c1 · x̃1), (5.11)

εC(b⊗ c)= ε(c)b. (5.12)

Proof. SinceB is an associative unital algebra andλ :B→H ⊗B is an algebra map,
follows thatB⊗ C is aB-bimodule via the actions defined in (5.10). Also, it is not h
to see thatεC is aB-bimodule map. The fact that∆C is left B-linear is straightforward. I
is also rightB-linear since

∆C
(
(b⊗ c)b′

)=∑
∆C

(
bb′[0] ⊗ c · b′[−1]

)
(1.33) =

∑(
bb
′[0]x̃3⊗ c2 · b′[−1]2x̃

2)⊗B

(
1B ⊗ c1 · b′[−1]1x̃

1)
(2.5)
(5.10) =

∑(
bx̃3⊗ c2 · x̃2)b′[0] ⊗B

(
1B ⊗ c1 · x̃1b′[−1]

)
=

∑(
bx̃3⊗ c2 · x̃2)⊗B

(
b′[0] ⊗ c1 · x̃1b′[−1]

)
(5.10) =

∑(
bx̃3⊗ c2 · x̃2)⊗B

(
1B ⊗ c1 · x̃1)b′ =∆C(b⊗ c)b′
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for all b,b′ ∈B andc ∈C. Now, for allb ∈B andc ∈C, we have that

(∆C ⊗B idC)
(
∆C(b⊗ c)

)
=

∑
∆C

(
bx̃3⊗ c2 · x̃2)⊗B

(
1B ⊗ c1 · x̃1)

(1.33) =
∑(

bx̃3ỹ3⊗ c(2,2) · x̃2
2ỹ

2)⊗B

(
1B⊗ c(2,1) · x̃2

1ỹ
1)⊗B

(
1B⊗ c1 · x̃1)

(1.32) =
∑(

bx̃3ỹ3⊗ c2 · x3x̃2
2ỹ

2)⊗B

(
1B ⊗ c(1,2) · x2x̃2

1ỹ
1)⊗B

(
1B ⊗ c(1,1) · x1x̃1)

(2.6) =
∑(

bx̃3ỹ3[0] ⊗ c2 · x̃2ỹ3[−1]
)⊗B

(
1B ⊗ c(1,2) · x̃1

2ỹ
2)⊗B

(
1B ⊗ c(1,1) · x̃1

1ỹ
1)

(5.10) =
∑(

bx̃3⊗ c2 · x̃2)⊗B

(
ỹ3⊗ c(1,2) · x̃1

2ỹ
2)⊗B

(
1B ⊗ c(1,1) · x̃1

1ỹ
1)

(1.33)
(5.11) =

∑(
bx̃3⊗ c2 · x̃2)⊗B ∆C

(
1B ⊗ c1 · x̃1)= (idC ⊗B ∆C)

(
∆C(b⊗ c)

)
,

as needed. It is easy to see thatεC is the counit for∆C, so the proof is finished. ✷
We can now prove the following theorem.

Theorem 5.4. LetH be a quasi-bialgebra,(B, λ,Φλ) a leftH -comodule algebra, andC
a rightH -module coalgebra. IfC =B⊗C is theB-coring defined in Lemma5.3, then the
category of right–left Doi–Hopf modulesCM(H)B is isomorphic to the category of righ
C-comodules,MC.

Proof. If M ∈MC then we adopt a similar notation as the one used in the proo
Theorem 3.7. Namely, ifM ∈MC with ρr :M→M ⊗B (B⊗C), then we set

ρr(m)=
∑

m(0)⊗B

(
m(1)B ⊗m(1)C

) ∀m ∈M.

With this notation, the fact thatρr is rightB-linear means

∑
(mb)(0)⊗B

(
(mb)(0)B ⊗ (mb)(1)C

)=∑
m(0)⊗B

(
m(1)Bb[0] ⊗m(1)C · b[−1]

)

for all m ∈M andb ∈B, and this is equivalent to

∑
(mb)(0)(mb)(0)B ⊗ (mb)(1)C =

∑
m(0)m(1)Bb[0] ⊗m(1)C · b[−1] (5.13)

for all m ∈M andb ∈B. Similarly, in this particular case, the relations (5.8) and (5
reduce to

∑
m(0)(0)m(0)

(1)B
m(1)B[0]

⊗m(0)
(1)C
·m(1)B[−1]

⊗m(1)C

=
∑

m(0)m(1)B x̃3⊗m(1)C2
· x̃2⊗m(1)C1

· x̃1, (5.14)

∑
ε
(
m(1)C

)
m(0)m(1)B =m, (5.15)
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for all b ∈B andm ∈M. Now, if we define

ρM :M→C ⊗M, ρM(m)=
∑

m(1)C ⊗m(0)m(1)B ∀m ∈M,

then (5.13) implies thatρM(mb) = ρM(m)λ(b) for all m ∈ M and b ∈ B, and (5.15)
implies that(ε⊗ idM) ◦ ρM = idM , respectively. Thus,M ∈ CM(H)B since

(idC ⊗ ρM)
(
ρM(m)

)=∑
m(1)C ⊗ ρM

(
m(0)m(1)B

)
(5.13) =

∑
m(1)C ⊗m(0)

(1)C
·m(1)B[−1]

⊗m(0)(0)m(0)
(1)B

m(1)B[0]

(5.14) =
∑

m(1)C1
· x̃1⊗m(1)C2

· x̃2⊗m(0)m(1)B x̃3

= (∆⊗ idM)
(
ρM(m)

)
Φ−1
λ

for all m ∈M, as needed. Therefore, we have a functorF :MC→ CM(H)B which acts
on objects as above and sends a morphism to itself (the verification of the fact
morphism inMC becomes a morphism inCM(H)B is left to the reader). Conversel
if M ∈ CM(H)B with ρM(m)=∑

m[−1] ⊗m[0], m ∈M, then we define

ρr :M→M ⊗B (B⊗C), ρr(m)=
∑

m[0] ⊗B (1B⊗m[−1]) ∀m ∈M.

It is not hard to see that in this way the rightB-moduleM becomes a rightC-comodule, i.e.
the relations (5.13)–(5.15) hold. So we also have a functorG :CM(H)B→MC (G sends
a morphism to itself). Finally, it is routine to check thatF andG are inverses; we leave th
details to the reader.✷

6. Two-sided two-cosided Hopf modules

Now we define the category of two-sided two-cosided Hopf modulesC
HMH

A
. If H is

finite-dimensional, then this category is isomorphic to a certain category of right–left
Hopf modules,CM(H ⊗H op)(A#H ∗)#H . As a consequence, ifC is also finite-dimensiona
then this category is isomorphic to the category of right modules over a generalized
product, by Proposition 5.2.

Definition 6.1 [16, Definition8.2]. LetH be a quasi-bialgebra. AnH -bicomodule algebra
A is a quintuple(A, λ,ρ,Φλ,Φρ,Φλ,ρ), whereλ andρ are left and rightH -coactions
on A, and whereΦλ ∈ H ⊗ H ⊗ A, Φρ ∈ A ⊗ H ⊗ H , andΦλ,ρ ∈ H ⊗ A ⊗ H are
invertible elements, such that

– (A, λ,Φλ) is a leftH -comodule algebra,
– (A, ρ,Φρ) is a rightH -comodule algebra,
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– the following compatibility relations hold, for alla ∈A:

Φλ,ρ(λ⊗ id)
(
ρ(a)

)= (id⊗ ρ)
(
λ(a)

)
Φλ,ρ, (6.1)

(1H ⊗Φλ,ρ)(id⊗ λ⊗ id)(Φλ,ρ)(Φλ ⊗ 1H)

= (id⊗ id⊗ ρ)(Φλ)(∆⊗ id⊗ id)(Φλ,ρ), (6.2)

(1H ⊗Φρ)(id⊗ ρ ⊗ id)(Φλ,ρ)(Φλ,ρ ⊗ 1H)

= (id⊗ id⊗∆)(Φλ,ρ)(λ⊗ id⊗ id)(Φρ). (6.3)

It was pointed out in [16] that the following additional relations hold in anH -bico-
module algebraA:

(idH ⊗ idA ⊗ ε)(Φλ,ρ)= 1H ⊗ 1A, (ε⊗ idA ⊗ idH )(Φλ,ρ)= 1A ⊗ 1H . (6.4)

As the first example, takeA =H , λ = ρ =∆, andΦλ = Φρ =Φλ,ρ = Φ. Related to the
left and right comodule algebra structures ofA, we will keep the notation of the previou
sections. We will use the following notation:

Φλ,ρ =
∑

Ω1⊗Ω2⊗Ω3=
∑

Ω1⊗Ω2⊗Ω3= · · · and

Φ−1
λ,ρ =

∑
ω1⊗ ω2⊗ ω3=

∑
ω1⊗ω2⊗ ω3= · · · .

If H is a quasi-bialgebra, then the opposite algebraH op is also a quasi-bialgebra. Th
reassociator ofH op is Φop=Φ−1. H ⊗H op is also a quasi-bialgebra with reassociato

ΦH⊗Hop =
∑(

X1⊗ x1)⊗ (
X2⊗ x2)⊗ (

X3⊗ x3). (6.5)

If we identify H ⊗ H op-modules and(H,H)-bimodules, then the category of(H,H)-
bimodules,HMH , is monoidal. The associativity constraints are given bya′U,V,W :
(U ⊗ V )⊗W → U ⊗ (V ⊗W), where

a′U,V,W

(
(u⊗ v)⊗w

)=Φ · (u⊗ (v⊗w)
) ·Φ−1 (6.6)

for all U,V,W ∈ HMH , u ∈ U , v ∈ V , and w ∈ W . A coalgebra in the categor
of (H,H)-bimodules will be called anH -bimodule coalgebra. More precisely, anH -
bimodule coalgebraC is an(H,H)-bimodule (denote the actions byh · c andc · h) with a
comultiplication∆ :C→ C ⊗C and a counitε :C→ k satisfying the following relations
for all c ∈C andh ∈H :

Φ · (∆⊗ idC)
(
∆(c)

) ·Φ−1= (idC ⊗∆)
(
∆(c)

)
, (6.7)

∆(h · c)=
∑

h1 · c1⊗ h2 · c2, ∆(c · h)=
∑

c1 · h1⊗ c2 · h2, (6.8)

(ε⊗ idC) ◦∆= (idC ⊗ ε) ◦∆= idC, (6.9)
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ε(h · c)= ε(h)ε(c), ε(c · h)= ε(c)ε(h), (6.10)

where we used the same Sweedler-type notation as before. AnH -bimodule coalgebraC
becomes a rightH ⊗H op-module coalgebra via the rightH ⊗H op-action

c · (h⊗ h′)= h′ · c · h (6.11)

for c ∈ C and h,h′ ∈ H . Our next definition extends the definition of two-sided tw
cosided Hopf modules from [24].

Definition 6.2. Let H be a quasi-bialgebra,(A, λ,ρ,Φλ,Φρ,Φλ,ρ) an H -bicomodule
algebra, andC an H -bimodule coalgebra. A two-sided two-cosided(H,A,C)-Hopf
module is ak-vector space with the following additional structure:

– N is an (H,A)-two-sided Hopf module, i.e.N ∈ HMH
A

; we write � for the
left H -action,≺ for the right A-action, andρHN (n) =∑

n(0) ⊗ n(1) for the right
H -coaction onn ∈N ;

– we havek-linear mapρCN :N → C ⊗ N , ρCN(n) =
∑

n[−1] ⊗ n[0], called the left
C-coaction onN , such that

∑
ε(n[−1])n[0] = n and

Φ(∆⊗ idN)
(
ρCN(n)

)= (
idC ⊗ ρCN

)(
ρCN(n)

)
Φλ (6.12)

for all n ∈N ;
– N is a(C,H)-“bicomodule,” in the sense that, for alln ∈N ,

Φ
(
ρCN ⊗ idH

)(
ρHN (n)

)= (
idC ⊗ ρHN

)(
ρCN(n)

)
Φλ,ρ; (6.13)

– the following compatibility relations hold:

ρCN(h� n)=
∑

h1 · n[−1] ⊗ h2� n[0], (6.14)

ρCN(n≺ a)=
∑

n[−1] · a[−1] ⊗ n[0] ≺ a[0] (6.15)

for all h ∈H , n ∈N , anda ∈A.

C
HMH

A
will be the category of two-sided two-cosided Hopf modules and maps prese

the actions byH andA and the coactions byH andC.

Let H be a quasi-Hopf algebra,A anH -bicomodule algebra, andC anH -bimodule
coalgebra. IfH is finite-dimensional, then the categoryC

HMH
A

is isomorphic to a certain
category of Doi–Hopf modules. In order to prove this, we first need some lemmas.
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Lemma 6.3. Let H be a quasi-Hopf algebra and(A, λ,ρ,Φλ,Φρ,Φλ,ρ) an H -bico-
module algebra. Consider the map

℘ : (A #H ∗) #H → (H ⊗H op)⊗ (A #H ∗) #H

given by

℘
(
(a #ϕ) #h

)=∑
a[−1]ω1⊗ S

(
y3h2

)⊗ (
a[0]ω2 #y1 ⇀ϕ↼ω3) #y2h1 (6.16)

for anya ∈A, ϕ ∈H ∗, andh ∈H , whereΦ−1
λ,ρ =

∑
ω1⊗ω2⊗ ω3. Set

Φ℘ =
∑(

X̃1
λ ⊗ g1S

(
x3))⊗ (

X̃2
λ ⊗ g2S

(
x2))⊗ (

X̃3
λ # ε

)
#x1 (6.17)

wheref−1=∑
g1⊗ g2 is the element defined in(1.16). Then((A #H ∗) #H,℘,Φ℘) is

a leftH ⊗H op-comodule algebra.

Proof. We first show that℘ is an algebra map. Using (1.30) and (2.11), we can ea
show that the multiplication on(A #H ∗) #H is given by

(
(a #ϕ) #h

)(
(a′ #ψ) #h′

)
=

∑[
aa′〈0〉x̃1

ρ #
(
x1 ⇀ϕ↼a′〈1〉x̃2

ρ

)(
x2h1 ⇀ψ ↼ x̃3

ρ

)]
#x3h2h

′ (6.18)

for all a, a′ ∈A, ϕ,ψ ∈H ∗, andh,h′ ∈H . Therefore

℘
((
(a #ϕ) #h

)(
(a′ #ψ) #h′

))
=

∑
a[−1]a′〈0〉[−1]

(
x̃1
ρ

)
[−1]ω

1⊗ S
(
y3x3

2h(2,2)h
′
2

)⊗ [
a[0]a′〈0〉[0]

(
x̃1
ρ

)
[0]ω

2

#
(
y1

1x
1 ⇀ϕ↼a′〈1〉x̃

2
ρω

3
1

)(
y1

2x
2h1 ⇀ψ ↼ x̃3

ρω
3
2

)]
#y2x3

1h(2,1)h
′
1

(6.3)
(1.3) =

∑
a[−1]a′〈0〉[−1]ω

1ω1⊗ S
(
y3x3h(2,2)h

′
2

)⊗ [
a[0]a′〈0〉[0]ω

2ω2
〈0〉x̃

1
ρ

#
(
z1y1 ⇀ϕ↼a′〈1〉ω3ω2〈1〉x̃2

ρ

)(
z2y2

1x
1h1 ⇀ψ ↼ω3x̃3

ρ

)]
# z3y2

2x
2h(2,1)h

′
1

(6.1)
(1.1) =

∑
a[−1]ω1a′[−1]ω1⊗ S

(
y3h2

) ·op S
(
x3h′2

)⊗ [
a[0]ω2(a′[0]ω2)

〈0〉x̃
1
ρ

#
(
z1y1 ⇀ϕ↼ω3(a′[0]ω2)

〈1〉x̃
2
ρ

)(
z2y2

1h(1,1)x
1 ⇀ψ ↼ω3x̃3

ρ

)]

# z3y2
2h(1,2)x

2h′1

(2.11) =
∑

a[−1]ω1a′[−1]ω1⊗ S
(
y3h2

) ·op S
(
x3h′2

)⊗ [(
a[0]ω2 # z1y1 ⇀ϕ↼ω3)

(
a′[0]ω2 # z2y2

1h(1,1)x
1 ⇀ψ ↼ω3)] # z3y2

2h(1,2)x
2h′1
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(1.30) =
∑

a[−1]ω1a′[−1]ω1⊗ S
(
y3h2

) ·op S
(
x3h′2

)⊗ [(
a[0]ω2 #y1 ⇀ϕ↼ω3) #y2h1

]
[(
a′[0]ω2 #x1 ⇀ψ ↼ω3) #x2h′1

]
= ℘

(
(a #ϕ) #h

)
℘

(
(a′ #ψ) #h′

)

where·op is the product inH op. Obviously℘ respects the unit element and (2.7) and (2
hold. (2.5) can be proved using similar computations as above and is left to the r
Using the notation

Φ℘ =
∑

X̃1
℘ ⊗ X̃2

℘ ⊗ X̃3
℘ = · · · ,

we can compute:

(id⊗ id⊗℘)(Φ℘)(∆⊗ id⊗ id)(Φ℘)

=
∑(

X̃1
λ ⊗ g1S

(
x3))((Ỹ 1

λ

)
1⊗G1

1S
(
y3)

1

)⊗ (
X̃2
λ ⊗ g2S

(
x2))((Ỹ 1

λ

)
2⊗G1

2S
(
y3)

2

)
⊗ ((

X̃3
λ

)
[−1] ⊗ S

(
x1

2

))(
Ỹ 2
λ ⊗G2S

(
y2))⊗ [((

X̃3
λ

)
[0] # ε

)
#x1

1

][(
Ỹ 3
λ # ε

)
#y1]

(1.11)
(1.3) =

∑(
X̃1
λ

(
Ỹ 1
λ

)
1⊗G1

1g
1S

(
y3x3))⊗ (

X̃2
λ

(
Ỹ 1
λ

)
2⊗G1

2g
2S

(
z3y2

2x
2))

⊗ ((
X̃3
λ

)
[−1]Ỹ

2
λ ⊗G2S

(
z2y2

1x
1))⊗ [((

X̃3
λ

)
[0]Ỹ

3
λ # ε

)
# z1y1]

(2.6)
(1.9)
(1.18)

=
∑(

Ỹ 1
λX

1⊗ x1g1S
(
y3))⊗ (

X̃1
λ

(
Ỹ 2
λ

)
1X

2⊗ x2g2
1G

1S
(
z3y2

2

))
⊗ (

X̃2
λ

(
Ỹ 2
λ

)
2X

3⊗ x3g2
2G

2S
(
z2y2

1

))⊗ [(
X̃3
λỸ

3
λ # ε

)
# z1y1]

(1.11) =
∑(

Ỹ 1
λ ⊗ g1S

(
y3))(X1⊗ x1)⊗ (

X̃1
λ ⊗G1S

(
z3))((Ỹ 2

λ

)
1⊗ g2

1S
(
y2)

1

)(
X2⊗ x2)

⊗ (
X̃2
λ ⊗G2S

(
z2))((Ỹ 2

λ

)
2⊗ g2

2S
(
y2)

2

)(
X3⊗ x3)

⊗ [(
X̃3
λ # ε

)
#z1][(Ỹ 3

λ # ε
)

#y1]
(6.5) = (1H ⊗Φ℘)(id⊗∆H⊗Hop⊗ id)(Φ℘)(ΦH⊗Hop ⊗ 1)

where
∑

G1⊗G2 is another copy off−1 and1= (1A # ε) # 1H is the unit of the algebra
(A #H ∗) #H . ✷

LetH be a quasi-Hopf algebra,(A, λ,ρ,Φλ,Φρ,Φλ,ρ) anH -bicomodule algebra, an
C anH -bimodule coalgebra. By Lemma 6.3, we can consider the category of Doi–
modulesCM(H ⊗H op)(A#H ∗)#H . We will prove that it is isomorphic to the category
two-sided two-cosided Hopf modulesCHMH

A
, in the case whereH is finite-dimensional.

Lemma 6.4. Let H be a quasi-Hopf algebra,A an H -bicomodule algebra, andC an
H -bimodule coalgebra. We have a functor

F :CMH → CM(H ⊗H op)(A H ∗) H .
H A # #
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, and
F(N)=N as ak-module, with structure maps given by the equations

n← (
(a #ϕ) #h

)=∑〈
ϕ,S−1(f 2n(1)a〈1〉p̃2

ρ

)〉
S(h)f 1� n(0) ≺ a〈0〉p̃1

ρ, (6.19)

ρ̃CN(n)=
∑

n{−1} ⊗ n{0} =
∑

f 1 · n[−1] ⊗ f 2� n[0] (6.20)

for all n ∈N , a ∈A, ϕ ∈H ∗, andh ∈H . F sends a morphism to itself.

Proof. SinceN is a two-sided(H,A)-Hopf module, we know by (3.39) thatN is a right
(A #H ∗) #H -module via the action defined by (6.19). Let

∑
F 1⊗ F 2 be another copy

of f . For anyn ∈N , we have that

(∆⊗ idN)
(
ρ̃CN(n)

)
Φ−1
℘

(6.17) =
∑

n{−1}1 ·
(
x̃1
λ ⊗ S

(
X3)F 1)⊗ n{−1}2 ·

(
x̃2
λ ⊗ S

(
X2)F 2)⊗ n{0} ←

[(
x̃3
λ # ε

)
#X1]

(6.11)
(6.20) =

∑
S
(
X3)F 1 · (f 1 · n[−1]

)
1 · x̃1

λ ⊗ S
(
X2)F 2 · (f 1 · n[−1]

)
2 · x̃2

λ

⊗ S
(
X1)f 2� n[0] ≺ x̃3

λ

(6.8) =
∑

S
(
X3)F 1f 1

1 · n[−1]1 · x̃1
λ ⊗ S

(
X2)F 2f 1

2 · n[−1]2 · x̃2
λ ⊗ S

(
X1)f 2� n[0] ≺ x̃3

λ

(6.12)
(1.9)
(1.18)

=
∑

f 1 · n[−1] ⊗F 1f 2
1 · n[0,−1] ⊗F 2f 2

2 � n[0,0]

(6.14) =
∑

f 1 · n[−1] ⊗F 1 · (f 2� n[0]
)
[−1] ⊗F 2� (

f 2� n[0]
)
[0]

(6.20) =
∑

n{−1} ⊗F 1 · n{0}[−1] ⊗ F 2� n{0}[0]
(6.20) = (

idC ⊗ ρ̃CN
)(
ρ̃CN(n)

)
.

We still have to show the compatibility relation (5.5). For, observe that (3.6), (6.3)
(1.5) imply

∑
Ω1(p̃1

ρ

)
[−1] ⊗Ω2(p̃1

ρ

)
[0] ⊗Ω3p̃2

ρ =
∑

ω1⊗ ω2〈0〉p̃1
ρ ⊗ω2〈1〉p̃2

ρS
(
ω3). (6.21)

Now, for all n ∈N , a ∈A, ϕ ∈H ∗, andh ∈H one can show that

ρ̃CN
(
n← (

(a #ϕ) #h
))= ρ̃CN(n)℘

(
(a #ϕ) #h

)
,

completing the proof. ✷
Lemma 6.5. Let H be a finite-dimensional quasi-Hopf algebra,A an H -bicomodule
algebra, andC anH -bimodule coalgebra. We have a functor

G :CM(H ⊗H op)(A#H ∗)#H → C
HMH

A
.

G(N)=N as ak-module, with structure maps given by
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hat
eck

is

et
h� n= n← [
(1A # ε) #S−1(h)

]
, n≺ a = n← [

(a # ε) #1H
]
, (6.22)

ρHN :N→N ⊗H,

ρHN (n)=
n∑

i=1

n← [(
q̃1
ρ #S−1(g2)⇀eiS ↼ q̃2

ρ

)
#S−1(g1)]⊗ ei , (6.23)

ρC
N :N→ C ⊗N, ρCN(n)=

∑
g1 · n[−1] ⊗ g2� n[0] (6.24)

for n ∈ N , a ∈ A, and h ∈ H . Here {ei}i=1,n is a basis ofH and {ei}i=1,n is the
corresponding dual basis ofH ∗. G sends a morphism to itself.

Proof. SinceN is a right(A #H ∗)#H -module, we already know by (3.36) and (3.38) t
H is a two-sided(H,A)-Hopf module via (6.22) and (6.23). Thus we only have to ch
(6.12)–(6.15). First note thatN ∈ CM(H ⊗H op)(A#H ∗)#H implies

∑
n[−1] ⊗ n[0,−1] ⊗ n[0,0]

=
∑

S
(
X3)f 1 · n[−1]1 · x̃1

λ ⊗ S
(
X2)f 2 · n[−1]2 · x̃2

λ ⊗ n[0] ←
[(
x̃3
λ # ε

)
#X1], (6.25)∑{

n← [
(a #ϕ) #h

]}
[−1] ⊗

{
n← [

(a # ε) #h
]}
[0]

=
∑

S
(
x3h2

) · n[−1] · a[−1]ω1⊗ n[0] ←
[(
a[0]ω2 #x1 ⇀ϕ↼ω3) #x2h1

]
(6.26)

for all n ∈ N , a ∈ A, ϕ ∈ H ∗, and h ∈ H . By the above definitions and (6.26), it
immediate that

ρCN(h� n)=∆(h)ρCN(n) and ρCN(n≺ a)= ρCN(n)ρλ(a) (6.27)

for all h ∈ H , n ∈ N , and a ∈ A (we leave it to the reader to verify the details). L∑
G1⊗G2 be another copy off−1. We compute that

Φ(∆⊗ idN)
(
ρCN(n)

)
(6.24) =

∑
X1 · (g1 · n[−1]

)
1⊗X2 · (g1 · n[−1]

)
2⊗X3g2� n[0]

(6.22)
(6.8) =

∑
X1g1

1 · n[−1]1 ⊗X2g1
2 · n[−1]2 ⊗ n[0] ←

[
(1A # ε) #S−1(X3g2)]

(6.25)
(6.18) =

∑
X1g1

1G
1S

(
x3) · n[−1] · X̃1

λ ⊗X2g1
2G

2S
(
x2) · n[0,−1] · X̃2

λ

⊗ n[0,0] ←
[(
X̃3
λ # ε

)
#S−1(X3g2S

(
x1))]

(1.9)
(1.18) =

∑
g1 · n[−1] · X̃1

λ ⊗ g2
1G

1 · n[0,−1] · X̃2
λ ⊗ n[0,0] ←

[(
X̃3
λ # ε

)
#S−1(g2

2G
2)]

(6.22) =
∑

g1 · n[−1] · X̃1
λ ⊗ g2

1G
1 · n[0,−1] · X̃2

λ ⊗ g2
2G

2� n[0,0] ≺ X̃3
λ

(6.24)
(6.8) = (

idC ⊗ ρC
)(
ρC (n)

)
Φλ.
(6.27) N N
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The verification of (6.13) is based on similar computations, and we leave the details
reader. ✷

As a consequence of Lemmas 6.4 and 6.5, we have the following description ofC
HMH

A

as a category of Doi–Hopf modules; this description generalizes [4, Proposition 2.3]

Theorem 6.6. Let H be a finite-dimensional quasi-Hopf algebra,A an H -bicomodule
algebra, andC anH -bimodule coalgebra. Then the categoriesCM(H ⊗H op)(A#H ∗)#H
andC

HMH
A

are isomorphic.

Proof. We have to verify that the functorsF andG defined in Lemmas 6.4 and 6.5 a
inverses. For theC-coactions (6.20) and (6.24), this is obvious; for the other structur
has been already done in Corollary 3.6.✷

Propositions 5.2 and 5.4, and Theorem 6.6 immediately imply the following resul

Corollary 6.7. Let H be a finite-dimensional quasi-Hopf algebra,A an H -bicomodule
algebra, andC anH -bimodule coalgebra. ThenCHMH

A
is isomorphic to the category o

right comodules over the coringC= ((A #H ∗) #H)⊗C. If C is finite-dimensional, the
the categoryCHMH

A
is isomorphic to the category of right modules over the general

smash productC∗ �� ((A #H ∗) #H).

Remark 6.8. LetH be a finite-dimensional Hopf algebra. Cibils and Rosso [10] introdu
an algebraX = (H op⊗H)⊗ (H ∗ ⊗H ∗op) having the property that the category of tw
sided two-cosided Hopf modules overH ∗ coincides with the category of leftX-modules.
Moreover, it was also proved in [10] thatX is isomorphic to the direct tensor product o
Heisenberg double and the opposite of a Drinfeld double. Recently, Panaite [23] intro
two other algebrasY andZ with the same property asX. More precisely,Y is the two-
sided crossed productH ∗ # (H ⊗ H op) # H ∗op, andZ is the diagonal crossed produ
in the sense of [16],(H ∗ ⊗ H ∗op) ✶ (H ⊗ H op). Using different methods, we prove
that the category of two-sided two-cosided Hopf modules over a finite-dimensional q
Hopf algebra is isomorphic to the category of right (respectively left) modules ove
generalized smash productA = H ∗ �� ((H # H ∗) # H) (respectivelyAop). Note that, in
general, the multiplication onC∗ �� ((A #H ∗) #H) is given by the formula

[
c∗ ��

(
(a #ϕ) #h

)][
d∗ ��

(
(a′ #ψ) #h′

)]
=

∑(
x̃1
λ ⇀ c∗↼S

(
X3)f 1)(x̃2

λa[−1]ω1 ⇀d∗↼S
(
X2x3h2

)
f 2)

��
{[
x̃3
λa[0]ω2a′〈0〉x̃1

ρ #
(
X1
(1,1)y

1x1 ⇀ϕ↼ω3a′〈1〉x̃2
ρ

)(
X1
(1,2)y

2x2
1h(1,1) ⇀ψ ↼ x̃3

ρ

)]

#X1
2y

3x2
2h(1,2)h

′}.
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