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Abstract 

Creating a training data ready to be used for developing a text-to-speech (TTS) system can be a difficult task, since sometimes 
the recorded audio data is not the same with the prepared texts. To overcome differences between audio and text data, we 
developed a tool to segment audio data into sentences. As it is known, doing sentence segmentation of audio data manually needs 
efforts and resources. This paper presents a solution for alleviating problems encountered during segmentation process of audio 
data for developing an Indonesian TTS system. The tool was developed based on a fact that bahasa Indonesia is a syllable-timed 
language. We found that our tool reduces resources needed for segmenting Indonesian audio data. 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Organizing Committee of SLTU 2016. 
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1. Introduction 

As it is known, usually intelligibility and naturalness are two main points used to judge whether a TTS system is 
good or not. In order to maintain naturalness, a text corpus containing sentences from a novel is created, since 
usually a novel contains many conversational sentences. An Indonesian novel was chosen since there are many 
conversational sentences, apart from the fact that it was famous. Sentences are segmented by using an Indonesian 
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grammatical rule stating that a sentence boundary is marked by a period/exclamation mark/question mark (which can 
be followed by a double quote), followed by a word with capital letter as its 1st letter1. 

A speaker was then elected through an audition. Several speaker candidates were asked to say several sentences, 
and his/her voice clarity was judged using Perisalah, an Indonesian speech-to-text system that we developed earlier. 
However, during recording, the elected speaker sometimes combined two or more adjacent sentences, or skipped one 
or more words/sentences. These occurred especially for those of conversational sentences, resulting in differences 
between audio data and prepared texts. This creates problems on segmenting audio data, since it was not segmented 
manually during recording in order to preserve naturalness of speaker’s voice. 

Recently, many researches on audio data segmentation used hidden Markov model (HMM), conditional random 
field (CRF), etc. However, these advanced methods require labeled audio data for training that we do not have. 
Therefore, to address problems previously mentioned, we utilize a simple yet effective method. 

Firstly, we tried to segment the audio data automatically into sentences by using available tools such as Audacity, 
Ffmpeg, and sox. Nevertheless, the results were not accurate, so that we decided to develop a tool to segment the 
audio data. The tool segments audio data was developed based on a fact that bahasa Indonesia is a syllable-timed 
language2. Experiments show that our tool can reduce resources needed to segment audio data.  

Organization of this paper is as follows: chapter 1 briefly talks about background, problems, and method to 
overcome the problems, chapter 2 discusses related works, chapter 3 presents experimental data, chapter 4 talks 
about segmentation tool that we developed, chapter 5 presents experiment results, and chapter 6 gives conclusions of 
our research. 

 

2. Related works 

The process of identifying boundaries between sentences in spoken natural language is challenging, and 
numerous methods have been developed to do this task. Recent researches used various modeling techniques such 
as: prosody, syllable-unit, n-gram language, silent duration, and conditional random field (CRF). 

A study of prosody-based automatic segmentation done by Shriberg et al.3 described techniques using decision 
tree and hidden Markov modeling. They also combined prosodic cues with word-based approaches. Experiment 
results showed that the prosodic model alone performed on par with, or better than, word-based statistical language 
models and obtained a significant improvement over word-only models using a probabilistic combination of 
prosodic and lexical information across text and corpora. 

Gotoh et al.4 developed two statistical models: n-gram type language model and pause duration model to estimate 
sentence boundary from audio data. The pause duration model outperformed the language modeling approach, and 
the combination of the two gave best result.  

In contrast to previous methods, conditional random fields (CRF) is a model that was originally developed in the 
segmentation of sentences in the text. CRF has been successfully used for text processing, but has not been 
developed for the segmentation of the sentence in the speech. Based on research by Liu et al.5, CRF models yielded 
a lower error rate than the HMM and Maximum entropy models on sentence boundary detection in speech. The best 
results are achieved by three-way voting among the classifier. 

All of the above methods require a labelled training data, a resource that we do not have. There are alternative 
methods based on syllable counting that do not require training data. 

Many techniques have been developed to count syllables for any sentence that could be used for the purpose of 
speech rate determination. These techniques are usually done by detecting vowel positions in the syllable. Dekens et 
al.6 has developed Low frequency Modulated Energy (LFME) algorithm as an improvement in speech rate 
algorithm. The LFME results have shown that it can reduce RMS errors and increase correlation coefficient. 

Our work uses a yet simpler method by counting the syllable utterance time. Utilizing the fact that bahasa 
Indonesia is a syllable-timed language and the speech data processed is taken from a single speaker. So, we expected 
that the average syllable utterance time has a very small variance. 
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3. Experimental data 

As mentioned previously, we conducted an audition to choose a speaker. Several speaker candidates were asked 
to say several sentences, and his/her voice clarity was judged using Perisalah, an Indonesian speech-to-text system 
that we developed earlier. A text corpus is created to be read by the speaker. The text corpus contained 5,000 
sentences taken from a popular novel. Sentence alignment was done by following a grammatical rule saying that a 
sentence boundary is marked by a period/exclamation mark/question mark (which can be followed by a double 
quote), followed by a word with capital letter as its 1st letter. The following table gives detailed data of the text 
corpus: 

Table 1. Text corpus. 

Items  Count  

Number of sentences 5,000 

Number of unique sentences 4,957 

Number of words 40,993 

Number of unique words 5,805 

Number of monophones 215,771 

Number of distinct monophones 31 

Number of biphones 210,773 

Number of distinct biphones 669 

Number of triphones 205,775 

Number of distinct triphones 5,474 

The recording process used following specification to create audio data: sampling rate 16 kHz and data size 16 
bit. The resulting audio data has length approximately 7.25 hours. 

 

4. Methods 

The following is the summary of the method that we used to approximate sentence boundary. Using the fact that 
bahasa Indonesia is a syllable-timed language and each audio data to be segmented is recorded from one individual, 
then the average time to utter a syllable can be computed (t). Using t, the time required to utter each sentence can be 
approximated (Ti) by multiplying t with the syllable count of the sentence (Ni):  
 

  ii NtT                                                                                                                                                (1) 

 
The computed Ti and a detected paused near Ti is then used to get the possible sentence boundary. 

Syllable count of each sentence (Ni) is calculated from the text data. First, the text data is normalized by 
expanding it into its equivalent phonetic notation. For syllable count purposes, the abbreviation expansion and 
diphthong detection are very important. After the normalization, Ni can be acquired by calculating the total number 
of vowels and diphthongs in each sentence.    

To get t, first we segment the audio data by only taking the non-silent segments. All segments that only contain 
noise are removed. The total time of resulting cleaned segments is then calculated (Ta). The total count of the 
syllable (Na) is computed from the text data used for recording. Ta is then divided by Na to get the average syllable 
utterance time t.  

Since the segments are separated by silence, the approximation of sentence boundary can be detected by 
sequentially adding segment into a segment accumulator, and when the total length of the accumulated segment is 
close to Ti then the last added segment is assumed to be the sentence boundary. Since this process is a sequential 
process, an error made in current step will propagate to the future steps. This fact makes the whole process hard to 
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be done automatically. Because of this, a semi-automatic approach is selected. A GUI based application is designed 
to enable human intervention when an error is detected by the automatic segmentation procedures.  

The GUI requires the following as inputs: non-silent segments of audio data including information about its 
length and the silence length to next segment, and syllable count of each sentence. Using the GUI, the automatic 
boundary search will be run, when an error is detected, the operator must make amend to it. The error is detected by 
calculating a cost value (Ci) and also considering the distance (Di) between the detected boundary segment to the 
next non-silence segment. If Ci is greater than a threshold (TC) or Di is greater than a threshold (TD), then an error 
event is triggered. Ci is calculated by dividing absolute difference of Ti and the length of the accumulated segment 
(Tsi) with Tsi: 

 

sisiii TTTC /:                                                                                                                                          (2) 

 
Upon receiving error notification, the operator must find the first sentence that has an alignment error. The 

alignment error can be fixed by removing last segment, adding next segment, forcing validation or, in some extreme 
cases, editing the sentence. The GUI provides a function to see the text of any sentence and a function to play any 
audio segments. After the alignment error is fixed, the automatic alignment proses can be rerun. This procedure is 
repeated until all alignments are completed without error. 

 

5. Experiment results 

Prior to using the GUI, speech data and its text script must be preprocessed to generate some additional data. The 
speech data was segmented using Audacity to get a list of non-silence segments. A value used for minimum silent 
gap is set small enough to make sure that all targeted sentence are segmented. After taking the distribution of 
detected silent gaps from the speech data, 0.3 s was selected as the minimal silence gap. The list generated by 
Audacity consists of the start and stop of each non-silent segment.   

From this non-silent segment list, we marked all segments that only contain noise. The total length of these non-
silent segments minus all the noise segments were added together to get Ta. 

From the text data, each sentence was normalized into its phonetic pronunciation using a dictionary lookup 
procedure. Vowels and diphthongs were then counted from the phonetic pronunciation representation of each 
sentence to approximate the total syllable in each sentence, Ni. After that, Na was calculated by summing up Ni. 
From the acquired Ta and Na, the average syllable time t is calculated as:  

 aa TNt /:                                                                                                                                             (3) 

Speech data, its text script, non-silent segment list, t and list of Ni were then used as input for GUI. A screen shot 
of the GUI is shown in Fig. 1. 
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Fig. 1. GUI of audio data segmentation tool. 

 
Using the data mentioned in chapter 3, we have experimented by letting three participants conducting a 

segmentation process using our GUI. Table 2 shows the results of the experiments. 
To measure effectiveness of our tool, we conducted an experiment with three participants only due to resource 

limitations. Table 2 shows that the three participants completed experiments within similar time period. The results 
show that using our tool can greatly reduce the time needed to do the segmentation compared to manual approach. 
Manual segmentation will at least requires the operator to listen to the whole audio data, which in our case, this can 
take more than 7.25  hours.  

Table 2. Segmentation results done by three participants. 

Item Participant A Participant B Participant C 

Time Needed (minutes) 140 180 190 

Manual Correction 208 208 209 

Manual Validation 63 63 63 

Text Correction  41 41 41 
 

‘Time needed’ is the time needed to complete segmentation process using our GUI for the whole 5,000 
sentences. 'Manual correction' is number of how many times the operator needed to add next segment to a sentence 
or remove incorrectly added segment from a sentence 'Manual validation' is number of how many times the operator 
must manually validated an alignment that triggered an error event. 'Text correction' is number of how many times 
the operator must manually edit sentence. From the experiments, we found following errors in the recorded speech 
data: 
 A sentence was read as two separate sentences. 
 Two or more sentences were read as one sentence.  

To test the validity and correctness of the result of the segmentation process, we conducted a statistical validity 
check using 99% confidence level and 3% confidence interval. The test was done by randomly sampling 1,350 
samples from the segmentation result and checking manually the validity of the alignment. We found an error of 
2.9% + 3% from the sampling data.  
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Using the validated alignment result, we calculated actual distribution of average time needed to utter a syllable 
for each sentence. We found the following distribution function as shown in Fig. 2. The distribution resembled a 
Gaussian distribution with average of 186.7, variance of 36.19, and mode 180.  

 
 

Fig. 2. Graph of syllable time distribution. 

6. Conclusions 

We have developed a GUI to segment audio data from a single speaker into sentences. The segmentation process 
is done semi-automatically using approximation of sentence utterance time, which is calculated from average 
syllable-time multiplied by the number of syllable in the sentence. The GUI reduced the resource requirement for 
the segmentation process by accelerating the sentence alignment process. The results of the segmentation show that 
there is still an error of 2.9% + 3% with confidence level of 99%. In the future, we would like to use the syllable 
counting methods to enhance the result of the segmentation process. 
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