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Polarity of Long-Term Synaptic Gain Change
Is Related to Postsynaptic Spike Firing
at a Cerebellar Inhibitory Synapse

and/or voltage-gated Ca21 channels. The direction of
change in synaptic strength (LTP versus LTD) is believed
to be determined by the amount of postsynaptic activity
(as indexed by Ca21 influx) that occurs during induction:
a small amount of postsynaptic Ca21 influx results in
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LTD, while a larger amount results in LTP (Artola et al.,Johns Hopkins University School of Medicine
1990; Mulkey and Malenka, 1992; Hansel et al., 1997;Baltimore, Maryland 21205
but see Neveu and Zucker, 1996). Moreover, the thresh-
old for eliciting LTP versus LTD may be adjusted by the
previous activity of the synapse (Bear et al., 1987).Summary

Inhibitory, GABAergic synapses are also capable of
expressing LTP and LTD (Kano, 1995; Marty and Llano,Long-term potentiation and depression (LTP and LTD)
1995), and in some respects these phenomena are simi-in excitatory synapses can coexist, the former being
lar to those described for excitatory synapses. Fortriggered by stimuli that produce strong postsynaptic
example, all require postsynaptic Ca21 influx (Kano et

excitation and the latter by stimuli that produce weaker
al., 1992; Komatsu and Iwakiri, 1993; Komatsu, 1996;

postsynaptic excitation. It has not been determined McLean et al., 1996; Morishita and Sastry, 1996). How-
whether these properties also apply to LTP and LTD ever, many aspects of these phenomena are unclear. It
in the inhibitory synapses between Purkinje neurons is not known how GABAergic inhibitory postsynaptic
and the neurons of the deep cerebellar nuclei (DCN), potentials (IPSPs) drive the postsynaptic Ca21 transients
a site that has been implicated in certain types of that might trigger LTP or LTD. Nor is it known whether
motor learning. DCN cells exhibit a prominent rebound a relationship exists between the degree of postsynaptic
depolarization (RD) and associated spike burst upon activation (as indexed by the Ca21 transient) and the
release from hyperpolarization. In these cells, LTP can direction of long-term synaptic change.
be elicited by short, high-frequency trains of inhibitory We have addressed these questions by examining a
postsynaptic potentials (IPSPs), which reliably evoke brain region that has been strongly implicated in motor
an RD. LTD is induced if the same protocol is applied learning. The deep cerebellar nuclei (DCN) are at a cross-
with conditions where the amount of postsynaptic ex- roads where streams of excitatory and inhibitory inputs,
citation is reduced. The polarity of the change in syn- representing a variety of sensorimotor information, con-
aptic strength is correlated with the amount of RD- verge. The DCN receive excitatory inputs from two
evoked spike firing during the induction protocol. sources: mossy fibers, which are the axons of a large
Thus, some important computational principles that number of precerebellar nuclei, and climbing fibers,

which are the axons of cells of the inferior olive. Thegovern the induction of use-dependent change in ex-
DCN are also the principal target of Purkinje neurons,citatory synaptic efficacy also apply to inhibitory syn-
which are inhibitory and are the sole output of the cere-apses.
bellar cortex.

There are only two locations in the mammalian brainIntroduction
where learning and memory can be understood at the
level of circuits: the cerebellum and the amygdala. InA central hypothesis of contemporary neurobiology is
the cerebellum, for example, it is possible to assign thethat memory is stored in the brain through use-depen-
conditioned and unconditioned stimuli in an associativedent modifications in the properties of synaptic trans-
eyeblink conditioning protocol to specific pathwaysmission. The vast majority of work in support of this
(parallel and climbing fibers, respectively). In contrast,hypothesis has focused upon two cellular processes,
the hippocampus, for all of its experimental utility, re-homosynaptic long-term potentiation and depression
ceives information that is so highly processed that its(LTP and LTD) of excitatory, glutamatergic synaptic
content cannot be easily characterized (what is the na-transmission. LTP and LTD are typically evoked by brief,
ture of the information conveyed by the perforant path?).high-frequency and sustained, low-frequency stimula-
Over the last 15–20 years, a series of experiments that

tion, respectively (Linden and Connor, 1995). These phe-
have used behavioral tasks (eyeblink conditioning, ves-

nomena have been shown to coexist in the same set of tibulo-ocular reflex (VOR) adaptation) together with ex-
synapses and to reverse each other, thus endowing tracellular recording, lesion, and inactivation have pro-
these synapses with use-dependent bidirectional modi- duced a mixed set of results, with some favoring a locus
fication, a computationally important feature. A cellular of information storage at the parallel fiber–Purkinje cell
model has emerged to explain the induction phase of synapse of the cerebellar cortex, and with others impli-
LTP and LTD (Bear and Malenka, 1994; Lisman, 1994). cating the synapses received by the DCN (in the case
In their most frequently studied forms, induction of LTP of eyeblink conditioning), or their analogs, the cells of
and LTD are dependent upon the influx of postsynaptic the medial vestibular nucleus (in the case of VOR adap-
Ca21 through NMDA receptor–associated ion channels tation; reviewed by du Lac et al., 1995; Kim and Thomp-

son, 1997). More recently, models have been proposed
in which information is sequentially stored, first at corti-‡ To whom correspondence should be addressed (e-mail: david.lin

den@qmail.bs.jhu.edu). cal and then at deep nuclear locations (Raymond et
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Figure 1. Intrinsic Physiology of DCN Neurons

(A) Sample current-clamp traces from micro-
electrode recordings in response to a 200 ms
depolarizing (left) or hyperpolarizing (right)
current pulse in a cell that was held slightly
below spike threshold with tonic hyperpolar-
izing current. Notice the robust RD and asso-
ciated spike burst that follow the hyperpolar-
izing pulse.
(B) Sample traces from a different cell in the
presence of 1 mM TTX. Although the spike
burst is eliminated, the underlying RD re-
mains.
(C) Stimulation and recording configuration
in a coronal cerebellar slice.
(D) Synaptic stimulation of white matter
evoked a mixed IPSP/EPSP. Its pharmaco-
logical components could be revealed with
subsequent applications of kynurenate (2
mM) and bicuculline methiodide (BMI, 20 mM).

al., 1996; Mauk, 1997). We have performed intracellular and Knöpfel, 1994; Mouginot and Gähwiler, 1995). Typi-
cally, this RD will evoke a burst of fast action potentialsrecordings from DCN neurons in slices of rat cerebellum
(Figure 1A). The RD depends on the membrane potentialin order to address the questions of (1) whether bidirec-
of the cell during the current pulse and is more reliablytional synaptic plasticity exists in the inhibitory synapses
evoked when the cell is held in current-clamp mode atto the DCN, supporting the role for this structure in
potentials more positive than 260 mV and when thelearning, and (2) whether these changes follow general
hyperpolarizing pulse is sufficiently large. The underly-computational principles similar to those that underlie
ing RD remains when Na1 action potentials are blockedlong-term plasticity in excitatory synapses.
with tetrodotoxin (TTX) (Figure 1B). Taken together,
these results suggest that the RD is evoked when the

Results hyperpolarizing step deinactivates low-threshold, volt-
age-activated Ca21 channels (T-type), which are then

Initially, we characterized the responses of DCN neurons available to open upon return to the holding potential.
to current injection and synaptic activation using micro- The time course of the RD may also be modulated by
electrode current-clamp recording. The time-averaged the hyperpolarization-activated cation current, Ih (McCor-
membrane potential of the cells ranged between 275 mick and Pape, 1990). Unfortunately, potent and specific
and 250 mV, with an average of 258 6 1 mV (n 5 antagonists of T-type Ca21 channels are not presently
33). DCN neurons tonically fire fast action potentials at available, and the compounds that are vary considerably
frequencies that are dependent upon the membrane in their effects on different neuronal types. In our hands,
potential of the cell (Llinás and Mühlethaler, 1988) and a wide range of putative T-type Ca21 channel antago-
can in some cases sustain firing frequencies of $100 nists (ethosuximide, 1 mM; mibefradil, 1 mM; Ni, 100 mM)
Hz when depolarized with positive current pulses (Figure failed to significantly alter the RD (data not shown).
1A). A prominent rebound depolarization (RD) can be To evoke synaptic responses in DCN neurons, a stim-
elicited upon release from a hyperpolarizing current ulating electrode was placed in the white matter immedi-

ately adjacent to the DCN (Figure 1C). Stimulation atpulse (Jahnsen, 1986; Llinás and Mühlethaler, 1988; Muri
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Figure 2. Bidirectional Synaptic Plasticity of
IPSPs in the DCN

(A1) Normalized and averaged time course re-
flecting changes in IPSP amplitude induced
by a burst protocol (applied at arrow; see
text). Open circles represent synaptic changes
when the burst-protocol is applied while the
cell is at resting membrane potential, effec-
tively driving the RD and associated spike
burst; closed circles correspond to average
changes occurring when the same protocol
is applied while the cell is tonically hyperpo-
larized, thus reducing the amount of postsyn-
aptic spike firing. The inset shows sample
traces taken immediately before (*) and 20
min after (**) conditioning stimulation.
(A2) Cumulative probability distribution of
amount of change averaged 15–20 min after
conditioning stimulation, applied either while
the cell was at rest (dotted line), or while it
was tonically hyperpolarized (solid line).
(B1 and B2) Averaged time course (B1) and
cumulative probability distribution (B2) (solid
line) of changes induced by burst stimulation
in cells intracellularly perfused with voltage-
gated Na1 channel blocker, QX-314. Inset is
the same as in (A); the dotted line in (B2) is
the same as in (A2) and was included for com-
parison.
(C1 and C2) Averaged time course (C1) and
cumulative probability distribution (C2) of
changes induced by postsynaptic application
of 200 ms hyperpolarizing pulses, which reli-
ably drive the RD and associated spike burst
(open circles, solid line), without synaptic
stimulation. Closed circles and dashed line
represent the same condition but given while
the cell was perfused with QX-314. Inset is
the same as in (A).
(D1) Averaged time course showing suppres-
sion of conditioning-induced plasticity by in-
tracellular perfusion of BAPTA (100 mM).
(D2) Averaged baselines collected for 25 min

show that no systematic changes occur without conditioning stimulation. While group data for LTP and LTD conditions is presented here for
20 min after the application of an induction protocol, these changes in synaptic strength were seen to persist for the useful life of the recording,
which was 30–35 min in some cases (data not shown). Scale bars, 2 mV, 10 ms (A and C); 1 mV, 10 ms (B).

this site evoked a monosynaptic biphasic sequence of in the efficacy of the isolated IPSP, a burst stimulation
protocol was used that consisted of ten high-frequencyhyperpolarization followed by depolarization. This re-

sponse is likely to result from simultaneous activation of trains (100 Hz, 10 pulses) applied at 2 Hz while the DCN
neuron was at its resting membrane potential. This formGABAergic axons of the Purkinje cells (the only inhibitory

axons running in the white matter that project to the of stimulation reliably evoked RDs and produced LTP
that persisted for at least 20 min, the amplitude of whichDCN) and glutamatergic axons of the mossy fiber collat-

erals, as bath application of an antagonist of ionotropic was 118% 6 5% of baseline (mean 6 SEM, measured
at t 5 15–20 min, n 5 9; Figure 2A1, open circles). Theglutamate receptors (kynurenate, 2 mM) abolished the

late depolarizing component. The remaining IPSP was cumulative probability distribution of the amount of
change for individual experiments is shown in Figureblocked by a GABAA receptor antagonist (bicuculline, 20

mM; Figure 1D). Although a single IPSP can sometimes 2A2 (dotted line). In order to test whether LTP of IPSPs
was consistent with the computational rule that largeevoke a small RD, a brief, high-frequency train of IPSPs

(100 Hz, 10 pulses) reliably evokes a large RD (Figure amounts of postsynaptic activation induce LTP, while
small amounts induce LTD, we performed two different3A). This provides a frequency-dependent mechanism

by which inhibitory inputs can drive postsynaptic exci- manipulations that would reduce the RD and therefore
limit the postsynaptic activity during the induction proto-tation.

We tested the hypothesis that the IPSP-driven RD col. Tonically hyperpolarizing the neuron during burst
stimulation reduces the strength of the RD, as assessedmay provide a mechanism by which inhibitory activity

may undergo use-dependent plasticity. In order to avoid by the number of spikes evoked (Figure 3A, bottom). If
the same burst protocol that is used to evoke LTP iscontamination of the inhibitory synaptic responses by

excitatory postsynaptic potentials (EPSPs), all subse- applied while the cell is tonically hyperpolarized (to
267 6 2 mV with 2400 6 60 pA), then LTD tends to bequent recordings were performed using 2 mM kynure-

nate in the external saline. To induce long-term changes elicited (82% 6 9% of baseline, n 5 12; Figure 2A1,
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Figure 3. Brief, High Frequency Trains of
IPSPs Can Evoke an RD and Associated
Spike Firing, which Is Dependent on the
Membrane Potential of the Neuron

(A) Sample traces showing an example of
spike firing following a single IPSP (top) and
following a brief, high-frequency train of
IPSPs (100 Hz 3 10 pulses, center). The bot-
tom trace illustrates the relative reduction in
spiking when the train is applied while the
cell is tonically hyperpolarized to 270 mV.
(B) Traces illustrating the absence of spiking
following a single IPSP (top) or a train of
IPSPs (bottom) in a cell intracellularly per-
fused with QX-314.
(C) Results from four cells measuring the re-
duction caused by hyperpolarization in the
average number of spikes evoked after a
burst of IPSPs. Each point is an average of
two RDs.

closed circles). The effect is significantly different from Ca21 flux. To determine whether this is also true for the
present form of LTP and LTD, DCN cells were loadedthe change caused by the same protocol applied to DCN

cells at the resting potential (p , 0.02, Mann–Whitney U with the Ca21 chelator BAPTA. The time-averaged rest-
ing membrane potential in BAPTA-loaded cells wastest), as indicated by the leftward shift in the cumulative

probability distribution (Figure 2A2, solid line). The sec- lower than normal (267 6 2 mV; n 5 7); however, no
noticeable difference in the IPSPs or their ability to driveond manipulation to limit postsynaptic excitation was

intracellular perfusion of the voltage-gated Na1 channel the RD was observed. No significant change in synaptic
efficacy (105% 6 3% of baseline, n 5 7; Figure 2D1) wasblocker QX-314. By eliminating Na1 spikes, QX-314 at-

tenuated the net excitation caused by the burst-evoked induced by the synaptic burst protocol in this condition,
indicating that postsynaptic Ca21 entry is necessary forRD without eliminating it altogether (Figure 3B) and

thereby converted the LTP induction protocol to one plasticity to occur. As a further control, Figure 2D2 shows
that baseline responses do not systematically drift overthat elicits LTD (82% 6 10% of baseline, n 5 7; Figure

2B). The effect of the QX-314 on the synaptic gain time (n 5 7).
The RD can vary considerably among different DCNchange induced after burst stimulation is also significant

when compared to that induced without QX-314 (p , neurons. However, for any given cell, tonic hyperpolar-
ization always reduces the strength of the RD relative0.01). QX-314 had no effect on baseline responses over

a 25 min period (102% 6 2%, n 5 4; data not shown). to that evoked while the cell is at rest. Figure 3A illus-
trates an example of an IPSP train–evoked RD at twoWhile these results suggest that the IPSP-driven RD is

necessary for induction of LTP/LTD, they do not address different holding potentials. Note that the strength of the
RD, as assessed by the number of Na1 spikes evoked, isthe issue of whether activation of the RD alone without

synaptic activation is sufficient. To test this, we replaced reduced when the neuron is held at 270 mV relative to
260 mV. This is a general feature of DCN cells as re-the synaptic burst protocol with a train of ten 200 ms

steps of hyperpolarizing current (20.5 nA) at 2 Hz, a vealed by analysis of a small population (Figure 3C; n 5
4). Cell-to-cell variability in the RD may account for somemanipulation that maximally evoked RDs. This resulted

in LTP that closely matched the LTP elicited by the of the variability in the amount of LTP or LTD elicited
by different stimulation conditions. Tetanic bursts ofsynaptic burst stimulation (120% 6 10%, n 5 7; Figure

2C1, open circles). Hyperpolarizing pulses delivered to IPSPs strongly activate the postsynaptic cell via the RD,
eliciting LTP. However, in the conditions that limit theQX-314-loaded cells failed to produce any significant

change in synaptic strength (96% 6 5%, n 5 6; Figure postsynaptic activity (tonic hyperpolarization, QX-314
perfusion), the same protocol tends to elicit LTD instead.2C1, closed circles), indicating that Na1 spiking is neces-

sary for this process. In these conditions, LTD induction was less consistent,
sometimes yielding LTP (3/19 cases, for both conditionsNMDA receptor–dependent LTP and LTD of excitatory

synapses (Mulkey and Malenka, 1992; Lynch et al., combined). This suggests that there is either variability
in the ability of IPSPs to evoke an RD or perhaps different1983), as well as LTP and LTD of GABAergic inhibitory

synapses (Kano et al., 1992; Komatsu and Iwakiri, 1993; modification thresholds across the population of neu-
rons. Nevertheless, if all of the experiments across theMcLean et al., 1996), are dependent upon postsynaptic
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depolarized levels for an additional 300 ms. Upon return
to the holding level, a subthreshold depolarization is
produced (Figure 5A1). When the membrane potential
following the hyperpolarizing step is systematically in-
creased, an increasingly strong train of action potentials
is evoked. The corresponding fluorescence changes ob-
served at the soma and in a proximal dendrite (Figure
5C) are also shown (Figures 5B1 and 5B2). With a sub-
threshold RD, a small, weak Ca21 influx was observed
(in 2/5 Fluo-3-loaded cells); however, when the cell dis-
charged action potentials, a much larger intracellular
Ca21 transient was detected whose amplitude was pro-
portional to the degree of spiking. In every case (5/5
cells loaded with Fluo-3 and 2/2 cells loaded with Cal-
cium Green-1, the latter of which are not shown), the
Ca21 levels increased with increasing discharge rates,
and only small or undetectable signals were associated
with the subthreshold RD (Figure 5D). These results con-
firm the notion that the RD alone is not providing a large
Ca21 influx, whereas higher intracellular Ca21 concentra-
tions are provided by the opening of Ca21 channels dur-
ing action potentials. Furthermore, they suggest that
the amplitude of RD-evoked Ca21 transients is a critical
factor in determining whether LTP or LTD of IPSPs is
induced.Figure 4. RD-Driven Spike Firing Correlates with the Polarity of

Long-Term Synaptic Change

(A) The amount of change caused by conditioning stimulation (aver-
Discussionaged 15–20 min postconditioning) is plotted as a function of the

average number of RD-driven spikes evoked during the condition-
ing, across all of the conditions described in Figure 2. The main finding of this study is that Purkinje cell–DCN
(B) The same data as in (A), replotted as a cumulative probability inhibitory synapses can express long-term, bidirectional
histogram. The dotted line represents experiments that showed an synaptic plasticity. LTP is induced by high-frequency
average of more than five RD-driven spikes; the solid line represents

trains of IPSPs, which reliably evoke an RD, an associ-experiments with five or less RD-driven spikes.
ated spike burst, and a large Ca21 transient. Conditions
that limit RD-evoked spiking and the associated Ca21

transients will result in LTD. RD-driven spiking appearsdifferent conditions are taken together, a clear pattern
emerges. Figure 4A shows the change in IPSP amplitude to be both necessary and sufficient to induce LTP. Thus,

a major computational feature of excitatory synapses,produced by burst or hyperpolarizing step stimulation
as a function of the average number of RD-driven spikes that moderate postsynaptic activation evokes LTD while

strong postsynaptic activation evokes LTP, is also pres-during the initial part of the induction protocol. This
reveals a relationship between the number of spikes ent in this inhibitory synapse.

The amplitudes of LTP and LTD induced herein areevoked and the polarity of the synaptic change. Whereas
LTP tends to be induced under conditions in which ro- smaller than those typically observed in excitatory syn-

apses. However, because inhibitory synapses have abust RD-driven spiking is present (113% 6 6%, n 5 18),
LTD tends to be induced when the RD is elicited (87% 6 much more powerful integrative effect on cell firing than

excitatory synapses, relatively small changes in the6%, n 5 23) but drives little or no spiking (#5 spikes).
The same data is replotted as a cumulative probability strength of inhibitory synapses will have large effects

on the integrated output of the postsynaptic cell. Thehistogram (Figure 4B), where each group is plotted as
a separate curve, highlighting the difference between power of inhibitory synapses derives from their location,

interposed between excitatory synapses and the spikethe two. The difference between these two groups is
statistically significant (p 5 0.0015). However, for those initiation zone and thereby allowing for the negation of

a large number of excitatory synapses by shunting. Thiscells that showed robust RD-driven spiking, there was
only a weak correlation between the number of spikes has been shown by many investigators, using recording

in different brain regions, as well as in modeling studiesevoked and the amount of change in synaptic strength
(r 5 10.452, p 5 0.06, n 5 18, Pearson r test). (Koch et al., 1983). For example, in paired recordings,

single IPSPs initiated by perisomatic inhibitory cellsThe relationship between RD-evoked spike firing and
LTP/LTD, combined with the observation that postsyn- could suppress the repetitive discharge of Na1 spikes

in a hippocampal pyramidal cell (Miles et al., 1996). Thus,aptic Ca21 is required for synaptic plasticity to occur,
prompted us to measure intracellular Ca21 transients it is likely that the LTP and LTD seen herein will have a

much larger effect on the output of the postsynapticwhile systematically varying RD-driven spiking. Figure
5A shows the response of a representative Fluo-3- cell than would typical LTP (150% of baseline) of an

excitatory hippocampal synapse.loaded cell to 200 ms hyperpolarizing current pulses,
followed by a return to either the holding level or slightly It is interesting to consider the degree to which the
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Figure 5. Intracellular Ca21 Transients Are
Evoked by RD-Driven Spike Firing

(A) Superimposed recordings of membrane
potential during 5–8 trials, as a function of an
increasing posthyperpolarizing current injec-
tion, as shown in the current traces below A4.
(B1) Fluorescence transients recorded from
the soma of the cell (each trace is the average
of 5–8 trials). Bar below traces shows the du-
ration and timing of the hyperpolarizing cur-
rent pulses in (A). Small transients are seen
with subthreshold RDs (closed squares, data
taken simultaneously with traces in [A1]).
Larger transients are seen with more action
potentials (closed circles, triangles, and in-
verted triangles correspond to data taken si-
multaneously with traces in [A2], [A3], and [A4],
respectively).
(B2) Data taken from the proximal dendrite,
z30 mm from the soma.
(C) Negative fluorescence image of the cell
whose data are shown in (A) and (B). “P” is
the pipette, “S” indicates the region analyzed
for the somatic Ca21, and “D” indicates the
region analyzed for the proximal dendrite.
(D) Summary of fractional changes, inte-
grated for 330 ms (SDF/F) following the offset
of the hyperpolarizing pulse, for five Fluo-3-
filled cells. Although the slope of the function
relating the fractional Ca21 signal to the num-
ber of action potentials varied between cells,
in general increasing numbers of action po-
tentials produced increasing intracellular
Ca21 loads. Matching symbols in (D1) and (D2)
correspond to the same cell; error bars are
standard error of the mean.

cellular mechanisms for use-dependent bidirectional this is not likely to be the only source of Ca21 influx
modification differ at excitatory versus inhibitory syn- during the RD, as the RD can evoke Na1 spiking. While
apses. One common element is that both excitatory Na1 spiking does not produce a direct Ca21 influx, Na1

(Lynch et al., 1983; Mulkey and Malenka, 1992) and inhib- action potentials, which are triggered in the initial seg-
itory (Kano et al., 1992; Komatsu and Iwakiri, 1993; ment of the axon, can backpropagate via active conduc-
McLean et al., 1996; Morishita and Sastry, 1996) syn- tances into the dendritic arbor, causing large transient
apses require postsynaptic Ca21 entry in order to induce increases in intracellular Ca21 mediated by opening of
synaptic plasticity. In our experiments, suppression of high-threshold voltage-gated Ca21 channels (Stuart et
plasticity by postsynaptic BAPTA indicates that Ca21 is al., 1997). Our experiments, as well as previous work
also required. In excitatory synapses, postsynaptic Ca21

(Muri and Knöpfel, 1994), suggest that in the cells of the
enters via the activation of NMDA receptors (Colling- DCN, a majority of depolarization-evoked Ca21 entry is
ridge et al., 1983) and/or voltage-gated Ca21 channels associated with Na1 spikes. Furthermore, it has been
(Grover and Teyler, 1990). In the present report, iono- shown that LTP of EPSPs in pyramidal neurons can be
tropic glutamate receptors were routinely blocked, and elicited by pairing postsynaptic spikes with low-fre-
the remaining IPSPs drove postsynaptic excitation by

quency synaptic stimulation (Magee and Johnston,
evoking an RD. The RD in DCN cells is thought to be

1997; Markram et al., 1997). Backpropagating spikestriggered by a low-threshold Ca21 spike that results from
can therefore act as a “coincidence” signal that canthe opening of T-type Ca21 channels (Jahnsen, 1986;
sum pre- and postsynaptic activation through a contri-Llinás and Mühlethaler, 1988; Muri and Knöpfel, 1994;
bution to the dendritic Ca21 transient.Mouginot and Gähwiler, 1995) and that has been shown

It is worthwhile to note that in DCN cells, the durationto transiently increase intracellular Ca21 concentrations
of the Ca21 transients considerably outlasted the dura-(Muri and Knöpfel, 1994). Indeed, it has been shown in
tion of spiking (Figure 5), raising the possibility that thehippocampal pyramidal cells and neocortical neurons
Ca21 transient did not solely reflect Ca21 channel open-that a significant fraction of Ca21 entry during subthresh-
ing during spiking. However, it is not unusual for Ca21old excitatory synaptic stimulation is mediated by low-
transients evoked by spike bursts to outlast these burststhreshold Ca21 channels (Miyakawa et al., 1992; Mark-

ram and Sakmann, 1994; Magee et al., 1995). However, by 500–2000 ms in a number of neurons, including DCN
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cells (Muri and Knöpfel, 1994) and hippocampal pyrami- Perhaps a protocol could be developed in which hyper-
polarizing pulses would produce minimal spiking, anddal cells (Jaffe et al., 1992). In fact, Markram et al. (1995)

showed Ca21 transients evoked by a single spike in a small dendritic Ca21 transient, and thereby induce LTD.
However, it should be emphasized that this could beneocortical pyramidal cells that required z1200 ms to

decay to baseline. In addition, it is possible that the difficult due to the variability in dendritic Ca21 transients
produced by somatic hyperpolarization (Figure 5D).Ca21 signals we record could have components that are

driven by voltage-sensitive Ca21 channels activated by Our data suggest a novel solution for a long-standing
problem in cellular synaptic plasticity: how do inhibitoryplateau potentials that may outlast spiking, or by Ca21

mobilization from internal stores. Furthermore, there ex- synapses produce postsynaptic Ca21 signals that are
required for use-dependent plasticity when they do notists yet another mechanism by which high-frequency

bursts of IPSPs may drive postsynaptic Ca21. GABAA directly gate a Ca21 conductance? A number of studies
in various brain regions have found that LTP or LTDreceptor channels usually carry a Cl2 influx but are also

permeable to HCO3
2. Prolonged high-frequency activa- of inhibitory synapses can be blocked by postsynaptic

application of a Ca21 chelator. However, the proposedtion of GABAA receptors can lead to a transient depletion
of the Cl2 gradient, resulting in an efflux of HCO3

2, and source(s) of this Ca21 transient have varied widely across
preparations. One explanation has been that the Ca21a consequent depolarizing response (Kaila et al., 1993;

Staley et al., 1995). This scenario is unlikely in our prepa- transient is not directly triggered by the IPSP. For exam-
ple, in “rebound potentiation” in the cerebellar in-ration due to the fact that the RD can be induced by

hyperpolarizing pulses alone. In addition, while there terneuron–Purkinje cell synapse, the Ca21 transient is
driven by coincident activation of excitatory climbingcan be some accommodation of the IPSPs during brief

trains, we do not observe a reversal of the IPSPs (see fibers, resulting in the subsequent activation of voltage-
gated Ca21 channels (Kano et al., 1992). Likewise, it hasFigure 3).

We propose the following model to describe use- been shown that LTD of IPSPs in neonatal hippocampus
(McLean et al., 1996) and LTD of the Purkinje cell–DCNdependent plasticity in the Purkinje cell–DCN synapse.

First, high-frequency trains of IPSPs will cause low- IPSPs in 5- to 9-day-old rat cerebellum (Morishita and
Sastry, 1996) require coincident activation of NMDA re-threshold Ca21 channels to open upon release from hy-

perpolarization, leading to a small Ca21 influx in the ceptors. A second explanation, which comes from stud-
ies of developing visual cortex, is that activation ofdendritic arbor. This would be sufficient to induce LTD.

Second, if this depolarization is sufficiently large, it will postsynaptic GABAB receptors potentiates phosphati-
dylinositol (PI) turnover and subsequent Ca21 mobiliza-depolarize the cell soma past the threshold for Na1 spik-

ing. Third, the Na1 spikes will then backpropagate into tion driven by adrenergic innervation, thus inducing LTP
of inhibition (Komatsu, 1996). Finally, it has been shownthe dendritic arbor, where they will induce the activation

of high-threshold Ca21 channels, further increasing the that in early development of the hippocampus (#P5),
depolarizing IPSPs can directly activate voltage-sensi-intracellular Ca21 transient and reaching the threshold

for LTP induction. Our data support this model, because tive Ca21 channels, thereby contributing to LTP of these
synapses (McLean et al., 1996). Because the experimentsconditioning that strongly evokes the RD and Na1 spik-

ing (IPSP trains at resting membrane potential, hyperpo- in our manuscript were conducted with excitatory syn-
apses blocked, it became possible to study the capacitylaring pulses alone) induces LTP as well as large intracel-

lular Ca21 transients, while conditioning given under for inhibitory synapses to undergo use-dependent modi-
fication in isolation. Our finding that the IPSP-drivenlimiting conditions (tonic hyperpolarization, QX-314) re-

duces Na1 spiking but does not eliminate the underlying rebound depolarization and subsequent spiking is the
key determinant of LTP and LTD induction in this syn-RD and thus tends to induce LTD. Due to a lack of a

specific and potent antagonist, it is not presently possi- apse is computationally significant, in that it describes
a mechanism for inhibitory synapses to undergo LTPble to test directly the role of low-threshold Ca21 chan-

nels. It is worthwhile to note that the key computational and LTD in a manner that does not require interac-
tion with noninhibitory synapses and that can functionfeature of this model, that RD-evoked spiking correlates

with both the amplitude of the postsynaptic Ca21 tran- throughout the life span of the animal (in mature syn-
apses with hyperpolarizing IPSPs).sient and the induction of LTP/LTD, would remain intact

even if additional sources of Ca21 (see above) were There are a number of avenues for future experimenta-
tion that are opened by the present observations. Atfound to contribute to the transient.

In our hands, hyperpolarizing pulses given in the pres- a cellular level, it will be interesting to determine the
biochemical mechanisms that couple RD-driven Ca21ence of QX-314 (which completely abolished spiking)

resulted in no alteration of synaptic strength (Figure influx to LTP and LTD of IPSPs. In glutamatergic syn-
apses, low and high postsynaptic Ca21 signals have2C). We show in Figure 5B that a hyperpolarizing pulse-

evoked rebound depolarization that is subthreshold for been suggested to differentially activate protein phos-
phatase 1 and Ca21/calmodulin-dependent protein ki-spike generation produces little or no Ca21 transient.

Thus, it is consistent with our model that no change in nase II, respectively (Lisman, 1989; Mulkey et al., 1993,
1994), resulting in dephosphorylation and phosphoryla-synaptic strength is evoked. This finding contrasts with

the observation that synaptic stimulation in the presence tion of postsynaptic AMPA receptors. Similar mecha-
nisms may be operative in inhibitory synapses. It hasof QX-314 resulted in LTD (Figure 2B), suggesting that

the RD generated by synaptic inputs (which are all over been shown that blockade of protein phosphatase activ-
ity can attenuate 10 Hz–induced LTD in Purkinje cell–the cell) is probably qualitatively different than that in-

duced by an electrode (a point source) at the soma. DCN synapses (Morishita and Sastry, 1996). Inhibition
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indicated, 100 mM QX-314 was included in the internal solution,of Ca21/calmodulin-dependent protein kinase II has also
and recording was begun after the Na1 action potentials ceased,been shown to block LTP of GABAergic interneuron–
typically 5–10 min after impalement. In Figure 2, samples were col-Purkinje cell synapses in the cerebellar cortex (Kano et
lected every 30 s and every two samples were averaged. IPSP

al., 1992, 1996). However, this may not be a common amplitudes were then normalized to baseline (t 5 25 to 0 min), and
mechanism for all GABAergic synapses, as the a isoform are expressed as the mean 6 SEM. When different conditions are

compared statistically, p is derived using the Mann–Whitney U test.of this enzyme is not found at GABAergic synapses
in the neocortex, thalamus, and hippocampus (Liu and

Ca21 ImagingJones, 1996, 1997).
Imaging of Ca21 transients was performed with 250 mm thick slicesAt a phenomenological level, it will be interesting to
cut and maintained as described above. The slices were placed indetermine if the present forms of LTP and LTD are satu-
a heated submersion chamber on a fixed-stage microscope and

rable, reversible, and input specific. One prediction of imaged with a 403 0.65 NA water immersion objective. Whole-cell
our model would be that LTD would tend to have a tight-seal recordings were made under direct vision using pipettes
greater degree of input specificity than LTP, due to the made from KG33 glass, filled with (in mM): K-gluconate (110), KCl

(20), NaCl (4), Mg-ATP (4), phosphocreatine (10), GTP (0.3), HEPESbroad invasion of the dendritic arbor by backpropa-
(10), and Fluo-3 K salt (0.2) or Calcium Green-1 K salt (0.2) (pH 7.2gating spikes in the latter case. Another prediction is
with KOH). Electrical recordings were made with a List EPC27 inthat cross talk may occur between glutamatergic and
current-clamp mode. Fluo-3 or Calcium Green-1 was excited by

GABAergic inputs to the cells of the DCN. This could light from a mercury arc lamp (HBO100) passed through a 450–490
provide a mechanism by which mossy fiber–driven Ca21

bandpass filter and an FT510 dichroic mirror. The emitted light from
signals could produce LTP/LTD of GABAergic synapses, the fluorophores was passed through a 520 longpass filter and was

collected by a Cohu 4982 CCD camera at 10 bits through a DD2000or vice versa, and is consistent with previous observa-
frame grabber board (Axon Instruments), controlled by Axon Im-tions that NMDA receptor activation can trigger LTD
aging Workbench (AIW, version 2.0192). To ensure synchrony of theof IPSPs in the DCN (Morishita and Sastry, 1996). An
physiological and optical data, the falling edge of the trigger output

interesting interpretation of these data is that LTP and of AIW was used to reset the camera vertical sync signal and to
LTD of IPSPs may serve as a synaptic “homeostatic” trigger electrophysiological acquisition. Data were collected at
mechanism to regulate the overall excitability and dy- video rate (33 ms/frame) in small regions and analyzed offline. Calcu-

lations of fractional changes in fluorescence over selected regionsnamic range of the DCN cell. Thus, large amounts of
were computed by subtracting the background fluorescence in apostsynaptic spiking will potentiate IPSPs, making the
region near the cell with no visible processes, and by normalizingcell less likely to fire more action potentials, whereas
the data by the resting fluorescence determined from the average

LTD tends to be induced when the postsynaptic activity of the first two (unstimulated) frames. Occasional image sequences
is limited, increasing the probability of postsynaptic revealed excessive delays by AIW or artifacts from arc wandering
spiking. The details of these phenomena will be of great (visible in the background light levels) and were not included in the

analysis.importance in building models of cerebellar motor learn-
ing that incorporate synaptic information storage at both
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