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Tight t-Designs and Squarefree Integers

E. BANNAI AND S. G. HOGGAR

The authors prove, using a variety of number-theoretical methods, that tight I-designs in the
projective spaces FP" of 'lines' through the origin in F": I (F = C, or the quarternions H) satisfy
I ,,; 5.

Such a design is a generalisation of a combinatorial I-design. It is known that I ,,; 5 in the cases
IF = ~, 0 (the octonions) and that I ,,; II for tight spherical I-designs; hence the author's result
essentially completes the classification of tight I-designs in compact connected symmetric spaces of
rank 1.

1. INTRODUCTION

The story of t-designs goes back to the combinatorial type, generalised by Delsarte
Goethals-Seidel [7] to t-designs on a sphere, and by Neumier [22] to t-designs in a Delsarte
space, including the projective spaces IFP" of 'lines' through the origin in IF" + I, where IF
denotes the real numbers IR, complex number C, quarternions IHI, or octonions O. (It
is convenient here to use n + 1 for the dimension of the associated vector space, denoted
by n in [3, 15]). t-designs have connections with (at least) harmonic analysis, cubature,
group theory, combinatorics, and geometry. Examples and applications may be found in
[5,7,13,15,17].

To state our main result, on the classification of tight t-designs, we require some notation.

NOTATION. Let S = CP" or IHIP". With IHI acting on IHI"+I on the right, let x = [a],
y = [b] be projective points in S with representative unit vectors a, b. The inner product
(x, y) equals la*W, where a* denotes the conjugate transpose of a. The following applies
to a finite subset X s S:

A {(x,y):X,YEX,x=lY};

m t(1F: IR); s = 1 if 0 E A, otherwise s = 0;

k IA \{O}I; a = mn; t = m + s - 1;

Y 2k + a + r; z = k + r;

Qk(X) 2kH(Y) , ±(-ly (~) i(~ x":',
k+e(Z). k. i~O I i(Y 1)

Rk(x) Qo(x) + QI (x) + ... + Qk(X),

which equals the expression for Qk(X) but with 'Y - l' replaced by 'Y' [15]. Here,
o(a) = 1 = (a)o and ,(a) = a(a - 1) ... (a - r + 1), (a), = a(a + 1) ... (a + r - 1)
(r EN).

In fact Rk(x) = «a + m)kH/(m)k+e)P1'"r)(2x - 1), and Qk(X) = (Y.(a + mh+'~I/

(m)kH)Pt~l,r)(2x - 1) [15], where the Jacobi polynomials P1',.r)(y) (see [26], Chapter IV)
arise in a definition of t-design via harmonic analysis on S [3].

1.2 DEFINITION. A finite subset X s S is a t-design in S if

L Qi«X, y» = 0,
xeX

v» E X, i = 1,2, ... , t.

For the extra condition of tightness we need a background result [3], [22, pages 70-81].
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1.3 THEOREM. In the notation of 1.1, every t-design X in S satisfies t ~ 2k + f; and
IXI ~ Rk(l) ·

1.4 DEFINITION. A tight t-design is a t-design for which t = 2k + s or equivalently
([3,22]), for which IXI = Rk(I).

1.5 THEOREM (main result). IfX is a tight t-design in one of the projective spaces ClPn or
IHIlPn, then t ~ 5.

1.6 REMARK. With [I, 2, 16] this confirms the conjecture [16] that t :::; 5 for all tight
r-designs in IFlPn, for each of IF = IR, C, IHI, O. For general IF this is best possible in the sense
that tight 5-designs in IRlPn and OlPn are known. Examples are given below. As far as
the authors are aware, the existence of tight 5-designs in ClPn and IHIlPn remains in open
question-to be explored elsewhere as part of an attempt to resolve the 'unknowns' in the
table below.'

EXAMPLE I (Example II of [15]). A tight 5-design of 98280 points in 1R1P23 with
A = {O, /6' t } is obtained from the minimal vectors of the Leech lattice.

EXAMPLE 2 (Example 10 of [15]). There is a tight 5-design of 819 points in the Cayley
plane O1P2

, related to group 3D4 (2), and forming a generalised hexagon based on
A = {O, t, t } (see [6] for full details).

It is known [2] that t ~ II for tight t-designs on a sphere in IRn+ 1 (n ~ I). Indeed, for
n ~ 2 they exist precisely for t = 2,3,4, 5, 7, II. Examples are found in 8·3 to 8·5 of[7] ,
which yield also the tight t-designs in IRtpn that are cited in the following table along with
examples 2 to 10 of [IS]:

Some tight t-designs in IF!?" ( IF = R C, IHI , 0 )

I = 2
1=3
1=4
1=5

8·3
8-4

none
8·5

cr

5,8
2,6,7

Unknown
Unknown

IHI r

Unknown
3,9

Unknown
Unknown

or

Unknown
4

Unknown
10

Spheres, together with the n~n above, constitute the spaces in the following corollary.

1.7 COROLLARY. IfX is a tight t-design in one ofthe compact connected symmetric spaces
of rank I and topological dimension greater than I , then
(a)t~ll,

(b) for any pair ofdistinct points , the associated inner product is the reciprocal ofan integer.

PROOF. For (a) the preceding remarks suffice. Part (b) is known in the spherical case and
for IFtpn with IF = IR, 0 [1, 2, 16]. For IF = C, IHI the main result , Theorem 1.5, enables us
to assume t :::; 5. By Theorem 1.9 and Remark 1.12 it remains to check for four quadratic

t Added in proof A subsequent result : the only tight 4 or 5-designs in any IF!?"- Iare Examples I and 2 on this
page. See S. G. Hoggar, Tight 4 and 5-designs in projective spaces . To appear in Graphs and Combinatorics.
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polynomials (cases 1 to 4 of 1.8) that if the roots are rational then they are integral. This
is an easy divisibility argument.

How THE MAIN RESULT IS PROVED

1.8 FOUR CASES. In the notation of 1.1, we have m = 1 or 2 and S = 0 or 1. It proves
useful to consider separately the four cases of the pair (m , s), as in the table below:

Case m E (J r Y z

I 2 0 2n I 2n+2k+l k +1
2 I I n I n+2k+1 k+l
3 I 0 n 0 . n + 2k k
4 2 I 2n 2 2n+2k+2 k + 2

1.9 THEOREM [16], [22, p . 70- 81]. For a tight t-design X in S we have, in the notation of
1.1:
(a) the elements of A are the roots of :x: Rk(x);
(b) these roots are rational.'

The key to the proof of the main result is to show that Rk(x) has at least one irrational
root if t ~ 6. Our two main tools for this are Newton polygons, and the discriminant of
Rk(x).

1.10 THE NEWTON POLYGON [8]. Let f(x) = 1: ~; o C;.-! be an integral polynomial
(C; E if ). Then the Newton polygon off(x) for prime p is the lower boundary of the convex
hull of {(i, [[C;]]p): C; #- OJ, where [[C;]]p denotes the index of pin C, (see 2.1).

1.11 THEOREM [8]. If an edge of the Newton polygon of f( x) for some prime has non
integral slope, then f(x) has an irrational root .

(1.1)f (x) = ±(k) (Y - i) x.
i~O i z - i

1.12 REMARK. If C is a non-zero constant, then the roots ofj(x) = C( - xlRd - I/x)
are the negative reciprocals of those of Rk(x). In particular, Rk(x) has an irrational root if
and only if f(x) does, and by choosing C = k! /(m - 1)!(0' + m)k_m +l , we obtain an
integral polynomial

Again, for the notation see 1.1.

EXAMPLE 3. We eval uatef(x) corresponding to a tight II-design in 1Hl1P7• H ere m = 2,
S = 1, k = 5, n = 7, so that Y = 26, z = 7. The reader may wish to verify that the
Newton polygon of f(x) for prime p = 23 is the figure ABC below:

Since AB has non-integral slope - ±, it follows from Theorem 1.11 thatf(x), hence Rk(x),
has an irrational root. Therefore, by Theorem 1.9, there does not exist a tight II -design in
1Hl1P7

•
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1.13 THE DISCRIMINANT. Let Rk(x) have roots XI' X2' ... ,Xk' Then the discriminant
of Rk(x) is defined to be

L1 = TI(x; - X)2 (l ~ i < j ~ k).

In fact, since Rk(x) is a constant multiple of the Jacobi polynomial i{'Tl(2x - 1), we have
from the results of Hilbert [26, p. 142] that

k

L1 = n VV(lT + vy-I(r + vy-l(lT + r + k + V)k-v
v=l

(1.2)

up to multiplication by the square of a rational number. For each of Cases 1-4 we use this
formula with the table of 1.8 to write down a product D, which must be the square of an
integer if Rk(x) has only rational roots.

We then prove that D cannot be a square by considering certain sets of squarefree integers
ai' ... , aL defined by N + r, = a;x7 (1 ~ i ~ L), where 0 < r1 < r2 < ... < rL , and
N and the X; are positive integers.

In Section 2 we establish inequalities for the products of such a., which are applied in
Sections 3, 4 and 5 to obtain the desired contradiction for Cases 1, 2, 3 and 4 respectively.
Newton polygons appear in Section 5; as also in Section 6, where remaining exceptional
cases of k are settled by congruence techniques.

1.14 HENCEFORTH WE ASSUME n ~ ~. The case 1 < n < ~ was settled in [4], partly on
the basis of the following theorem, which we prove in Section 7.

1.15 THEOREM. Let M, r be positive integers satisfying r ~ 63, M ~ 2r. Then (M), has
a prime divisor p > 2r.

2. PRIME NUMBERS AND SQUAREFREE INTEGERS

The results of this section are crucial for exploiting the fact that if Rk(x) has no irrational
root then its discriminant is a square.

2.1 NOTATION. Let N, L, Nt, ... , NL be positive integers, p a prime.

[N1N2 • •• Ndp (number of factors IV; divisible by pl.

UN]]p p-index I of N, the highest power of p that divides N. We also write

lllN.
[N] greatest integer not exceeding N.

(N) N - [N], the fractional part of N.

rNl least integer not less than N.

EXAMPLES. [N!]p will be taken to mean [1, 2 ... N]p, which equals [Nip].

00

[[N!]]p = L [Nlpij;
;=1

[X] + [y] ~ [x + y] ~ [x] + [y] + I} ;
[x - y] ~ [x] - [y] ~ [x - y] + 1

(2.1)

(2.2)

1 + [N ; 1] = r:1 (p, N EN). (2.3)
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j~1 (to d;i-
j

)

, co

L L dii - j

i = Oj = ;+ 1

r co t d
= Ld;Ls = p-t'

i~O s~IP

taking account of the factor (- I)i+ I =

2.2A LEMMA. Let P be any prime. Let the integer L > I have p-adic expansion
do + dIP + . .. + d.p' , with digit sum d = L d.. Then

(i) f /~) = ~t;
j = 1 \p p -

(ii) f (-I)i+ 1 / ~ ) = (do - d, + (/2 - .. .)/(p + I);
j= 1 \p

(iii) ifpallL! then IX = (L - d)/(p - I).

PROOF. (i)

(ii) This is a similar calculation to (i),
(-I)i(-I)5+I,s =j - i. .

(iii) This is an old result of Legendre which we need, conveniently reproved here for
completeness. We have, using (2.1),

= ~I - ~I ' by part (i).p- p-

2.2 THEOREM. For any prime p, and integer L > I, let pa ll L!. Then

L
IX ~ --I - log, (L + I).p-

PROOF. Let L have p-adic expansion do + dIP + . .. + d.p', with digit sum L
d, = d = t(p - I) + u, where t e Z, 0 ~ u < p - I. The least positive integer with digit
sum dis

L o = (p - I) + (p - I)p + ... + (p - I)p,-I + up'.

Then Lo ~ L, and (from the fact that f(x) = Xl /(x -I) is decreasing for x ~ 3) we have
p" ~ (u + I)p-I (0 ~ U < P - I), and so

u
logp(u + I) + t ~ --I + t,

p-

by Lemma 2.2A(iii),

on substituting for d,

So we obtain

L d
p-I-p-I'

L u
---t---
p-I p-I'

L
~ --I - 10gp(Lo + I)p-

L
~ --I - log, (L + I).

p-

(Equality occurs if and only if L + I is a power of p.)
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2.3 THEOREM. Let p be a prime. For positive integers L, M(L > I) write M + i = aix7 ,
~ i ~ L, where the a, are squarefree integers. Then:

(a) [at . . . aLlp ~ 1 + [(L - I)!]p (= [Llpl);

L+1 p-I (P+I P-1)
(b) [at . . . aLlp ~ p + 1 + p + 1 log, -2- L + -2- ;

(c) if M ~ L2/4 then the a, are distinct.

PROOF. (a) Let M + R + 1 be a factor amongst M + I , ... , M + L with highest
p-index. Then [M + i]p = [(M + R + I) - (M + i)]p = [R + 1 - i]p, and so
[at .. . aL]p ~ [R!]p . Indeed, writing S = L - R - I, we have

[a l . . . aL]p ~ + [a l . . . aR]p + [aR +z ••• aL]p

~ 1 + [Rip] + [Sip]

~ 1 +[R;SJ.

by (2.2), which equals the right-hand side of (a).
(b) We use a refinement of the above argument, employing the fact that factors M + i

with even p-index do not contribute to [at ... aL]p. We have
a:; 00

[a l . · · aL]p ~ 1 + L (_l)i+'[Rlpi] + L (-ly+1 [Sli]
i = 1 i~ 1

1 + ~ (- l) i+ 1 (!!, _/~) + ~ _ / ~))
i~1 pi \p' pi \pl

= 1 + R + S - f (_ 1Y+ 1 ( / ~) + / ~)) .
p + 1 ;= 1 \p \p

Let R, S have respective p-adic expansions L;=o b.p' and L:=o c.p', Then by 2.2A(ii) the
above expression yields

(2.4)

where (as before) R + S = L - I, and e = - bo - Co + b, + C1 - b2 - C2 + . .. .
Without loss of generality we may assume e > 0, and write e = 2t(p - 1) + u for
integers t, u with 0 ~ u < 2(p - 1). The smallest integer Lo which is the sum of two
integers L b;pi and L C;pi such that -b~ - c~ + b; + c; - ... = e is La = 2(p - l)p +
2(p - 1)p3 + 2(p - l)ps + ... + 2(p - l)p2t-1 + Up21+1. Thus

L - 1 ~ Lo = U.p21+1 + 2(p - I)p(l - p2/)/{l _ p2),

whence

(p + I)L ~ (u(p + I) + 2)p21+1 - (p - 1),

so that

10gp(L(p + I) + (p - I» ~ 2t + 1 + logp(u(p + 1) + 2). (2.5)

Substituting for e in (2.4) and using (2.5) to give an upper bound for t, we obtain

[a) .. . aL] p ~ (L + P + 2t(p - 1) + u)/(p + 1)

L+I p-1 u
~ --I + --I (logp(L(p + I) + p - I) - logp(u(p + 1) + 2» + --I .

p+ p+ p+
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To complete the proof it suffices to show that u ~ (p - 1) logp(tu(p + 1) + 1), or
equivalently

pu/(p-I) ~ tu(p + 1) + 1,

for °~ u < 2p - 2. But this follows from the fact that both sides are equal for u = 0,
u = 2p - 2, and that the second derivative of the left-hand side is positive while that of
the right-hand side vanishes.

(c) We slightly sharpen a calculation of Erdos in [10]. Suppose M + i = axi, M + j =
ax], with 1 ~ i < j ~ L. Then L - 1 ~ I(M + j) - (M + i)1 = a(xJ - x~) ~

Ja(xj + x;) < 2JM.

2.4 THEOREM. For positive integers L, N write N + 2i = AiX;z, 1 ~ i ~ L, where the
Ai are squarefree. Then, for odd primes p:

(a) [AI' .. AL]p ~ 1 + [(L - 1)!]P(= rLlp]):

L+l p-l (P+I P-I)
(b) [AI' .. AL]p ~ p + I + p + I log, -2- L + -2- ;

andfor p = 2,

2L
(c) [AI' .. ALlz ~ 3 + I + t log, L.

PROOF. (a), (b). For odd prime p's the estimates for [AI' .. ALL are exactly the same
as for [a l ••• ad p in the proof of Theorem 2.3.

(c) Put M = N + I and define aI' ... ,an as in 2.3. Then by 2.3(b),

[ ] _ [ ] 2L + I 1 I (3 1 ) 2L 1 I IAl ... AL Z - al··· an Z ~ 3 + "3 ogz L +"2 ~ 3 + "3 ogz L + ,

since 3L + t ~ 4L.

We conclude with a key inequality.

2.5 THEOREM [12]. Let AI' ... , ALbe distinct squarefree integers. Then

(VLL! < AIAz . . . AL (L ~ 64).

Note that we will often abbreviate the product a l ••• aZq to Ilc., and similarly for the Ai'

3. CASE I: 2k-DESIGNS IN IHlpn

We are assuming n ~ k Z and that Rk(x) has only rational roots. We then find that k ~ 3
involves a contradiction. Using the table of 1.8 and formula (1.2) for the discriminant of
Rk(x) we find a product D which must be the square of an integer, namely

{

(k + I)(n + n, if k = 2q,
D - (3.1)

- (n + 1Mn + q + 2)q if k = 2q + I.

We deal with both cases together by writing

n + i

n + j = ajx]

n + j + 1 = ajx]

where the a's are squarefree.

ifk=2q }

if k = 2q + 1

for 1 ~ i ~ q,

for q + 1 ~ j ~ 2q,
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3.1 THE PRODUCT ITa;:k ~ 143. The technique in this range of k is to find an upper
bound of ITa; which is exceeded by the lower bound given in Theorem 2.5. The following
theorem is the first step.

3.2. THEOREM. For Case I we have

aj • • • a2q I(2q + I)! n p
p<2q

(k ~ 3).

PROOF. (a) k = 2q, q ~ 2. Suppose p IITa;, for a prime p. Then pi D. Suppose that
p > k + 1. Then p divides a unique n + i and so, as D is a square, p has even (positive)
index in this n + i. But this implies the contradiction p + a.. Thus p ~ k + I must hold.
If p = k + I then again p divides a unique n + i , but this time the factor k + I in D
requires that p have odd index in n + i. Hence p IIITa;. p = k( = 2q) is impossible.
For p < k we use 2.3(a) to obtain [a) ... aZq]p ~ [(2q - I)!]p + 1. Thus ITa; divides
(2q - I)!(k + I)ITp<kP, which in turn divides (2q + I)! ITp <Zq p.

(b) k = 2q + I, q ~ 1. Let p IITa; for some prime p. Then pi (n +. Ih. Case p ~ k
cannot occur, since such a p divides a unique n + i, so divides no a; as D is a square. For
p < k we observe that our 2q squarefree integers a; belong to a set of k = 2q + I such
numbers corresponding to the factors of(n + I)k' Hence, setting L = 2q + I in 2.3(a), we
see that ITa;divides (2q)! ITp<2q+1 P which, since 2q is not prime, divides (2q + I)! ITp<2qp.
This completes the proof of Theorem 3.2.

REFINING THE BOUND. Let 2' , 311 11(2q + I)! and 21, 3b
ll ITa;. Then, from Theorem 3.2,

al . . . aZqI21- ·3b-Il(2q + I)! n p.
p<2q

Setting L = 2q + I in 2.2 gives

(3.3)

p

[(2q + I)!]z ~ 2q - log, (q + I),

[(2q + I)!h ~ q + t - log)(2q + 2).
(3.4)

With L = 2q + I in 2.3(b) we obtain

y ~ t(2q + 2 + logz(3q + 2» ,

() ~ t(q + I + log)(4q + 3».

Furthermore, we have from [25, Theorems 9 and 18] the inequalities

(3.5)

L> 0,

o < L < 108
•

(3.6a)

(3.6b)

Now, by 2.3(c) with L = k, M = n, all of ai' .. . , aZq are distinct, so by Theorem 2.5

(2q)! 32q2 -2q < al ••• a2q (q ~ 32),

which, by (3.3) to (3.6a), is less than

2-4q/)25/33 - q/2(3q + 2)1 /3(4q + 3)' /Z(q + n'. (2q + I)! 32q.

It follows easily that

(q ~ 32), (3.7)
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which is a contradiction for q ;;:: 300. On the other hand, invoking (3.6b) , we have

121

(3)2q (27 )q/6-; 16 < 19(q + 1)4,

This inequality in false for q ;;:: 71 (k ;;:: 143).

o < q < 108
•

(3.8)

3.3. THE NUMBER OF DISTINCT a.: 10 :::;; k :::;; 142
Case k = 2q, k + I not prime. In this case D = (k + I)(n + I), is assumed to be a
square. From Erdos and Selfridge [12] we have

If n > k ;;:: 3 then some prime

Po ;;:: k has odd index in (n + l)k'

But here k, k + I are not prime, hence Po > k + 1, and so D cannot be a square

Case k = 2q + 1, or k = 2q with k + 1 prime. By considering the product D of (3.1),
which must be a square, we have for any prime p,

if p < kthen p has even index in IIai>}
if p ;;:: k(p '" k + I) then p,r IIa j ,

if p = k + 1 then p IIIIaj •

With the following lemma, this gives an effective bound on the number of a., yielding a
contradiction.

3.4 LEMMA. If the prime p has even index in a\ . . . a2q then

PROOF. In both cases k = 2q, k = 2q + 1 of D the qj are a subset of the squarefree
parts of k successive integers, so by 2.3(a) , [a\ .. . a2q]p :::;; rk/pl. But since the left-hand side
is even , the bound may be reduced by I if rk/pl is odd. This gives the conclusion of the
lemma.

Now let p, denote the rth prime. Since there are 2q integers a., we have

2q = I{i, I :::;; i :::;; 2q: every prime divisor of a, is less than p,}1 (3.9)

+ l{i, 1 :::;; i :::;; 2q; a, has a prime divisor p ;;:: p,}J .

An upper bound for the first expression in brackets is 2,-1, and one for the second is, by
(3.8) and Lemma 3.4,

Bp, = P + L Uk/pl - Uk/pl mod 2)),
p, ';;p<k

where P = 1 if k + I is prime; otherwise P = O. Thus

2q :::;; 2,-1 + Bp. ,

(3.10)

(3.11)

We obtain the following contradiction of (3.11)

2q > 4 + Bs· for 10 :::;; k :::;; 55,

2q > 8 + B7 for 56 :::;; k :::;; 142.
(3.12)
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k

4 + s,
10

9

11

8

55

52

k 55

46

100

93

142

134

3.5 EXCEPTIONAL VALUES: k = 3, 4, 5, 6, 7, 9. These are dealt with in Section 6.

4. CASE 2: (2k + I)-DESIGNS IN iClFD"

We recall our assumption that n ~ k 2 and that Rk(x) has only rational roots. Our
product D which must be a square is:

{

(K + I)(n + 2)(n + 4) ... (n + 4q),

D = (n + 2)(n + 4) ... (n + 2q) x }

(n + 2q + 4)(n + 2q + 6) . .. (n + 4q + 2)

We then write

if k = 2q,

if k = 2q + I.
(4.1)

n + 2i

n + 2j AjJS2 if k = 2q }

n + 2 + 2j = Aj JS2 if k = 2q + I

where the A 's are squarefree.

for I ::::; i ::::; q,

for q + 1 ~ j ::::; 2q,
(4.2)

4.1 THE PRODUCT nAt, k ~ 65. To achieve the required upper bound for AI . .. A2q we
have:

4.2 THEOREM. In Case 2,

AI ... A2qI(2q + I)!. n p , 2). (some A. EN).
p <Zq

PROOF. The argument is entirely analogous to that ofTheorem 3.2 in Case I, with 2.4(a)
in place of 2.3(a). The extra factor 2). results from the exceptional case p = 2.

REFINING THE BOUND. As before, we write 2", 311 II (2q + I)!, 2Y, 3"" nAt, so that

AI . .. A2qI2Y-"y-II(2q + I)! n p. (4.3)
p<2q

We observe that if n is even, the problem reduces to Case I on taking out the square 22q
from D (now M = n12, L = kin 2.3(c). So let us assume that n is odd. Then y = 0 and
we may set L = 2q + I in both 2.2 and 2.4(b) to obtain

a ~ 2q - log2 (q + I) ,

fJ ::::; q + t - log} (2q + 2), (4.4)

b ::::; Hq + I + log}(4q + 3)).

By 2.3(c) (L = 2k, M = n) the A; are distinct, so finally, for q ~ 32 (2q! 32q2- 2q <
A I . . . A2q' by Theorem 2.5 , < 2-2q3-q/2 • 2(q + 1)2(4q + 3)1/2(2q + I)! 32q by (4.3), (4.4)
and (3.6a) , whence

3q < 64(q + Ir
This is a contradiction for q ~ 32 (k ~ 65).

(q ~ 32). (4.5)
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4.3 THE NUMBER OF Ai: 3 ~ k ~ 64. As noted earlier, we may assume that n is odd,
so th at 2 is a divisor of no Ai' Therefore, by the argument used for (3.11), we have an
inequality of the form

2q ~ 2, -2 + Bp, (r ~ 2) (4.6)

where Bp, ~ I{i, I ~ i ~ 2q: Ai has a prime divisor p ~ p, }I.

It remains to determine a suitable Bp, for k = 2q, 2q + I .

k = 2q, k + I prime. If k + I is prime, the restrictions (3.8) hold for p. As a result, the
method of Case I rules out 10 ~ k ~ 64 (k + I prime) with Bp, as in (3.10). Further, using
the restriction p #- 2, we obtain the contradiction 2 + B3 = 3, 5 for k = 4, 6 respectivel y
in (4.6).

k = 2q, k + I not prime. Here p A' ITA; if p = 2 or p ~ k, so (4.6) holds with

Bp, = I rklpl.
p,~p<k

This gives the contradiction 4 + B7 < 2q for 8 ~ k ~ 64.

(4.7 )

k = 2q + 1. Here we may again use the value of Bp, in (3.10) with (4.6). Now Case
rules out the odd values k = II , 13, ... , 63. Furthermore, (4.6) is contradicted by

I + B3 = I , 3 for k = 3, 5 and 2 + B, = 4, 6 for k = 7,9. This completes Case 2 for
all k ~ 3.

5. CASES 3 AND 4: 2k-DESIGNS IN CIP" AND (2k + I)-Designs in HIP"

We continue to assume that n ~ ~ and that Rk(x ) has only rational roots. Then the
follo wing expression D is a squa re:

D = g(q).(N + 2)(N + 4) (N + 2q),

x ( Y - I )(Y - 3) (Y - 2q + I), (5.1)

where the values of g(q), N , Y (and z for later) are given in table (5.IA) below. Henceforth
32q refers to Case 3 with k = 2q, and so on:

Case N Y z g(q)

32q n n + 2k 2q (2q)!
32q+ 1 n n + 2k 2q + I (2q + I)!

(5.IA)42q 2n 2n+2k+2 2q + 2 (2q)!(q + I)

42q + 1 2n 2n+2k +2 2q + 3 (2q + I)!(q + I)

We will again have 2q squa refree integers, but this tim e we must consider them as two
set s of q. Note htat N and Y - I have opposite parity. Additional techniques to those used
in Cases I and 2 are required. We define

N + 2i

A

aix7 (l ~ i ~ q);

B

Y + I - 2j = bjyJ (l ~ j ~ q);

[bl . . . bq] p-
(5.2)
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5.1 THE PRODUCT IIajbj ; k ~ 171. The following theorem compares with 3.2 and 4.2:

5.2 THEOREM. In Cases 3 and 4 we have

IIajbjl (2q + 3)!(2q + 1)(2q + 3). n l.2/
,j2q<p<q

5.3 LEMMA. Let p be an odd prime; then
(a) A + B == [[g(q)]]p (mod 2), and
(b) A + B ~ [(2q)!]p + 2.

(l EN).

PROOF OF LEMMA 5.3. (a) holds because D is a square. For (b) we have

A + B ~ 2([(q - I)!]p + I)

~ [(2q)!]p + 2

by 2.4(a),

by (2.2).

PROOF OF THEOREM 5.2 Since A, B ~ I if p = 2q + I, or p = 2q + 3, it suffices to
show that, for p an odd prime, we have

A + B ~ [[g(q)]]p + 2

A + B ~ [[g(q)]]p

A + B = 0

for all p,

unless .j2q < p < q, P = 2q + 1, or p = 2q + 3,

if p > 2q + 3.

by 5.3(a).

since p2 ~ 2q;

by 5.3(b); ~

from (5.IA);

Co =

The first statement is immediate from 5.3(b) and the table of (5.1). For the rest, we consider
three cases.

p ~ J2q. We have

A + B ~ [(2q)!]p + 2,

~ [g(q)]p + 2,

~ [[g(q)]]p + 1,

~ [[g(q)]]p,

q ~ p ~ 2q. We have p ~ q ~ 3, implying p2 > 2q + 1. With p ~ 2q this gives
I ~ [g(q)]p = [[g(q)]]p- On the other hand, p ~ q, and thus A, B ~ I and

A + B ~ 2 ~ [[g(q)]]p + 1.

Hence, by 5.3(a),

A + B ~ [[g(q)]]p-

p > 2q + 3. We recall the polynomial (1.1) of Remark 1.12, which has rational roots
precisely when Rk(x) has, namely f(x) = I:~=o c.x', where

(
Y) = Y( Y - 1) ... (Y - z + 1) ,
z z(z - 1) ... 1

k (Y - 1) = k (Y - 1)(Y - 2) ... (Y - z + 1)
z - 1 (z - 1)(z - 2) ... 1 '

(
y - k).
z - k
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Suppose that, in the notation of (5.2), we have B > O. Then paII Y - i for some odd 0( and
odd i with Y - i > Y - k. But P > 2q + 3 ~ z, so i is unique and p does not divide zL
Thus the Newton polygon of f(x) for the prime p has the form PQR below:

<.o I. . . i i +1

(5.3)

Since f(x) is assumed to have no irrational root, the slope ( - O()j(i + 1) of PQ must be an
integer, by Theorem 1.11 (a vital step in our argument). But this implies the contradiction
that i is even. So B must be zero after all. But now, from p > 2q + 3, we have [[g(q)]]p = 0
and A ~ 1, whence

A + B ~ [[g(q)]]p + 1.

With 5.3(a) this implies A + B = O. Thus the proof of Theorem 5.2 is complete.

THE CONTRADICTION FOR q ~ 85 (k ~ 171). For Cases 3 and 4 let

z-, 311 11(2q + 3)! and 2Y, 3b II IIa;bj •

Then, by Theorem 5.2,

IIa;bj 112y- a3b
- ll(2q + 3)!(2q + 1)(2q + 3) n p2.

.j2q<p<q

Further, we shall assume

(5.4)

q ~ 85, so that J2q > 13,

and, by (3.6),

n p2 < 32qjG,

.j2q<p<q
(5.5)

(5.6)

(5.7)

(5.8)

where we may replace 32q by e2q when 0 < q < 108
• Bounds for 0(, pare, from L = 2q + 3

in 2.2,

0( ~ 2q + 2 - Iog2 (q + 2),

P~ q + t - log, (q + 2).

The second bound includes the observation that log32 < 1. For bounds on y, () we need to
consider a\ ... aq and b, ... bq separately.

Let p = 2. Since N, Y - 1 have opposite parity (see (5.IA)), one of the products
(N + 2)(N + 4) ... (N + 2q) and (Y - I)(Y - 3) ... (Y - 2q + 1) consists of odd
numbers; the other of even. Hence the bound on y comes from squarefree numbers on just
q consecutive even integers. Thus 2.4(c) applies with L = q. On the other hand, for p = 3
we can apply 2.4(b) with L = q and double the given bound. The result is

y ~ 2
3
q + 1 + t log, q,

() ~ tq + t + log, (2q + 1).

We need all 2q squarefree integers to be distinct. To ensure this we use 2.3(c) with: for
Case 3, L = 2k - 2, M = n + 1; for Case 4, L = 2k, M = 2n + 1. Throughout,
n ~ ~ implies M ~ L2j4, as required. Thus, from Theorem 2.5,

(2q)! (t)2 q < al ... aqb\ ... bq (q ~ 32).
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Combining this with (5.4) to (5.7), we deduce

(i~)q/6 < 32(q + 2)8ijG (q ~ 85) (5.9)

which gives a contradiction for q ~ 380. To extend this downwards we replace 32q by e2q

in (5.5); then (5.4) to (5.8) give

(_3
e

)2q (2
176

)q/6 < 32(q + 2ttjG

This is a contradiction for q ~ 85 (k ~ 171).

THE RANGE 3 ~ k ~ 170. We need to distinguish again the four cases in (5.1A). The
proof in Theorem 5.2 that A + B = 0 for p > 2q + 3 goes through for p > z, and so

p .r na;bj if p > z. (5.10)

Thus we have once more an inequality of the form

2q ~ 2,-1 + Bp, (r > 1), (5.11)

where, by (5.10) with 2.4(a) and 5.3(a), we may set

Bp, = L (2rqjpl - ([[g(q)]]p mod 2».
PT~P~Z

(5.12)

Then (5.11) is contradicted by 8 + B7 < 2q for 9 ~ q ~ 84 in all four cases. Also,
2 + B3 = 3 < 2q for 32q with q = 2. The remaining values of q are either settled by
4 + B, < 2q or are counted as exceptional and treated in Section 6. The table below is a
convenient reference:

Case q: 4 + B, < 2q

3, , 8
4, , 8
4,5,7,8

7

Exceptional values of q

None
1,2,3
2,3,6

1,2, ... , 6, 8

6. EXCEPTIONAL VALVES OF k: CASES 1, 3 AND 4

In this section we eliminate the possibility of tight t-designs in complex or quaternionic
projective spaces for certain low values of t. As described in Section 1, this comes down to
proving that a certain product D of integers cannot be a perfect square by considering the
squarefree parts a; of its factors:

N + r, = a;x7, i = 1,2, ... , 0 < r 1 < r2 < . . . . (6.1)

For D and the details of (6.1) see (3.1), (3.2) in Case 1 and (5.1), (5.2) in Cases 3, 4. The
a; will always be distinct, under our assumption n ~ k 2 (1.14 with Theorem 2.3), but here
we switch to congruence techniques plus the Newton polygon (see 1.10). First, a simple but
vital remark which we often use implicitly:

6.1 REMARK

(a) For prime p and integers n, i: pin + i if and only if pin + 1 + p.
(b) With prime divisors restricted to 2, 3 there are just four distinct squarefree integers

1, 2, 3, 6; similarly for other prime pairs.
(c) With prime divisors restricted to 2, 3, 5 the number of distinct squarefree integers is

eight, and their product is 24.34.54; similarly for other triples of primes.
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6.2 DIOPHANTINE EQUATIONS. For integers x , y , z, r we write

x Yz mod r

127

to mean that the equations R = xA 2
, R + Y = zB 2 can have no integer solutions R, A, B

because they have no solution when reduced modulo r. We say (a) , a2, . .. , aJ fails
mod r if the Diophantine equations N + r, = a j x7 , I :::;; i :::;; u, have no solution
N, X I' ... , Xu when reduced modulo r. We give two examples of how the non-existence of
a solution is established in this context.

EXAMPLE I : 023 mod 7. The equations R = 0, R + 2 = 3B 2 imply 3B 2 = 2, which has
no solution mod 7, since 2 is a square and 3 is a non-square mod 7 (see 6.3 below). It follows
of course that 723 mod 7, 149 10 mod 7, and so on.

EXAMPLE 2: 693 mod 8. The equations R = 6A2
, R + 9 = 3B 2 mod 8 imply

6A2 + 1 = 3B 2
• From 6.3, the left-hand side equals 1 or 7 mod 8, whereas the right-hand

side equals 0, 3, or 4.

6.3 THE NON-ZERO SQUARES (0) mod r

r 0 r 0 r 0

3 7 1,2,4 13 1,3,4,9, 10, 12

4 8 1,4 16 1,4,9

5 1,4 II 1,3,4,5,9

6.4 USEFUL CASES OF x Yz mod r

mod 3: 012, 021 , 2
20.

mod 5: 012, 013, 210, 310, 021 , 120.

mod 7: 013, 015, 016, 11O, 2
10,

023, 025, 026, 2 20, 120.

6.5 LEMMA. The Diophantine equation

x4
- dy' = I (6.2)

has no solution in positive integers x, y for d = 3, 10, 30, and unique solutions (3, 4) if d = 5,
(2, I) if d = 15.

PROOF. Such equations, with d ~ 1 and squarefree, have at most two solutions in
integers [19, p. 61]. Since X = I , Y = 0 is always a solution, there is at most one solution
in positive integers; this takes care of cases d = 5, 15. For the rest, suppose that x , y
is a solution and that Eo = a + bJd is the basic unit in Q(Jd), with norm
N(Eo) = d - b2d = ± I. Then x2 + yJd is a unit and, from [19, p. 61], we have

x2 + y Jd = E',

where s is odd, and either E = Eo (and then N(Eo) = I since 1 = x 4
- dy' = (N(Eo)Y)

or E = Er Further [18, p. 48, Eqn (66)], for some integer M,

x2 + I = (u + I)M2
, where E = u + vJd. (1)
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If d = 3 we have Eo = 2 + J3, EJ = 7 + 4J3. Hence, by (1), r + 1 = 4M2 or
r + I = 8M2

, which both fail mod 4. If d = 10 then Eo = 3 + JIO, N(Eo) = - 1,
EJ = 19 - 6JIO, so we have only to consider the equation r + I = 20M2from (I). But
this too fails mod 4. If d = 30 then Eo = 11 + 2J30, EJ = 241 + 44J30 and (I) gives
r + I = 12M2, which fails mod 4, or r + 1 = 242M2, which this time fails mod II.

6.6 THEOREM. With n + i = a;xT (i, n ~ 1), a, squarefree (as in Case 1), and prime
divisors ofthe a;restricted to 2, 3, 5, every sequence (a., a2, .. .) ofdistinct a, is amongst those
listed below:
(a) Pairs: (I , 2), (I , 5), (I , 10), (2, I), (2, 3), (3, I), (5, I), (5, 6), (6, I), (10, I), (15, 1), (30, I).
(b) Triples: (I , 2,3), (1,5,6) (possibly tnfinite families) , (2, I, 10) ifn = 7, (2, 3, I) ifn = I ,
(3, 1,2) ifn = 47, (3, I, 5) ifn = 2.
(c) (2,3, 1,5,6) and subsequences (2,3, I, 5), (3, 1,5,6) (each for unique n).

PROOF. Without loss of generality, we write (aI' a2) rather than (a j , a;+,), and similarly
for triples.

(a) Pairs. Of the pairs allowed by a. /30, a2130 with the a, coprime, 6.4 rules out all except
those cited.

(b) Triples. We start with those triples (a., a2, a3 ) for which (aI' a2) and (a2, a3 ) are
allowed by part (a) and, following Remark 6.1, hcf(a .. a3 ) ~ 2. They fall into four groups
as below: .
(I) (5,6, I): this is impossible, by 521 mod 5.
(2) (2,3, I), (3, 1,2). With n + I = 2x in either triple we obtain x(x + 1)(2x + I) = 6M2

(M EN). This is Lucas' Pyramid problem [21, p. 258, Theorem 4], whose positive
integer solutions are x = I , 24, giving respective triples (2, 3, I), (3, 1, 2).

(3) Triples with a2 = I. Besides (3, I , 2), dealt with above, we obtain (2, I, 5), (2, I, 10),
(3, I , 5), (3, I, 10), (5, I , 2), (6, I, 2), (6, I, 10), (10, I, 2), (15, I, 2), (30, 1, 2). All are
covered by Lemma 6.5. For example, (10, 1,2) gives B2 - I = IOA2, B2 + 1 = 2C2

(A, B, C E Z), whence B4
- 5(AC)2 = I, with solution B = 3 yielding no such triple.

In Fact, B = 3 gives (2, I, 10), with n = 7.
(4) (1,2,3), (1,5,6). We expect the methods of Ljunggren in [18, 19] to show that there

is at most one solution for n in both cases, but we will pursue this elsewhere, since such
a result is not needed here because of Corollary 6.8.

6.7 REMARK. All pairs of Theorem 6.6 occur, and hence, by the theory of Pellian
equations r - dy' = C, they occur for infinitely many values of n. See, e.g. [23, p. 215,
Problem 2]. Of course 3B 2

- 2A 2 = I from the pair (2, 3) is viewed as r - 61 = 3.

6.8 COROLLARY. In Case I, if every a; divides 30, then:
(a) every possible triple contains a 'I';
(b) for n > 2 there are no 4-tuples.

In the following, we will sometimes write 'pd' for 'prime divisor'.

CASE l. See (3.1), (3.2) for the form of D below. We note that n ~ J2 ~ 9.
k = 3. D = (n + I)(n + 3) is a square. Let s = n + 2. Then; - I is a square:

contradiction.
k = 4. D = 5(n + I)(n + 2)(n + 3)(n + 4). By Remark 6.1, the a, have pd's restricted

to 2, 3, 5 so by Corollary 6.8(b) there can be no 4-tuple of distinct a.. Hence this case cannot
occur.
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k = 5. D = (n + I)(n + 2) x (n + 4)(n + 5). By Remark 6. I the four distinct a,
must be I, 2, ·3, 6 in some order. Now, 6.8(b) does not apply, as the a, are not in four
consecutive integers. However, 6.1 limits the orders to 2316, 6132, 3261, 1623, and each
such order gives a pair (I , 6) or (3, 2), which is impossible by Theorem 6.6.

k = 6. D = 7(n + I)(n + 2) . . . (n + 6). By 6.1, since D is a square, the pd's of the
a, do not exceed 7, and 7 divides exactly one a.. Furthermore,
(I) 51a l and 51a6;
(2) if 31 a2 then 31as.
Since by 6.8(b) no four consecutive a, have pd's restricted to 2, 3, 5, we must have 7 1a3 or 71 a4 •

With (I), Theorem 6.6(a) implies as = I and hence that a2 = 6. But this contradicts (2).
k = 7. D = (n + I)(n + 2)(n + 3) x (n + 5)(n + 6)(n + 7). By Remark 6.1 the a,

have pd 's restricted to 2, 3, 5. Hence by Corollary 6.8(b) two of the a,must be I: contradiction.
k = 9. D = (n + I)(n + 2)(n + 3)(n + 4) x (n + 6)(n + 7)(n + 8)(n + 9). Here

the possible pd's are 2, 3, 5, 7 and, by Remark 6.I(a), Ilc, divides 24 '32'52'72
• Since there

are eight distinct a., Remark 6.I(c) shows that each of 2,3,5, 7 divides some a.. Now, either
7Ia" 71a7 or 7ja2 , 7lag •

Let 71 a l . By Remark 6.I(a), 5 divides a2a3a4 so, invoking Theorem 6.6(b) and noting that
n ~ ~ = 81, we see that (a2, a3 ' a4) = (1,5,6). But now (ai ' a3) fails mod 7, because of
025 mod 7.

Let 7!a2' We note this time that 5 divides aSa6a7 and so (as, a6 , a7 ) = (1,5,6), whence
51 a3· But now, Theorem 6.6(a) and distinctness of the a, allow no possible pairs (a3' a4),
and so the proof for Case I is complete.

CASES 3 AND 4. Here we have , up to multiplication by a square,

D = (squarefree part of g(q» x (N + 2)(N + 4) . .. (N + 2q)

x (N + 2q + y)(N + 2q + Y + 2) . . . ( y - I) , (6.3)

where the two sets of q factors are arithmetic progressions of modulus 2, between which
there is a 'gap' y = I, 3, 3, 5, according as we are in Case 32Q, 32Q+ I ' 42Qor 42Q+ I respectively.
We note that N is always even in Case 4. Further details are given in (5. IA) , including the
upper bound z for the size of prime divisors of the a, and b.. As in Case I, we require a
lemma on Diophantine equations.

6.9 LEMMA. The Diophantine equation
Ax4

- By' = 4 (6.4)

has a unique solution x, y in positive integers for the given values of A, B in the following
4-tuples (A, B, x, y): (I, 77, 3, I), (9, 5, I, I), (25, 21, I, I) , (49, 5, I, 3), (121, 13, I, 3),
(169, 165, I, I).

PROOF. Suppose that (i) the second degree equation Ar - Bi = 4 has a solution in
odd positive integers x, y, the least such solution being (a, b), and (ii) a = h2 (h E ~) but
Ah4

- 3 is not a fourth power. Then by a result of Ljunggren [20, p. 150, Theorem I] the
fourth degree equation (6.4) has x = h as unique solution. To establish the present lemma
we simply use the given solutions of (6.4) to verify conditions (i) and (ii) in each stated case
of (A, B). For example, I'r - 77i = 4 has least solution a = 9 = 32 and 1.34

- 3 is not
a fourth power; therefore x = 3 is the unique solution of x4

- 77i = 4.

6. to THEOREM. Let N be an odd positive integer with N + 2i = aj .x7 , a, squarefree,
I ~ i ~ L, L > I. Ifno prime divisor of an a, exceeds 13, then any sequence (ai ' a2, ...)
of distinct a, is amongst those below:
(a) Pairs (I , 3), (3, 5), (5, 7), (7, I) , (I, II), (I I, 13), (13, 15), (3, 77), (5, 143), (7, 65),
(13, 7), (33, 35), (273, II).
(b) Sequences of consecutive elements of (3, 5, 7, I, II , 13, 15) (N ~ 9).
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REMARK. Each pair occurs for infinitely many values of N (cf. Remark 6.7).

PROOF. We note the following facts about (ai' ai+d:
(1) a., ai + ) are coprime;
(2) ai + ) = a, + 2 (mod 8) [since if = 1, Xi being odd];
(3) a, is a square modulo the prime p if and only if N + 2i is.

Pairs: the case a) a213.5.7.11. The following table of possible values of a, not divisible by
13 will be useful:

a, == 1 (mod 8): 105 33 385

a, == 3 (mod 8): 3 35 11 1185

a, == 5 (mod 8): 77
(6.5)

5 21 165

a, == 7 (mod 8): 15 7 55 231

Note that the integers in the second column have a common factor 7, while those in the last
two columns are divisible by 11.We thus see that conditions (1) and (2) allow the pairs given
in part (a) of the theorem and, in addition, (5, 231), (11, 21), (15, I), (21, 55), (77, 15),
(165,7), (231, 1), which fail mod 3; (1, 35), (1, 1155), (11,5), (55, 1), (105, 11), which fail
mod 5; (7, 33), (385, 3), which fail mod 7.

Pairs: the case 13la)a2' For i = 1,2, if 13lai then as., is a non-square mod 13 (since
a3_iB2 = ±2 for some integer B); thus ac., E {5, 7, 11, 15,21,33,385, 1I55}. We note that
if 13A. is congruent mod 8 to I, 2, 3, 4, 5, 6, 7 then A. is congruent to 5, 2, 7, 4, 1, 6, 3
respectively. With (2), this determines the A. column in the tables below. The possible
(ai, a2) are determined by (1) and (65) above:

5

7

11

15
21
33

385
1155

5

7

11

15
21
33

385
1155

). (mod 8)

7

5

1
7
3
3
5

). (mod 8)

3

5

5
3
7
7
1

(13'7, 5)
(13'231,5)

(13, 7)
(13033, 7)
(13'5, 11)
(13'21, 11)

(13, 15)
(13'55, 21)
(13035, 33)
(1303, 385)

None

(5, 1303
5,13'11)
(7, 13·5

(7, 13,165)
(11, 13)

(11, 13-105)
(15, 13-77)
(21, 13,11)
(33, 13,7)

None
(1155, 13)

Status

120 mod 5
025 mod 7

Occurs
021 mod 3
021 mod 5

Occurs
Occurs

021 mod 5
025 mod 7
120 mod 5

Status

220 mod 3
Occurs
Occurs

023 mod 7
Occurs

220 mod 3
120 mod 7
023 mod 7
021 mod 3

021 mod 3
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This completes the proof of part (a).
(b) u-tuples, u ~ 3. We consider first the triples (ai' a2,a3) for which (ai' a2)and (a2, a3)

are allowed by part (a) . They fall into two groups:
(1) The following 'failures'; mod 3, (3, 5, 143), (7, 1, 3), (13, 7, 1); mod 5, (5, 7, 65),
(13, 7, 65); mod 7 (1, 3, 77), (11, 13, 7), (273, 11, 13).
(2) The six triples (1,3,5), (3, 5, 7), (5, 7; 1), (7, 1, 11), (1, 11, 13), (11, 13, 15). By Lemma
6.9, each is realized uniquely, and within the consecutive odd integers 3, 5, ... , 15. For
example, the triple (3, 5, 7) involves 5B2 - 2 = 3A2, 5B2 + 2 = 7C 2 for integers A, B, C;
hence 25B4

- 21(AC)2 = 4, with unique solution B = 1, N + 4 = 5B2 = 5.
To complete the proof of part (b), we observed that any u-tuple (u ~ 4) that occurs

contains a triple, which must be one of those listed in (2).

6.11 REMARK. Theorem 6.10 applies to both a, and b, in Cases 3 and 4, and their pd's
are bounded by the z of (5.1A) (see (5.10)).

6.12 COROLLARY. Cases 3 and 4 with 3 ::;; q ::;; 6 cannot occur.

PROOF. Each case cited requires a triple of distinct a, (or bl) with N odd, N ~ k2 ~ 36.
But z ::;; 15 by (5.IA), so Theorem 6.10 rules out all such triples.

THE REMAINING CASES 3 AND 4. We give each time the upper bound z for prime divisors
of the a., b..

Case 32q+1' q = 1. D = 2'3(Y - 4)(Y - 1), z = 3. Clearly a.b, = 6, so by 332 mod 3
and 136 mod 3 there are just two cases of (a), bl) to consider.

(1) (2, 3). Here Y - 4 = 2A2, Y - 1 = 3B2for integers A, B. We investigate the prime
decomposition of Y - 2. Working mod 8, we have A2 == 0, 1 or 4 (see 6.3) so
Y - 4 = 2A2 == 0 or 2, and Y - 1 == 3 or 5. But now Y - 1 = 3B2implies Y - 1 == 3,
or Y - 2 == 2, and therefore 2 11 Y - 2. Further, 3 divides Y - 1, so does not divide
Y - 2.

For a prime p > 3, let pi. II Y - 2. Then the Newton polygon (see 1.10) with respect to
p of f(x) = ~~=o O)(J~!)xi is the line segment PQ below :

Since f(x) is assumed to have only rational roots, the slope - ;./3 is integral by Theorem
1.11. We have proved that Y - 2 = 2W 3 for some integer W, and so 2 = (Y - 2) 
(Y - 4) = 2W3 - 2A2. From Herner's table [14, p. 75] this has no solution with W > 1,
hence case (1) cannot arise. .

(ii)(6.1) . Here Y - 4 = 6A2
, Y - 1 = B2 for integers A, B. Proceeding as in (i), we find

that Y - 2 == 0 (mod 8), so 2i. II Y - 2, A ~ 3. If A > 3, the Newton polygon with respect
to the prime p = 2 comes from the convex hull of points (0, A), (1, A-I), (2, A), (3, 0),
and so is a line segment of slope - A/3. Hence 31A.

If p > 3, pi. II Y - 2, then 31A as in (i). Thus Y - 2 = W3 (W E N) and
1 = (Y - 1) - (Y - 2) = B2

- W 3
• But the latter has no solution with W < 2 (see [14,

p. 74], or [21, p. 247, Theorem 5]). Thus (ii) cannot arise, and this case is eliminated.
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N even

Case 42q+' , q = 1. D = 3(Y - 6)(Y - I), Yeven, Z = 5. Here a.b, equals 3 or 3.52.

Now 153 mod 5, 351 mod 3, 5515 mod 3 together imply (aI ' bl) = (15, 5), hence
Y - 6 = 15A2and Y - I = 5B2 for integers A, B. As before, we investigate the prime
decomposition of Y - 2. We note that B is odd, since Y is even, so B2 == I (mod 8). Thus
Y - 2 = 5B2

- I == 4 (mod 8), and 22 II Y - 2.
Now consider the prime 3. If 31 Y - 2 then 5B2

- I == 0 (mod 3), implying the con
tradiction B2 == - I (mod 3). Hence 3 does not divide Y - 2. Also, 5 divides Y - I so
does not divide Y - 2. For a prime p > 5 with pAil Y - 2, the Newton polygon with,
respect to p comes from points (0, ).), (I, ..1.), (2, ).), (3,0), and shows that 31 A.. We may now
conclude that Y - 2 = 4W3 (W EN), and so we can write 4 = (Y - 2) - (Y - 6) =
4W3

- 15A2, A = 2C, for integers A, C, W, whence I + 15C2 = W 3
• But this last

equation has only the trivial solution, as we now prove, by techniques described in
[21, pp . 241-242]. .

In the quadratic field Q(FTS) we have

(I + CFTS)(I - CFTS) = W 3
•

Since 3 is coprime to the class number, 2, and the left-hand factors are coprime (W being
odd), it follows that

for integers P, Q. Thus I = P(P2 - 45Q2) and P is a unit ± I in Z. If P = - I then
45Q2 = 2, a contradiction. If P = I we obtain the trivial solution Q = 0 = C, W = I.

Case 32q+" q = 2. D = 2·3·5(N + 2)(N + 4) x (N + 7)(N + 9), Z = 5. Here,
a,a.b, b2 = 2·3·5 and so Theorem 6.10 leaves four possible cases of (a" ... , b2 ) , for each
of which we now give a contradiction (unknown a., b, are signified by dashes):

N odd 35 __: no place for I, by 351 mod 3 and 371 mod 7;

I 3 __: no place for 5, by 175 mod 5 and 335 mod 3.

35: no possible a., by 175 mod 5 and 275 mod 7;

13: no place for 5, by 531 mod 5 and 553 mod 3.

Case 42q, q = 2. D = 2(N + 2)(N +- 4) x (N + 7)(N + 9), N even, Z = 6. We have
a.a.b.b, = 2.32'52, 31a2 and 3Ib,. Now, since N is even, Theorem 6.10 shows that
(b, b2) = (3, 5) and hence that 51 a2 ' This leaves two cases of (a" a2): (2, 15), contradicted
by 220 mod 3, and (I, 30), contradicted by 120 mod 5.

Case 42q+1> q = 2. D = 2·5(N + 2)(N + 4) x (N + 9)(N + 11), N even, Z = 7. We
obtain a.a2b.b2 12·32·5 ·72 and
(I) if 3 occurs then 31 al and 31 b2 ,

(2) if 7 occurs then 71 a. , 71 b, or 71 a- , 71 b-:
Now, if a.a .b .b, = 2.32'5.72 then (b l , b2 ) = (1,3) by (I) and Theorem 6.10, which con
tradicts (2). So we have the following cases of (a" .. . , b2 ) , each of which we rule out by
modular considerations
(i) llaib j = 2·Y·5. 6513: 625 mod 5; 15213: 1593 mod 5.

(ii) llaib j = 2'5.72. 11457: 175 mod 5; 14571: 571 mod 5.
A third and final possibility is 35271. Here we have Y - I = A2

, Y - 3 = 7B2
,

Y - 8 = 2C2
, Y - 10 = 35£2, for integers A, B, C, E. The squares mod 8 are 0, 1,4 so

Y - 8 == 0 or 2 and A2 = Y - I == I (mod 8). Hence 23
1Y - 2. What is Y - 2 mod 16?

Suppose that 23 II Y - 2. Then the Newton polygon with respect to 2 is PQRS below:



Tight t-designs

•

133

•
R S

o

Since QR has non-integral slope - 1/2, our assumption 23
11 Y - 2 is false, whence

Y - 2 = °(mod 16). But now, 2B 2 = Y - 8= 10 (mod 16), which is contradiction,
since the squares mod 16 are 0, 1,4,9.

Case 42Q+ 1 , q = 8. D = 2·5·11·l3-17(N + 2)(N + 4) ... (N + 16) x (N + 21)
(N + 23) ... (N + 35), N even, Z = 19. Referring to (5.11), (5.12) we have
4 + B, = 16 = 2q, and so, in particular 74

11 I1a jb j • But the form of D renders this
impossible, and the proof of the main result of this paper is complete.

7. ApPENDIX: THE PROOF OF THEOREM 1.15

Write L = M + r - I. Then 1.15 is equivalent to:

7.1 THEOREM. Let L, r be positive integers with L ;;:: 3r - I, r ;;:: 63. Then e·) has a
prime divisor p > 2r.

PROOF. We proceed in three stages:
(I) The case L > r3/2. This is itself split into the following:

(a) L ;;:: r', r ;;:: 63;
(b) L ;;:: r3/

2
, r ;;:: 575;

(c) r 3
/
2 ~ L ~ r', 63 ~ r ~ 575.

The finine number of cases (r, L) in (c) is verified by computer calculation. For the rest, we
compute the bounds

{

X I4, x ;;:: 126,
I1(x) ~

x16, x ;;:: 1150,

as follows. From [25, p. 69, Theorem 2] we have I1(x) < x/(log x - 3/2) for x > e3
/
2

•

Hence, for a positive integer s, I1(x) < xis if (log x - 3/2) > s. The latter condition holds
for s = 4,6, if x exceeds 245,1809 respectively, and these limits reduce to 126, 1150 by
direct calculation of xis - I1(x). Now (a) and (b) follow from the following lemma, with
f3 = 1/4 and 1/6 respectively.

LEMMA. If I1(x) ~ f3x for x ;;:: 2ro, then Theorem 7.1 is true for all (r, L) with
r ;;:: ro and L ;;:: r1/(1 - 2P).

PROOF. Suppose that Theorem 7.1 fails for some (r, L) allowed by the lemma; that is,
all prime divisors p of (~) satisfy p ~ 2r. Using a technique of Erdos, with his result that
if p"1 (~) then p" ~ L [9], we have

(~) < (~) ~ Ln(2r) ~ L
2rP

Hence the contradiction L < rl/(1~2P).
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as L ~ 12r;

by adapting an argument of Erdos [9];

(2) The case 12r ::::;; L < r3/2• Suppose that 12r ::::;; L < r3/2, but that every prime divisor
p of e·) satisfiesp ::::;; 2r. Then we have:

42' + J L > (;).

~ C;r),
= e:) ,(12r)/,(2r) > 4'·6'/2r.

Hence 4J L > Gy/2r > (J.' (r ~ 100),where (J. = 3/(213/12
) . By taking logarithms we obtain

r log (J. < .JL log 4 < r3/4 10g 4, as L < r3/2. This is the required contradiction, for r > 250.
It remains to verify by calculation that 7.1 holds for 12r ::::;; L < r3/2, 63 ::::;; r ::::;; 250.

(3) The case 3r - 1 ::::;; L < 12r. From [24, p. 433, Eqn (3)] we have that, for x ~ 118,
there is a prime p with

x < r « 12x/11. (7.2)

Since r ~ 63 we may apply (7.2) to x = L - r + 1 ~ 2r ~ 126, obtaining L - r +
1 < P < 12(L - r + 1)/11 ::::;; L (as r ~ L/12). Since L ~ 3r - 1, we have the desired
prime divisor p > 2r of (;), and this completes the proof of 7.1.
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