Interval forecasts of a novelty hybrid model for wind speeds
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\textbf{A B S T R A C T}

The utilization of wind energy, as a booming technology in the field of renewable energies, has been highly regarded around the world. Quantification of uncertainties associated with accurate wind speed forecasts is essential for regulating wind power generation and integration. However, it remains difficult work primarily due to the stochastic and nonlinear characteristics of wind speed series. Traditional models for wind speed forecasting mostly focus on generating certain predictive values, which cannot properly handle uncertainties. For quantifying potential uncertainties, a hybrid model constructed by the Cuckoo Search Optimization (CSO)-based Back Propagation Neural Network (BPNN) is proposed to establish wind speed interval forecasts (IFs) by estimating the lower and upper bounds. The quality of IFs is assessed quantitatively using IFs coverage probability (IFCP) and IFs normalized average width (IFNAW). Moreover, to assess the overall quality of IFs comprehensively, a tradeoff between informativeness (IFNAW) and validity (IFCP) of IFs is examined by coverage width-based criteria (CWC). As an applicative study, wind speeds from the Xinjiang Region in China are used to validate the proposed hybrid model. The results demonstrate that the proposed model can construct higher quality IFs for short-term wind speed forecasts.

\section{1. Introduction}

Wind energy, as a promising source of renewable and green energy, has received increasing attention due to its inexhaustibility, sustainability, ecological awareness and the substantial contribution to energy security. However, high penetration of wind power also makes a number of challenges in power system operations and planning, turbine maintenance scheduling and power grid integration, mainly stemming from uncertain and intermittent nature of wind speed (Jung and Broadwater, 2014; Song et al., 2014). Thereby, reliable wind speed forecasting and coping with wind uncertainty have been recognized as a crucial factor for the optimal distribution of wind energy, for the efficient and safe operation of wind turbines, for shipping, aviation, agriculture and environmental planning and for scheduling, maintenance, control and resource planning (Abdel-Aal et al., 2009; Mandic et al., 2009).

Up to now, abundant research has been directed toward wind speed and wind power forecasting by organizations and institutes with considerable experience in the field. The models reported in the literature can be classified into three categories: (a) physical models, (b) statistical models and (c) hybrid or combination models (Jung and Broadwater, 2014; Song et al., 2014; Soman et al., 2010). Physical models are based on the lower atmosphere or numerical weather prediction (NWP) utilizing weather prediction data such as pressure, temperature, obstacles and surface roughness (Salcedo-Sanz et al., 2009; Lei et al., 2009; Costa et al., 2008; Landberg et al., 2003). Statistical methods draw on vast historical data without considering meteorological conditions, which usually are representative of conventional time series models (Liu et al., 2010; Erdem and Shi, 2011), the Artificial Neural Network (ANN) approach (Li and Shi, 2010; Blonbou, 2011; Haque et al., 2012), the support vector machine (Liu et al., 2014; Zhou et al., 2011) and the ANN-Fuzzy approach (Catalao et al., 2011; Hong et al., 2010). As for hybrid or combination model, the basic idea of this method is to combine different approaches retaining strengths of each method to improve the model's forecasting performance (Guo et al., 2011; Wang et al., 2014; Su et al., 2014; Haque et al., 2013, 2014).

According to the above literature, research on wind speed forecasting is primarily driven by an individual or hybrid model and...
2. Methodology

In this section, the main methods related in this study will be described briefly, including WD technique, BPNN and CSO algorithm.

2.1. Wavelet de-noising (WD) technique

The WD technique is an effective tool for noise removal, which has been widely utilized in the fields of signal processing, image processing and time series analysis (Wei-Chang, 2013). WD technique is based on the wavelet transform (WT) that is divided into two categories: Continuous Wavelet Transform (CWT) and Discrete Wavelet Transform (DWT) upon which the wavelets are sampled continuously or discretely (Hong et al., 2010). The CWT is defined as the convolution of a time series $x(t)$ with a mother wavelet function $w(t)$ (Wei-Chang, 2013; Mandal et al., 2014):

$$\text{CWT}_x^w(b, a) = \frac{1}{\sqrt{|a|}} \int x(t) \cdot w^*(\frac{t - b}{a}) \, dt$$  \hspace{1cm} (1)

where $*$ denotes the complex conjugate of $w(t)$, $b$ is a translation coefficient and $a$ is a scale parameter. Let $b = k/2^s$ and $a = 1/2^s$, then the DWT can be defined as follows:

$$\text{DWT}_x^w(k, s) = \phi_x^w(k, s) = \frac{1}{1/2^s} \int x(t) \cdot w^*(\frac{t - k/2^s}{1/2^s}) \, dt$$  \hspace{1cm} (2)

where $s$ and $k$ are the scale and translation coefficient respectively. Discrete in nature $s$ and $k$ belong to the integer set.

Considering the discrete wind speed series, DWT is taken for data analysis prior to modeling. Details of this method can be seen in Mandal et al. (2014), Zhang et al. (2013).

2.2. Back Propagation Neural Network (BPNN)

BPNN, which was developed by Rumelhart et al. (1988) as a solution to the problem of training multi-layer perceptron and was identified as the most common type of Artificial Neural Network (ANN) model, has been widely used in many fields due to its ability of classification and linear or nonlinear mapping (Liu et al., 2012). The basic structure of a BPNN with two outputs is shown in Fig. 1(e). Details of BPNN can be found in Liu et al. (2012), Wang et al. (2014).

2.3. Cuckoo Search Optimization (CSO) algorithm

The CSO algorithm, inspired by the obligate brood parasitism of some cuckoo species by laying their eggs in the nests of other host birds, is a recently developed metaheuristic algorithm by Yang and Deb (2009). For CSO algorithm, two behaviors are adapted and combined from nature that fulfill the criteria of a metaheuristic algorithm, which are described as follows Wang et al. (2015):

- Breeding behavior
  
  Many species of cuckoos lay their eggs in communal nests, but to increase the hatching probability of their own eggs, they always remove other’s eggs. Once a host cuckoo discovers an alien egg (does not belong to itself), then it will either throw the egg away or discard the current nest and build another nest elsewhere. Whereas in the CSO algorithm, in each step, with the new solutions generated, the poorer solutions are abandoned.
- Lévy flight
  
  Generally, the flight path of many birds is effectively a random walk that is representative of Lévy flights with step length drawn
from the Lévy distribution. In CSO-based algorithm for producing a new solution \( x_{i}^{t+1} \) for a cuckoo, a Lévy flight is defined as the following expression:

\[
x_{i}^{t+1} = x_{i}^{t} + \alpha \odot \text{Levy}(\lambda)
\]

\[
\alpha = \alpha_{0}(x_{j}^{t} - x_{i}^{(t)})
\]

\[
\text{Levy}(\lambda) \sim \lambda_{1-\lambda}, \quad (1 < \lambda < 3)
\]

where \( x_{i}^{t} \) is the eggs (samples), \( i \) is the sample size, \( t \) is the iterations and \( \alpha \) is the step size, mostly utilized in Eq. (4). The symbol \( \odot \) denotes entry-wise multiplication while the Lévy \( \lambda \) values can be found in the Lévy distribution defined in Eq. (5).

Based on such behavior, it is therefore highly probable that CSO can outperform other metaheuristic algorithms in nonlinear optimization problems. The more information about CSO method can be found in the literature Wang et al. (2015).
3. Proposed interval forecasts (IFs) model

In this section, a novel model for IFs will be developed. The first part illustrates evaluation indices of IFs, and the second one introduces the procedures of the new model in this work.

3.1. Evaluation indices of IFs

The quality of IFs needs to be assessed quantitatively by evaluation indices. In this paper, IFs coverage probability (IFCP), IFs normalized average width (IFNAW) and a combinational index, and named coverage width–based criterion (CWC) are selected to evaluate the quality of developed IFs. The detailed description of evaluation indices can be referenced in the Appendix.

3.2. Construction of wind speed interval forecasts model: WD–CSO–BPNN

In this paper, the proposed model, which incorporates the WD technique into a BPNN model based on CSO optimization, is adopted for wind speed interval forecasts. The original wind speed series unavoidably includes some noisy information, herein the WD technique is applied to filter out the noise and extract the essential features from the original wind speed series. Additionally, in BPNN, unstable neutral networks are often challenged due to the randomly generated initial weights and thresholds that leave a potentially vital impression on the learning process (Qin et al., 2014). To make the BPNN structure more stable, thereby, the CSO algorithm is used to initialize and determine these parameters. Details of this novel model are expressed as follows (Wei-Chang, 2013), and the main procedures are illustrated in Fig. 1.

Step 1: WD. The original wind speed series are decomposed into a high-frequency component and low-frequency component, which represents the noise signal and main features of the wind speed series (see Fig. 1(a–c)).

Step 2: Data splitting and normalization. The available wind speed series after noise reduction are split into the training set and test set, which are denoted as $D_{\text{train}}$ including input sets and output sets for training parameters of BPNN and $D_{\text{test}}$ which consists of inputs and outputs for the testing model’s forecasting effectiveness, respectively. For establishing the model, the training data sets and the input test sets are normalized with the same setting (see Fig. 1(d)).

Step 3: Initialization. A BPNN with two outputs is shown in Fig. 1(e). The number of connection weights of BPNN is the size of a cuckoo egg in CSO algorithm, namely the dimension of optimized parameters. These initial weights can be randomly assigned while the parameter ($p_{\alpha}$) of CSO algorithm is set to be 0.25 an optimal value that has been verified by Yang and Deb (2010).

Step 4: Optimization. The objective function of CSO algorithm is given as follows:

$$f_{\text{objective}} = \frac{1}{n} \sum_{i=1}^{n} [(U_i - U_{i}^{\text{train}})^2 + (L_i - L_{i}^{\text{train}})^2]$$ (6)

where $n$ is sample size of $D_{\text{train}}$. The output training sets, $U_i$ and $L_i$ denote the upper and lower bounds of the training sets, as for $U_{i}^{\text{train}}$ and $L_{i}^{\text{train}}$, the corresponding fitting results of $U_i$ and $L_i$. The optimized algorithm terminates if it reaches the maximum iterations.

Step 5: BPNN construction. The best solution obtained by CSO algorithm is set to be the final connection weights of BPNN training and construction. The terminal condition of network training is set as the reach of maximum iterations or no further improvement (see Fig. 1(d–f)).

Step 6: IFs construction for test data set. The IFs of output test sets are generated by importing input test sets based on the established optimal BPNN (see Fig. 1(g)).

Step 7: Evaluation. The quality of IFs is assessed by the indices IFCP and IFNAW, which present the validity and informativeness of IFs, respectively. With the aim of comprehensive evaluation, CWC is calculated as well.

4. Case study and analysis

4.1. Data sets

The Xinjiang region, accounting for more than one-sixth of China’s total territory, possesses abundant wind resources due to its geographical characteristics. Nine major wind zones are located in the Xinjiang region (see Fig. 2(I)): Dabanchung, Alataw Mountain Pass, Junggar Basin, Erquisi River, Western Turpan, Baili, Lop Nur, and the north and south Gobi of Hami wind regions. To investigate the potential of wind power, it is highly worthwhile to conduct interval forecasts of wind speeds in this region.

In this paper, the six hourly mean wind speed data observed in four representative sites of nine major wind zones are selected as illustrative examples to construct and evaluate the proposed model. To facilitate the following modeling, we record the original wind speed series in study site A, B, C and D as $\{X_{A}, X_{B}, X_{C}, X_{D}\}$ respectively. The original wind speed series together with their statistical measures, i.e., minimum, maximum and mean and the standard deviations, are shown in Fig. 2(II–III). As shown in Fig. 2(III), the standard deviations are all above 2.5, which implies the original wind speed series fluctuates significantly with the minimum/maximum of $X_{A}$, $X_{B}$, $X_{C}$ and $X_{D}$ are 0.30/17.13 m/s, 0.28/13.95 m/s, 0.14/14.10 m/s and 0.28/13.45 m/s, respectively. This can be intuitively observed from the amplitude and frequency of the series fluctuation, which can quickly change from very high to low values and vice versa.

4.2. Process of WD

Because the selection of mother wavelet functions is not the core information to illustrate, Daubechies of order 3 (db3) is used to decompose the original series into three levels, which is based upon the similar work in Zhang et al. (2013), with the WD process and results displayed in Fig. 1(a–c). Herein, $\{X_{A}\}$ is selected as an example.

4.3. Data splitting and parameters selection

The wind speed IFs problem tries to obtain the estimates $\hat{U}(t + k)$ and $\hat{L}(t + k)$, upper and lower bounds of wind speed $X(t + k)$, based upon the previous p observations $X(t), X(t - 1), \ldots, X(t - p + 1)$. For each case study, we split the wind speeds into a training set (80%) and a test set (20%). Furthermore, the training set is further divided into input-training set and output-training set. Because the CSO–BPNN structure has two output layers, representing the lower and upper bounds of the corresponding output-training set, the output-training set needs to be redefined as LU_output-training set, which is given by Eq. (7).

$$\text{LU_output-training}(i) = \text{output-training}(i) \times (1 - \alpha) \text{ output-training}(i) \cdot (1 + \alpha) \quad (i = 1, 2, \ldots, n)$$ (7)

where $n$ is the number of the output training set. The determining factor of the widths of the LU_output-training set is pre-designed before model training, i.e., 10%, 15%, 20% and 30%. On the
basis of the above four $\alpha$ values, the model training process is divided into 4 levels, which are level 1, level 2, level 3 and level 4, respectively. Herein we also take $\{X_{A}\}$ as an example to clearly illustrate the formation of training sets, which can be seen in Fig. 1(d).

According to the four different training levels, the nominal confidence level $\mu$ in Eq. (A.3) (see Appendix) is set to be 80%, 85%, 90% and 95%, respectively. Furthermore, $\eta$ is chosen to be 50% as to highly penalize wind speed IFS with a coverage probability less than the corresponding nominal confidence level. IFCP, IFNAW and CWC measure are selected to examine the quality of constructed IFS.

### 4.4. Optimization and determination for parameters of BPNN structure

In the CSO algorithm, each egg in a nest represents a solution, which are the connection weights and thresholds of BPNN structure. In this sub-section, we also take $\{X_{A}\}$ as an example to illustrate the convergence behavior of the CSO algorithm, and the results can be observed in Fig. 3. It shows that the objective function monotonically decreases with respect to iteration. The initial values of objective function are very large, but they all decreased gradually as the iteration increased.
4.5. Windspeed IFs results

The results for wind speed IFs consist of three parts: training procedure, test results and quality evaluation of IFs. The key factor for BPNN is connection weights and thresholds, the controller of BPNN structure, which are determined by the CSO algorithm in the above subsection. Considering different types of prediction problems, the training process is conducted at four levels on the basis of four different LU_output-training sets defined by Eq. (7). The final performance of the proposed model is examined by test set. For each case study, the corresponding test results can be obtained upon the optimal CSO–BPNN structure. Test results for four case studies are demonstrated in Fig. 4.

In Fig. 4, part (I) shows results of four sites including actual wind speeds indicated by the green arrow in the first circle of Site A, upper bounds pointed in Site B and lower bounds, yellow area in this figure. A relative brief consequence can be seen in part (II). It is obvious that level 4 has the best performance when forecasting interval of wind speeds in Fig. 4(I). As the nominal level decreases, the effectiveness of this new method is also decreasing for each study. From the view of Sites, the proposed model performs best in Site D than others because the interval between upper bounds and lower bounds cover the actual wind speeds better than bounds of Site A, Site B and Site C do. Fig. 4(I) also illustrates a fact that lower bounds have higher rates of success when obtaining the wind data’s bounds than upper bounds do.

To quantitatively evaluate the quality of wind speed IFs constructed by the proposed model, the numerical test results of all of the cases are shown in Table 1. Not only the IFCP and IFNAW but also CWC are calculated and listed in Table 1. It is assumed that the constructed IFs are theoretically valid if their coverage probability is larger than or equal to the corresponding nominal confidence level (Khosravi et al., 2013). That is to say, violation of this condition leads to invalid IFs and destroys their credibility. According to the results in Table 1 and Fig. 4(II), the IFCP is larger than the corresponding nominal confidence level in the majority of conducted experiments, and therefore the IFs are valid. Furthermore, a positive gap between IFCP and the corresponding nominal confidence level is also decreasing for each study.
level highlights the capability of the proposed model for generating reliable IFs. While there are some empirical cases that IFCP is not satisfactory, such as the IFCP at training level 4 in sites A, B and C. However, it is worth noting that there are only 3 out of 16 unsatisfactory cases in which the difference between the IFCP and its corresponding nominal confidence level (80%) is less than 4% with the maximum 3.39% and minimum 0.16%. This finding implies that the proposed model construct valid IFs in the presence of a high level and robustness.

It is significant to note that the coverage probability has a direct relationship with the training levels. As the training level goes from level 1 to level 4, both the coverage probability and the width of IFs increase. High coverage probability of IFs indicates that the IFCP measure for the test sample sets are very satisfactory applying the proposed model. On the other hand, much wider of the constructed wind speed intervals implies less informative. Therefore, both the conflicting indices are balanced by a comprehensive measure CWC.

As seen from Table 1, on the condition that the IFCP satisfy the corresponding confidence level for different training levels, the CWC is equal to the INFAW. Otherwise, it is enlarged by a penalty term defined in Eq. (A.3). As some empirical case of site A at training level 4, CWC is very large, over 100%. While for cases of site B and C at training level 4, CWC is greater than their corresponding INFAW value due to their unsatisfactory IFCP. Overall, CWC values are mostly less than 100 (15 over 16 cases), which indicates that constructed IFs are valid and sufficiently narrow (Khosravi et al., 2011a), and the proposed approach can effectively establish a tradeoff between validity and informativeness.

Table 2 shows the forecasting results of ANFIS, WD–GA–BPNN and WD–PSO–BPNN. Comparing results of Table 1 with those of Table 2 indicates that the proposed model, WD–CSO–BPNN, outperforms ANFIS, and CSO is more effective than GA and PSO to optimize the parameters of BPNN especially when the level is 1 and the nominal confidence is 80%.

<table>
<thead>
<tr>
<th>Nominal Level</th>
<th>Site A</th>
<th>Site B</th>
<th>Site C</th>
<th>Site D</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Confidence</strong></td>
<td><strong>IFCP</strong></td>
<td><strong>INFSAW</strong></td>
<td><strong>CWC</strong></td>
<td><strong>IFCP</strong></td>
</tr>
<tr>
<td>95%</td>
<td>4</td>
<td>99.19</td>
<td>48.93</td>
<td>98.93</td>
</tr>
<tr>
<td>90%</td>
<td>3</td>
<td>95.16</td>
<td>34.03</td>
<td>34.03</td>
</tr>
<tr>
<td>85%</td>
<td>2</td>
<td>89.11</td>
<td>24.21</td>
<td>24.21</td>
</tr>
<tr>
<td>80%</td>
<td>1</td>
<td>76.61</td>
<td>16.42</td>
<td>105.85</td>
</tr>
</tbody>
</table>

**Table 1**

Wind speed IFs evaluation indices.

**Table 2**

5. Conclusions

Wind energy, a renewable and clean energy source, has become increasingly significant for sustainable development and environmental protection. Reliable and accurate wind speed forecasts are vital for wind power generation. However, the complexities of wind speed series pose great challenges to precise wind speed forecasting. Considerable research effort has been devoted to generating deterministic wind speed forecasting values. However, few studies have been conducted to handle the uncertainty of wind speeds properly, which may exert a certain degree of risk in the operation of energy systems.

To overcome the deficiencies of the deterministic forecast to handle uncertainties, a newly proposed model called WD-CSO–BPNN is adopted and developed to construct wind speed IFs. Considering the high fluctuation and volatility of original wind speed series, WD technique is applied to reduce the high-frequency item. The series after noise elimination with the main feature of original wind speed series are utilized for model construction. Additionally, CSO algorithm with a strong searching capability for parameter adjustment is incorporated into BPNN for connection weights optimization, upon which the BPNN structure can be determined to forecast wind speed intervals, lower and upper bounds of each point. Finally, the quality of wind speed IFs is comprehensively examined by quantitative evaluation measures, which shows that the proposed WD–CSO–BPNN model can construct higher quality IFs in a short time at different training levels with different forecasting tasks or purposes.

This paper addresses the problem of uncertainty quantification for wind speed forecasts. While from a practical view, constructed wind speed IFs, a complementary source of information on wind forecasts, can be efficiently utilized along with predictive values by end users for decision-making due that uncertainties associated with wind speed forecasts are quantified, and decision-makers can assess the probability of risk they bear when applying deterministic wind forecasts.
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Appendix

IFCP, a significant characteristic of IFs, shows the probability of target values covered by the lower and upper bounds. That is defined as follows (Quan et al., 2014; Khosravi et al., 2013, 2011a):

\[
\text{IFCP} = \frac{1}{n} \sum_{i=1}^{n} c_i \quad (A.1)
\]

where \( n \) is the number of samples and \( c_i = 1 \) if the target value \( v_i \in [L_i, U_i] \), otherwise \( c_i = 0 \). \( L_i \) and \( U_i \) are the lower and upper bounds of the \( i \)th IF, separately.

Another quantitative measure, IFs normalized average width (IFNAW), evaluates IFs from this aspect and is defined as follows (Khosravi et al., 2013, 2011b):

\[
\text{IFNAW} = \frac{1}{nR} \sum_{i=1}^{n} (U_i - L_i) \quad (A.2)
\]

where \( R \) is the range of underlying targets defined as the difference between their maximum and minimum values.

A combinational index, named coverage width-based criterion (CWC), is introduced by Quan et al. (2014), Khosravi et al. (2013, 2011a).

\[
\text{CWC} = \text{IFNAW}(1 + \gamma(\text{IFCP})e^{-\eta(\text{IFCP} - \mu)}) \quad (A.3)
\]

where \( \mu \) and \( \eta \) are two hyper-parameters. The role of \( \mu \), denoting the pre-assigned IFCP that must be met, corresponds to the nominal confidence level associated with IFs. As for \( \eta \), it is usually set to a large value to magnify the difference between \( \mu \) and IFCP, which can highly penalize the unsatisfied IFS. \( \gamma(\text{IFCP}) \) is defined by the following step function:

\[
\gamma(\text{IFCP}) = \begin{cases} 0 & \text{IFCP} \geq \mu \\ 1 & \text{IFCP} < \mu. \end{cases} \quad (A.4)
\]

According to the step function, the exponential term in Eq. (A.3) can be eliminated whenever IFCP \( \geq \mu \) thereby CWC equals IFNAW. Otherwise, the corresponding penalty will be accounted by CWC. Actually, the CWC measure tries to find a tradeoff between validity (IFCP) and informativeness (IFNAW) of IFs.
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