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Clinical machine learning
Investigators have used predictive models in clinical
medicine increasingly for risk stratification, diagnosis,
and prognostic classification of patients. In this special
issue, we focus on clinical applications of different types
of classification models, ranging from naı̈ve Bayes clas-
sifiers to novel architectures of artificial neural net-
works. The clinical domains in which these models are
compared are diverse and illustrative of the practical
use of machine learning in medicine. Although all pa-
pers present clinical applications, they either introduce
new algorithms or present comprehensive comparisons
of modeling techniques that are critical for the develop-
ment of practical models.

This issue starts with two articles that describe model
comparisons in two clinical domains: community ac-
quired pneumonia [1] and interventional cardiology
[2]. Cooper et al. [1] provide a comprehensive compari-
son of 11 different models to predict dire outcomes for
patients with community acquired pneumonia. The
learning algorithms they utilized span a broad range of
techniques. The goal is to construct a model that can as-
sist clinicians in determining which patients should be
admitted to the hospital. The article shows that there
may be small but significant differences in classification
performance. The authors defend the idea that, for high-
ly prevalent conditions such as community acquired
pneumonia, a small increase in discrimination may ac-
count for large differences in health care costs and there-
fore methods that result in small increases in model
performance should not be overlooked.

There are several clinical predictive models published
in the medical literature. Clinicians may wonder whether
these models, which usually result from multi-center
studies involving large number of patients, are applica-
ble to their patients. Matheny et al. [2] compare pub-
lished models for predicting in-hospital complications
after interventional cardiology procedures, including a
model developed by the authors using local data. The
authors show that, with few exceptions, the published
models attain a high level of discrimination, but their
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calibration is low. The local model has high discrimina-
tion and calibration. This has important implications for
the selection of models for individual counseling.

Variable selection is an extremely important step in
model formulation, and is utilized in all studies reported
in this issue. Dimensionality reduction by variable selec-
tion is particularly important when researchers want to
define a small number of important markers for the out-
come of interest. A comparison of variable selection strat-
egies in the context of different types of Bayesian
classifiers for prognosis of porto-systemic shunt in cir-
rhotic patients is presented by Gomez et al. [3]. The
authors compare variable selection approaches that are
independent of the predictive model per se (i.e., filter
approaches) with those that are guided by the perfor-
mance of the model (i.e., wrapper approaches). Although
the latter are expected, in theory, to produce more accu-
rate models, the authors show that this is not necessarily
true in practice. They note, however, that in their data
set, the wrapper approaches utilized fewer variables and
may therefore be preferable in practical applications.

Practical utilization of prediction models depends not
only on their classification performance or the number
of variables utilized, but also on their applicability at
the point of care. In many cases, it is important that
these models be made available to clinicians who do
not have immediate access to a computer. For this pur-
pose, Dreiseitl et al. [4] describe a case study regarding
the implementation of a predictive model based on logis-
tic regression applied to paper-based nomograms. The
paper-based tool provides decision support for clinicians
to estimate the probability of malignancy of various
types of nevi. In this article, the authors show that there
is no critical loss of information when adapting the lo-
gistic regression model to a paper-based nomogram,
and provide guidelines on how to build such adapted
models.

All articles in this issue depict a model�s discrimina-
tion ability using receiver operating characteristic
(ROC) curves. The area under the ROC curve (AUC)
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is a good index of model discrimination. However, the
precision with which AUCs are calculated depends on
assumptions regarding the distribution of the data.
Zou et al. [5] present a novel approach to non-paramet-
ric estimation of AUCs, and provide examples of its uti-
lization in two large clinical studies. They discuss how
different conclusions may be reached, depending on
how the AUCs are calculated.

In themethodology review that closes this special issue,
Lasko et al. [6] present a brief tutorial on ROC analysis,
point to literature on the utilization of the method, and
summarize recent advances in this area. The tutorial can
serve as a reference for readers who are not familiar with
issues in calculating AUCs and their variances, who need
to explain the technique�s rationale to collaborators or
students, or whowant to have a quick reference to the for-
mulae for calculating and comparing AUCs.

Although this issue does not provide examples of all
machine learning algorithms that have been applied to
medical data, it presents comparative examples that
include the types of models that have been used most
often in clinical domains. The results of the compari-
sons illustrate that no particular type of model can
be considered the best in all cases, and that changes
in model parameters (e.g., variable selection proce-
dures) and their application in a new population may
have a greater effect in model performance than the
choice of algorithm (e.g., logistic regression, artificial
neural networks).
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