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1 Introduction
In this paper, we investigate the following fast diffusion equation with a nonlocal source
and an absorption term:

ur=Au" +a [ul(yt)dy—bu', x€Q,t>0,
u(x,t) =0, x€dQ,t>0, (L.1)

u(x,0) = uo(x), x€EQ,

where 0 <m <1,a,b,q,r >0, Qis abounded domain in RN (N > 1) with smooth boundary
9%, and uy € L*°(R2) is a nonnegative nontrivial function.

The equation in (1.1) is a fast diffusion equation perturbed by both a nonlocal source
term and an absorption term, which describes the diffusion of concentration of some
Newtonian fluids or the density of some biological species (see [1, 2] and the references
therein). What we are interested in here is the extinction in finite time of the nonnega-
tive solutions u(x, t) of (1.1), i.e. there exists a finite time T > 0 such that the solution is
nontrivial for 0 < ¢ < T, but u(x,£) = 0 for almost every (x,t) € 2 x [T,00). In this case,
T is called the extinction time. As one of the most important properties of solutions of
evolutionary equations, extinction in finite time of solutions has been intensively studied
by several authors (see [3—16] and the references therein). In particular, in a recent paper
by Xu et al. [13], the authors investigated the extinction and non-extinction phenomena

of solutions of Problem (1.1) and obtained the following result.
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Theorem 1.1 (Theorems 1-3 in [13]) Suppose N > 1. If0<r<1land 0 <m=¢q <1, then
the nonnegative nontrivial weak solution of Problem (1.1) vanishes in finite time for any
nonnegative initial data provided that either |2| or a is sufficiently small; If 0 < r < 1, then
the nonnegative nontrivial weak solution of Problem (1.1) vanishes in finite time provided
that uy, |2| or a is sufficiently small, and q > C with C being a positive constant depending
onlyon N, rand m; If0 < r <1and m > q > r, then the nonnegative nontrivial weak solution
of Problem (1.1) vanishes in finite time for any nonnegative initial data provided that b is
sufficiently large.

It can be seen from the above theorem that the extinction of nonnegative nontrivial
weak solutions to Problem (1.1) occurs when the absorption term is in some sense strong.
However, when the absorption term is suitably weak, whether Problem (1.1) admits non-
extinction solutions or not is not answered in [13]. On the other hand, it can be seen from
[9] that g = m is the critical extinction exponent when there is no absorption term. An
interesting problem is whether the absorption term can change the critical extinction ex-
ponent. We know from a recent paper [17] by Liu et al. that the critical extinction exponent
is not changed (at least when the source is local) when r = 1. However, when the absorption
term is nonlinear, i.e. when r # 1, the problem is open.

Motivated by the works mentioned above, we investigate the critical extinction expo-
nents for Problem (1.1) by constructing suitable super and sub-solutions and give a more
complete classification of exponents and coefficients for the solutions to vanish in finite
time or not.

Let ¢(x) be the unique positive solution of the following linear elliptic problem:

-Apx)=1, x€; px)=0, xed. 1.2)

Throughout this paper, we denote

M =maxg(x) and u:/w(x)dx. (1.3)
xeQ Q

By the strong maximum principle we know that M, i > 0. Our main results are the follow-
ing theorems.

Theorem 1.2 If g > m, then all the solutions u(x,t) vanish in finite time for suitably small
initial data uo(x). If g = m and ap <1, then all the solutions u(x, t) vanish in finite time for
any nonnegative bounded initial data.

Theorem 1.3 If r < min{q,1} or r = q < 1 with a|2| < b, then all the solutions u(x,t) of
Problem (1.1) vanish in finite time for appropriately small initial data uy(x).

Theorem 1.4 If q < min{r,m} or r = q < m with ay > b, then Problem (1.1) admits at least
one non-extinction solution for any nonnegative initial data.

Here y > 0 will be given in the proof of Theorem 1.4.

Theorem 1.5 If g = m < r with apn > 1, then Problem (1.1) admits at least one non-
extinction solution for any nonnegative initial data.
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Theorem 1.6 If g =m <1 <r with ap =1, then (1.1) admits at least one non-extinction
solution u(x,t) for any strictly positive initial data uo(x). If g =m <r <1 with au =1,
then Problem (1.1) admits at least one extinction solution u(x,t) for any nonnegative
initial data. If q = m <r <1 and a|Q2| < A\, then u(x,t) vanishes in the sense that

limy—, 400 |- )|l me1 = 0.

Remark 1.1 Comparing Theorems 1.2-1.6 with Theorem 1.1 we can see that our results
complement those obtained in [13] since the case r > 1 is also considered in our paper.
Moreover, according to Theorems 1.2, 1.5 and the first part of Theorem 1.6 it is easy to
see that g = m is the critical extinction exponent for Problem (1.1) when r = 1, which is the
same as the problems with local reaction terms (see [17]). However, when r = 1 and g = m,
for the nonlocal problem under consideration, the first eigenvalue A; of —A in €2 no longer
plays the same role as it does in the local case.

2 Proof of the main results

It is well known that the equation in (1.1) is degenerate if 7 > 1 and singular if 0 < m < 1,
and therefore there is no classical solution in general. To state the definition of the weak
solution, we first define the class of nonnegative testing functions

F ={£:£ € C(Qr) N C*(Qr), &, AE € L*(Qr);€ = 0,&lyax(0,1) = 0},
where Qr = Q x (0, T).

Definition 2.1 A function u € L*(Qry) is called a sub-solution (super-solution) of Prob-
lem (1.1) in Qr if the following conditions hold:

(i) u(x,0) < (=)uo(x) in 2,

(ii) zu(x,£) < (=)0 on a2 x (0, 7),

(iii) for almost everyt e (0,T) and every & € ¥,

/Qu(x,t)ﬁ;’(x,t)dx—/Quo(x)%‘(x,O)dx+b/0 /Qu (x,8)& (x,5) dx ds
s+u"A (y, s) dy& (x,s) | dxds. 2.1
s(z)/o/Q{MSHt eva [ W yS(xS)}xs 21)

A function u(x, £) is called a local solution of (1.1) if it is both a sub-solution and a super-
solution for some T > 0 and u(x, t) is called a solution of (1.1) if it is a local solution of (1.1)
in Qr for any T'> 0.

Local existence of weak solutions of (1.1) can be obtained by utilizing the methods of
standard regularization (see [9]) and the continuity of the solutions can be derived by the
arguments similar to that in [18]. Moreover, Problem (1.1) admits global solutions when
the initial data are small (see [1]). Since the regularization procedure is crucial in what
follows, we shall sketch the outline. Consider the regularized problem

ur=Au"+a [ ul(y,t)dy-bu', x€Q,0<t<T,
ulx, t) = 1/k, x€dQ,0<t<T, (2.2)
u(x,0) = ug(x) + 1/k, x € Q,
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where T > 0 may be chosen sufficiently small in such a way that there exists a solution
of (2.2) on Qr for every k € N, and ||ux||« is bounded independently of k. Furthermore,
1/1 < w; < uy for k < [, and a super-solution (sub-solution) comparison theory holds for
(2.2) (see [1,19]).

Since uy is monotone in k, we may define U(x, £) = limy_, oo U (x, £), and it is easy to see
that U(x, ) is a solution of (1.1). Furthermore, if u is a solution of (1.1), then we have

/ (1 — up)é (x, ) dx
Q

:/‘/{(u—uk)$s+(W_uk’”)A$+a/(uq(y,s)—u2(y,s)) dyé(x,s)}dxds
0 Q Q

t ) ‘s X
_b/O /Q(ur(x,s)—u,’((x,s))%“(x,s)dxds+k—m/O /Qédeds—%/Qg(x,o)dx

5/0 /Q{(u—uk)és+ (u" —ul')AE +a/g(uq(y,s)—u,‘f(y,s)) dyé(x,s)}dxds,

where we use the fact 9£/dn < 0 on 92 to derive this inequality. With ®; and Fj defined
so that

(U —up)Dp = ™ — uy, (4 — up)R = u” — uy,
and
(u — w)Fy = u? —ul,

we have

f(u ), 0 dx < / f(u— W& + Dy AE — bRiE) drds
Q 0 Q

+a/:'/gé(x,s){/g(u—uk)Fk(y,s)dy} dxds.

Thus, we can choose the appropriate test function & as in [1, 19] to obtain u# < u. If uisa
sub-solution of (1.1), the above argument shows that u# < uy. Thus U(x, £) is the maximal
solution of (1.1), and this solution satisfies a sub-solution comparison principle.

Before proving our main results, we give a comparison principle for the solution of Prob-
lem (1.1), which is similar to Proposition 2.3 in [9] and can be proved by modifying the
above arguments (see also [1, 10, 19]).

Proposition 2.1 Let u and v be a nonnegative bounded sub-solution and a nonnegative
super-solution of (1.1), respectively. If either q > 1 and u is bounded from the above or 0 <
q <1 and v has a positive lower bound, then u(x,t) < v(x,t) in Qr if up(x) < vo(x) in Q.

Proof of Theorem 1.2 Case (i): ¢ = m with au < 1. For any bounded smooth domain Q'
such that Q' DD €, let ¢(x) be the unique solution of the following elliptic problem:

“Ap(x) =1, xe,
¢x) =0, xe€ 0.

(2.3)
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By the comparison principle for linear elliptic problem we know ¢(x) < ¢(x) in Q. Set
Uy = fQ ¢(x) dx, My = max_ ¢(x) and § = min, g ¢ (x). It is well known from the strong
maximum principle that § > 0.

By continuity, we can choose a suitable domain Q" with @' DD € such that au; < 1.
Define v(x, t) = g(t)q‘)% (%), where g(¢) satisfies

1
"(OM” + (1 - M) =0, t>0,
gOM" +( loml)g ®) > (2.4)
g(0)=A =6 |lug|| (-

Since 0 < m < 1, it follows from the theory in ODEs that g(¢) is nonincreasing and g(¢) = 0
for all

1
e — M g
- A -au)1-m)
Then it can be verified that v(x, £) is a super-solution of (1.1). In fact, because g = m and
g'(¢) <0, we know that v(x, £) satisfies the following inequalities (in the weak sense):

AV — m : d '
v a/ﬂv (y,t)dy + bv
= ¢ (O™ (x) + g"(6) — apg™ () + bg () 7 (x)

> ZOM] + (1 - ap)g”(®)

=0. (2.5)

In addition, v(x,¢) > 0 on 32 x (0, T), for any 0 < T < T*, and v(x, 0) > u,(x) by the choice
of A. Moreover, there exists a positive constant C; such that v(x, £) > C; in Q7. Therefore,
by applying Proposition 2.1 to (1.1) we see that u(x, t) < v(x,t) for (x,t) € Qr, which implies
u(x, T) < v(x, T). The arbitrariness of T < T* and v(x, T*) = 0 ensure that u(x, T*) = 0.
Furthermore, let %(x, t) = u(x, t + T*), then #(x, t) satisfies (1.1) with the initial condition
2(x,0) = 0. By the aforementioned proof, we see that z(x, t) < v(x, t) with any A > 0. From
the relation of the extinction time T* of v(x, t) to A4, it follows that %(x, ¢) = O for any ¢ > 0,
i.e. u(x,t) =0 forany t > T*.

q-m
m

Case (ii): ¢ > m. Let ¢, M; be the same as Case (i) and denote ko = max{1, ?Mlqiu}. Set
Q67 () dx
1
v(x, t) = k¢% (x) with k = (———L7——)77, then it is easy to verify that v(x, ) is a super-

ako fo ¢ () dx
solution of (1.1) when ug(x) is sufficiently small such that u(x) < kqb% (x) in Q. Applying
Proposition 2.1 to Problem (1.1) in Q7 for any T > 0 we obtain u(x, t) < v(x, £) in Qr, which
1

implies that u(x, £) < kM]" . Therefore, u(x, t) satisfies

L —m
ut—Au"’+bu’§a(kM{”)q / u"(y,)dy, xe€Q,t>0.
Q

1
By the choice of k and kq it is easily verified that a(kM]" )7 < % < 1. Thus, by the results
of Case (i), we can conclude that the solution #(x, £) vanishes in finite time when the initial
data are suitably small. The proof of this theorem is complete. d
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Proof of Theorem 1.3 We first prove the case r = g < 1 with b > a|Q2|. Set v(x, £) = g(£) where
g(t) satisfies the following ordinary differential equation:

g@)+(b-al))g?(t)=0, t>0, 26)

£(0) = lluoll oo (-

Since 0 < g <1 and b > a|2|, we know by integrating the ODE that g(¢) vanishes at some
finite time 7™. Moreover, as in the proof of Theorem 1.2, it can be verified that g(¢) is a
super-solution of (1.1). Thus, by applying Proposition 2.1 to u(x, t) and g(¢) forany 0 < T <
T* we know that u(x, £) also vanishes at T*.

In the case r < min{g, 1}, let g(¢) satisfy the following ODE:

g )+ (b-alRg"(t)g"(t) =0, t>0,
£(0) = go,

(2.7)

_b_
a9

time since r < 1 and g(t) is a super-solution of (1.1) provided that i (x) is small enough such

1
where 0 < g < (=%;) 7. Similar to the first case, it is well known that g(¢) vanishes in finite

that ||zl (@) < go. Applying Proposition 2.1 to u(x, £) and g(¢) guarantees the finite time
extinction of u(x, ). This completes the proof of Theorem 1.3. d

Proof of Theorem 1.4 (i) Consider first the case g < ¥ < m. Let A1 be the first eigenvalue of
the following eigenvalue problem:

Ay (x) =AY (x), x€Q,
vx)=0, x €08,

(2.8)

and ¥ (x) > 0 (x € 2) be the corresponding eigenfunction. We may normalize v (x) such

a
that ||y [|zo() = 1. Denote y = fQ Y¥" (x) dx and let g(¢) satisfy the ODE problem

g'@t)=-1g"(t) +aygi(t) - bg'(¢), t>0,
g(0)=0, (2.9)
git)y>0, t>0.

It is easy to check that g(¢) is nondecreasing and bounded from above by min{(%)ml-q,

1
(‘%’)ﬁ }. Set v(x, £) = pg(t) ¥, (x). We shall show that v(x, £) is a sub-solution of (1.1) when
p > 0 is sufficiently small. In fact, simple computations show that

0 1
8—2 = p(=Mg"() + ayg(t) - bg' () 7" (x)

and
Avm+a/ Vi(y, t)dy - bv"
Q

=-Mp"g"Yn +aypig? —bp' g y)".
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For v(x, t) to be a sub-solution of (1.1), it suffices to show that
Mg ()™ + bg' (O)p" < ayg?(t)(0? - p),
which follows from
C(pm_q + pr_q) < ay(l - pl_q), (2.10)

where C = max;.o{r1g"”(£),bg"9(t)} < +00. It is easy to see that (2.10) is valid for suffi-
ciently small p >0 sinceg<r<m<1.
Next, we turn our attention to construct a super-solution of (1.1). Set w(x, t) = L, where

1
L = max{||uo || o), (“‘22‘ )74, pmax;>o g(¢)}. Then itis not hard to see that w(x, £) is a super-

solution and v(x,t) < w(x, £). Therefore, by an iteration process, one can obtain a solution
of Problem (1.1), which satisfies v(x, t) < u(x,t) < w(x, t). Indeed, define u;(x,t) = w(x, t)

and {u(x,t)}72, iteratively to be a solution of the problem
Ue — Auy + buy = a/ uZ_l(x, Hdx, x€,t>0,
Q

subject to the boundary and initial conditions as that in (1.1). By applying the comparison
technique used in the proof of Lemma 2.1 in [1, 12] we know that the function u(x, ) =
limg_, o ux(x, £), for every x € Q and ¢ > 0, is a solution of (1.1). Because v(x,¢) does not
vanish, neither does u(x, t).

(ii) The case g < m < r can be treated similarly to Case (i).

(iii) Finally we consider the case r = g < m with ay > b. Let g(¢) satisfy the following ODE:

g'(t) =-1g"(t) + (ay - b)g?(t), t>0,
g(0)=0, (211)
git)y>0, t>0.

Then g(¢) is nondecreasing and satisfies g(¢) < (%) g . (The upper bound of g(¢) can be
obtained by contradiction arguments and the monotonicity of g(¢) follows immediately as
the upper bound is derived.) As in the proof of Case (i), we can construct a non-extinction
sub-solution v(x, £) = pg(t)y z (x) with p > 0 sufficiently small.

To construct a super-solution, consider the following eigenvalue problem:

—AY ) = 1Y), xe,
Yx)=0, x €0,

where © DD Q is a bounded domain with smooth boundary 9% Let &; and Jl(x) >0(xe
Q) be its first eigenvalue and the corresponding eigenfunction, respectively. We may nor-
malize %(x) such that ||1:51||LOO(§) =1. Denote ¥ = fg JI% (x)dx and § = min, g IZI (%) > 0.
Set w(x, t) = /(1;1% (x), then we shall show that w(x, £) is a super-solution of (1.1) provided
that k > 0 is suitably large. Indeed, if k = max{(%)m%q,g‘% ||M0||L%(Q),p($)m}, we
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know that w(x,t) > 0 on 92 x (0,00), w(x,0) > uy(x) in Q and w(x, t) satisfies the fol-

lowing inequalities (in the weak sense):

— —Aw’"—u/ wi(x, ) dx + bw?
ot o

= K" Jl (x) — aky + bkq%% (x)
> K1(k"~1018 — ay)

>0.

Moreover, v(x,£) < w(x,t) by the choice of k. Therefore, by applying the monotonicity
iteration process we can obtain a non-extinction solution u(x, £) of (1.1) satisfying v(x, t) <
u(x, t) < w(x, t). The proof of Theorem 1.4 is complete. O

Proof of Theorem 1.5 The proof of this theorem is similar to that of Theorem 1.4, so we
only sketch the outline here. Set v(x, ) = pg(t)g " (x) where ¢(x) is defined in (1.2) and g(¢)
satisfies the following ODE problem:

&) = M7 {(ap — 1)g"(t) - bMmg'(£)}, t>0,
g(0)=0, (2.12)
g >0, t>0.

Since ap > 1 and m < r, it is well known that g(¢) is nondecreasing and bounded above
by (;’\;—j)ﬁ. Then v(x,t) is a sub-solution of (1.1) if p > 0 is sufficiently small. On the
other hand, the super-solution w(x, £) can be chosen to be a large positive constant L sat-

1
istying L > max{||uo || 1o0(0), (“'bm ), pM% max;>o g(t)}. It can be observed that (v, w) is a

pair of sub-solution and super-solution of (1.1) satisfying v(x,t) < w(x,t). Therefore, by
monotonicity iteration, we know that (1.1) admits at least one solution u(x, £) such that
v(x, £) < u(x,t) < wix, t). Since v(x,t) > 0 in Q x (0, +00), u(x, ) cannot vanish at any finite
time. The proof of Theorem 1.5 is complete. |

Proof of Theorem 1.6 (i) Let u(x, t) be any solution of (1.1). It can be verified that, for the
case m = q < r < 1, a sufficiently large constant L is a super-solution of (1.1). Therefore,
we know that u(x,t) < L in Q x (0, +00). For convenience, in the following proof, we as-
sume that the weak solution is appropriately smooth; otherwise, we can consider the cor-
responding regularized problem, and the same result can also be obtained through an
approximate process (see [15]). Multiplying equation (1.1) by #™ and integrating by parts
over 2 yield the identity

1 d ’
_/um+1dx+/|Vum’2dx+b/ u”’”dx:a(/ u”‘dx) . (2.13)
m+1dt Jq Q Q Q

Recall the embedding theorem

/‘Vum‘zdxz)q/ u? dx.
Q Q
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Combining this result with (2.13) and using Holder’s inequality on the right hand side of
(2.13) one obtains

1 d
_/ u’"+1dx+)q/ uzmdx+b/ u"’”dxfalﬂl/ u?" dx. (2.14)
m+1dt Jq Q Q Q

Noticing that a|2| < A1 and u(x, t) < L, we see from (2.14) that

d
— / WV dx + bm + 1)L / Wldx <0,

which implies

_ r-1
/ um+1 dx <e b(m+1)L’ t/ ugz+1 dx.
Q

Q

This shows that ||u(:, £)||4+1 tends to O exponentially as ¢ — +oo0.
(ii) Let w(x, £) = g(t)gz)% (%), where g(¢) satisfies

JO+bM g (£)=0, t>0,

(2.15)
g(0)=A>0.
Since 0 < r <1, g(¢) is nonincreasing and g(¢) = 0 for t > T* = %. Noticing m =
bM™ m (1-r)

q and ap = 1, one can see that w(x, t) is a super-solution of (1.1) provided that u(x) <
Ag (x) in Q. By using the arguments similar to that of the proof of Case (i) of Theorem 1.2
we can show that any solution u(x, £) of Problem (1.1) vanishes in finite time.

(iii) Finally we consider the case g = m <1 < r. First we construct a non-extinction sub-
solution of (1.1). Set v(x, t) = hoe“’”qﬁ (x), where hy, o are two positive constants to be de-
termined. Noticing that au =1, it is easily verified that when r = 1, v(x, ¢) is a sub-solution
of (1.1) if @ > b and if 4 is so small such that /¢ z (%) < uo(x). When r > 1, for v(x, t) to be
sub-solution of (1.1) it is reasonable to choose first /1y so small such that h()(p% (%) < ug(x)
and then o > bk M 5 Next, since r > g and v(x, £) is bounded, we can choose a suffi-
ciently large constant L > v(x, t) to be a sup-solution of (1.1). Therefore, by monotonicity
iteration, we can obtain a solution of (1.1) satisfying v(x, t) < u(x,£) < L. Since v(x, ¢) does
not vanish at any finite time, neither does u(x, ). The proof of Theorem 1.6 is complete.
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