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Abstract

In this paper we study some aspects of the Bruhat order on classical Weyl groups, obtaining
a direct combinatorial description of the minimal chains, that is chains with the lexicographically
minimal labelling. Moreover, we find a combinatorial characterization of the covering relation in the
hyperoctahedral group and in the even-signed permutation group, providing results analogous to the
well-known characterization of the covering relation in the symmetric group.
© 2004 Elsevier Ltd. All rights reserved.

1. Introduction

Bruhat order on Coxeter groups has been studied extensively (see, e.g., [5–7, 12, 13,
17]). In particular it is known that every Coxeter group, partially ordered by the Bruhat
order, is a graded,E L-shellable poset (see [5, 7, 12]).

In this work we study some aspects of the Bruhat order on a particular class of Coxeter
groups, namely that of classical Weyl groups, which have nice combinatorial descriptions
in terms of permutation groups: the symmetric groupSn, the hyperoctahedral groupBn

and the even-signed permutation groupDn.
We obtain, for these groups, a direct combinatorial description of the minimal chains,

that is chains with the lexicographically minimal labelling, which play a crucial role in the
definition of the E L-shellability.

As a parallel result, we find a combinatorial characterization of the covering relation
in the hyperoctahedral group and in the even-signed permutation group, analogous to the
well-known characterization in the symmetric group.
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The organization of the paper is as follows. InSection 2we collect somebasic notions
and results. InSection 3we expose some general techniques about posets, which will be
used in the rest of this work.Sections 4–6 contain the main results, about, respectively,
the symmetric group, the hyperoctahedral group and the even-signed permutation group.
Finally, Section 7is dedicated to the proof of a rather technical result.

2. Notation and preliminaries

We letN = {1, 2, 3, . . .} andZ be the set of integers. Forn, m ∈ Z, with n ≤ m, we let
[n, m] = {n, n + 1, . . . , m}. Forn ∈ N, we let[n] = [1, n] and[±n] = [−n, n]\{0}. We
denote by≡ the congruency modulo 2:n ≡ m, with n, m ∈ Z, means thatn − m is even.
Finally, we denote simply by< the lexicographic ordering ofn-tuples:(a1, a2, . . . , an) <

(b1, b2, . . . , bn) means thatak < bk, wherek = min{i ∈ [n] : ai �= bi }.
2.1. Posets

We follow [15, Chapter 3] for poset notation and terminology. In particular, we denote
by � thecovering relation: x � y means thatx < y and there is noz suchthatx < z < y.
A poset isboundedif it has a minimum and a maximum, denoted by0̂ and1̂ respectively. If
x, y ∈ P, with x ≤ y, we let[x, y] = {z ∈ P : x ≤ z ≤ y}, and wecall it anintervalof P.
If x, y ∈ P, with x < y, achain from x to y of length k is a(k + 1)-tuple(x0, x1, . . . , xk)

suchthat x = x0 < x1 < · · · < xk = y. A chain x0 < x1 < · · · < xk is said to be
saturatedif all the relations in it are covering relations(x0 � x1 � · · · � xk).

A poset is said to begradedof rank n if it is finite, bounded and if all maximal chains
of P have the same lengthn. If P is a gradedposet of rankn, then there is a uniquerank
functionρ : P → [0, n] suchthatρ(0̂) = 0, ρ(1̂) = n andρ(y) = ρ(x) + 1 whenevery
coversx in P. Conversely, ifP is finite and bounded, and if such a function exists, thenP
is gradedof rankn.

Let P be a graded poset and letQ be a totally ordered set. AnE L-labelling of P is a
functionλ : {(x, y) ∈ P2 : x � y} → Q such that for everyx, y ∈ P, with x < y, two
properties hold:

1. There is exactly onesaturated chain fromx to y with non-decreasing labels:

x = x0 �
λ1

x1 �
λ2

· · · �
λk

xk = y,

with λ1 ≤ λ2 ≤ · · · ≤ λk.
2. This chain has the lexicographically minimal labelling: if

x = y0 �
µ1

y1 �
µ2

· · · �
µk

yk = y

is a saturated chain fromx to y different from the previous one, then

(λ1, λ2, . . . , λk) < (µ1, µ2, . . . , µk).

A graded posetP is said to beE L-shellable if it has anE L-labelling.
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Connections betweenE L-shellable posets and shellable complexes, Cohen–Macaulay
complexes and Cohen–Macaulay rings can be found, for example, in [1, 3, 4, 8, 9, 14, 16].
Here we only recall the following important result, due to Bj¨orner.

Theorem 2.1. Let P be a graded poset. If P is E L-shellable then P is shellable and hence
Cohen–Macaulay.

2.2. Coxeter groups and Bruhat order

We refer to [10] for the definition of a Coxeter group. LetW be a Coxeter group, with
set of generatorsS. The lengthof an elementw ∈ W, denoted byl (w), is the minimal k
suchthatw can be written as a product ofk generators. Areflection in a Coxeter groupW
is a conjugate of some element inS. The set of all reflections is usually denoted byT :

T = {wsw−1 : s ∈ S, w ∈ W}.
Let W be a Coxeter group with set of generatorsS. Let ushaveu, v ∈ W. We setu → v

if and only if v = ut, with t ∈ T , andl (u) < l (v). TheBruhat orderof W is the partial
order relation so defined: givenu, v ∈ W, thenu ≤ v if andonly if there is a chain

u = u0 → u1 → u2 → · · · → uk = v.

If W is finite it is known thatW has a maximum, which is usually denoted byw0. This
element is an involution:w2

0 = 1. Moreover, composition and conjugacy withw0 induce
(anti)automorphisms of the Bruhat order, as we state in the following.

Proposition 2.2. Let W be a finite Coxeter group, with maximumw0, and let u, v ∈ W.
Then the followingare equivalent:

1. u ≤ v;
2. w0v ≤ w0u;
3. vw0 ≤ uw0;
4. w0uw0 ≤ w0vw0.

Bruhat order on Coxeter groups has been studied extensively (see, e.g., [5–7, 12, 13,
17]). In particular it is known that every Coxeter group, partially ordered by the Bruhat
order, is a graded,E L-shellable poset (see [5, 7, 12]).

2.3. Classical Weyl groups

The finite irreducible Coxeter groups have been completely classified (see, e.g.,
[2, 10]). Among them we find the classical Weyl groups, which have nice combinatorial
descriptions in terms of permutation groups: the symmetric groupSn is a representative
for typeAn−1, the hyperoctahedral groupBn for typeBn and the even-signed permutation
groupDn for typeDn.

2.3.1. The symmetric group
We denote bySn thesymmetric group, defined by

Sn = {σ : [n] → [n] : σ is a bijection}
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Fig. 1. The diagram ofσ = 35124∈ S5.

and we call its elementspermutations. To denote a permutationσ ∈ Sn we often use the
one-line notation: we write σ = σ1σ2 . . . σn, to mean thatσ(i ) = σi for every i ∈ [n].
We alsowrite σ in disjoint cycle form, omitting to write the 1-cycles ofσ : for example, if
σ = 364152, then we also writeσ = (1, 3, 4)(2, 6). Givenσ, τ ∈ Sn, we letστ = σ ◦ τ

(composition of functions) so that, for example,(1, 2)(2, 3) = (1, 2, 3). Givenσ ∈ Sn, the
diagramof σ is a square ofn × n cells, with the cell(i , j ) (that is, the cell in columni and
row j , with the convention that the first column is the leftmost one and the first row is the
lowest one) filled with a dot if and only ifσ(i ) = j . For example, inFig. 1 the diagram of
σ = 35124∈ S5 is represented.

As a set ofgenerators forSn, we takeS = {s1, s2, . . . , sn−1}, wheresi = (i , i + 1) for
everyi ∈ [n − 1]. It is known that the symmetric groupSn, with this set of generators, is a
Coxeter group of typeAn−1 (see, e.g., [2]).

The length of a permutationσ ∈ Sn is given by

l (σ ) = inv(σ ),

where

inv(σ ) = |{(i , j ) ∈ [n]2 : i < j , σ (i ) > σ( j )}|
is the number of inversionsof σ .

In the symmetric group the reflections are the transpositions:

T = {(i , j ) ∈ [n]2 : i < j }.
In order to give a characterization of the covering relation in the Bruhat order of the

symmetric group, we introduce the following definition.

Definition 2.3. Let us haveσ ∈ Sn. A rise of σ is a pair(i , j ) ∈ [n]2 suchthat i < j and
σ(i ) < σ( j ). A rise (i , j ) is said to befree if there is nok ∈ [n] suchthat i < k < j and
σ(i ) < σ(k) < σ( j ).

For example, the rises ofσ = 35124∈ S5 are(1, 2), (1, 5), (3, 4), (3, 5) and(4, 5).
They are all free except(3, 5). The following is a well-known result.

Proposition 2.4. Letσ, τ ∈ Sn, with σ < τ . Thenσ � τ in Sn if and only if

τ = σ(i , j ),

where(i , j ) is a free rise ofσ .



F. Incitti / European Journal of Combinatorics 26 (2005) 729–753 733

In this work we will provide analogous results for the hyperoctahedral group and for the
even-signed permutation group.

In order to give a characterization of the Bruhat order relation inSn, we introduce the
following notation: forσ ∈ Sn and for(h, k) ∈ [n]2, we set

σ [h, k] = |{i ∈ [h] : σ(i ) ∈ [k, n]}|,
The characterization is the following (see, e.g., [12]).

Theorem 2.5. Letσ, τ ∈ Sn. Thenσ ≤ τ if and only if

σ [h, k] ≤ τ [h, k],
for every(h, k) ∈ [n]2.

Finally, the maximum ofSn is

w0 = n(n − 1)(n − 2) . . . 3 2 1.

Note that, givenσ ∈ Sn, thediagrams of the permutationsw0σ , σw0 andw0σw0 are
obtained from the diagram ofσ by, respectively, reversing the rows, reversing the columns
and reversing both rows and columns. So the effects of these operations on the Bruhat order
are described inProposition 2.2.

2.3.2. The hyperoctahedral group
We denote byS±n the symmetricgroup on the set[±n]:

S±n = {σ : [±n] → [±n] : σ is a bijection}
(clearly isomorphic toS2n), and byBn thehyperoctahedral group, defined by

Bn = {σ ∈ S±n : σ(−i ) = −σ(i ) for everyi ∈ [n]}
and we call its elementssigned permutations. To denote a signed permutationσ ∈ Bn

we use thewindow notation: we write σ = [σ1, σ2, . . . , σn], to mean thatσ(i ) = σi

for every i ∈ [n] (the images of the negative entries are then uniquely determined). We
also denoteσ by the sequence|σ1||σ2| . . . |σn|, with the negative entries underlined. For
example, 3 2 1 denotes the signed permutation [−3,−2, 1]. We also write σ in disjoint
cycle form. Signed permutations are particular permutations of the set[±n], so they inherit
the notion of diagram. Note that the diagram of a signed permutation is symmetric with
respect to the center. InFig. 2, thediagram ofσ = 3 2 1 ∈ B3 is represented.

As a set ofgenerators forBn, we takeS = {s0, s1, . . . , sn−1}, wheres0 = (1,−1) and
si = (i , i +1)(−i ,−i −1) for everyi ∈ [n−1]. It isknown that the hyperoctahedral group
Bn, with this set of generators,is a Coxetergroup of typeBn (see, e.g., [2]).

In [11] we introduced a new formula for computing the length inBn: the length of
σ ∈ Bn is given by

l B(σ ) = inv(σ ) + neg(σ )

2
, (1)

where

inv(σ ) = |{(i , j ) ∈ [±n]2 : i < j , σ (i ) > σ( j )}|
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Fig. 2. The diagram ofσ = 321 ∈ B3.

(the length ofσ in the symmetric groupS±n), and

neg(σ ) = |{i ∈ [n] : σ(i ) < 0}|.
For example, for σ = 3 2 1 ∈ B3, we have inv(σ ) = 8, neg(σ ) = 2, sol B(σ ) = 5.
It is known (see, e.g., [2]) that the set of reflections ofBn is

T = {(i ,−i ) : i ∈ [n]} ∪ {(i , j )(−i ,− j ) : 1 ≤ i < | j | ≤ n}.
It is useful to extend a notation introduced for the symmetric group: forσ ∈ Bn and for

(h, k) ∈ [±n]2 we set

σ [h, k] = |{i ∈ [−n, h] : σ(i ) ∈ [k, n]}|.
Definition 2.6. Let σ , τ ∈ Bn. We saythat the pair(σ, τ ) satisfies theB-condition if

σ [h, k] ≤ τ [h, k]
for everyh, k ∈ [±n]2.

The following result gives a combinatorial characterization of the Bruhat order relation
in Bn (see, e.g., [2, Theorem 8.1.8]).

Theorem 2.7. Let σ, τ ∈ Bn. Thenσ ≤ τ if and only if the pair(σ, τ ) satisfies the
B-condition.

ComparingTheorems 2.5and2.7, wecan conclude the following.

Proposition 2.8. Letσ, τ ∈ Bn. Thenσ ≤ τ in the Bruhat order of Bn if and only ifσ ≤ τ

in the Bruhat order of the symmetric group S±n.

The maximum ofBn is

w0 = 12 · · · n

and the effects on the diagram of a signed permutation of composing and conjugating with
w0 are the same as described for the symmetric group.

2.3.3. The even-signed permutation group
We denote byDn theeven-signed permutation group, defined by

Dn = {σ ∈ Bn : neg(σ ) is even}.
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The notation and terminology are inherited from the hyperoctahedral group. For
example the signed permutationσ = 321, whose diagram is represented inFig. 2, is
also inD3.

As a set of generators forDn, we take S = {s0, s1, . . . , sn−1}, where s0 =
(1,−2)(−1, 2) andsi = (i , i + 1)(−i ,−i − 1) for every i ∈ [n − 1]. It is known that
the even-signed permutation groupDn, with this set of generators, is a Coxeter group of
typeDn (see, e.g., [2]).

As regards the length function inDn, it is known (see, e.g., [2]) that

l D(σ ) = l B(σ ) − neg(σ ).

Thus, by (1), the length ofσ ∈ Dn is given by

l D(σ ) = inv(σ ) − neg(σ )

2
.

For example, for σ = 321 ∈ D3, we havel D(σ ) = 3.
Finally, it is known (see, e.g., [2]) that the set of reflections ofDn is

T = {(i , j )(−i ,− j ) : 1 ≤ i < | j | ≤ n}.
In order to give a combinatorial characterization of the Bruhat order relation inDn, we

introduce the following notation: forσ ∈ Dn and(h, k) ∈ [−n] × [n], we set

σcenter[h, k] = σ[±|h|]×[±k],
σNW[h, k] = σ[−n,h−1]×[k+1,n],
σNleft[h, k] = σ[h]×[k+1,n],
σWup[h, k] = σ[−n,h−1]×[k].

We say that(h, k) ∈ [−n] × [n] is free for σ if

σcenter[h, k] = 0.

Definition 2.9. Let σ, τ ∈ Dn. We saythat (h, k) ∈ [−n] × [n] is a D-cell of the pair
(σ, τ ) if it is free for bothσ andτ and

σNW[h, k] = τNW[h, k].
If (h, k) is a D-cell of (σ, τ ), then we say that it is valid if

σNleft[h, k] ≡ τNleft[h, k],
or, equivalently, if

σWup[h, k] ≡ τWup[h, k].
Finally, we say that the pair(σ, τ ) satisfies theD-conditionif every D-cell of (σ, τ ) is

valid.

The following result gives a combinatorial characterization of the Bruhat order relation
in Dn (see [2, Theorem 8.2.8]).

Theorem 2.10. Letσ, τ ∈ Dn. Thenσ ≤ τ if and only if the pair(σ, τ ) satisfiesboth the
B-condition and the D-condition.
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Fig. 3. D-cells.

Note thatσ ≤D τ impliesσ ≤B τ , while the converse is not true.
For example, considerthe two even-signed permutationsσ = 6 43 21 75 and τ =

4531 267 in D7, whose diagrams are shown inFig. 3.
It is easy to check that the pair(σ, τ ) satisfies theB-condition, soσ ≤B τ .
The D-cells of the pair(σ, τ ) are(−3, 1), (−3, 2), (−2, 3) and(−1, 3). Among these,

(−3, 1) and(−3, 2) are valid, while(−2, 3) and(−1, 3) are not valid. Thus the pair(σ, τ )

does not satisfy theD-condition, soσ �D τ .
The maximum ofDn is

w0 =
{

12 . . . n, if n is even,
1 2. . . n, if n is odd.

3. General techniques

In this section we expose some general techniques about posets, concerning gradedness,
covering relation andE L-shellability.

Let P be a finite bounded poset.

Definition 3.1. A successor systemof P is a subset

H ⊆ {(x, y) ∈ P2 : x < y}.
An insertion systemof P is a successor systemH of P suchthat

(insertion property) for everyx, y ∈ P, with x < y, thereexists z ∈ P suchthat

(x, z) ∈ H and z ≤ y.

A covering system ofP is a pair(H, ρ), whereH is an insertion system ofP and
ρ : P → N ∪ {0} is a statistic onP suchthat

(ρ-base property) ρ(0̂) = 0;

(ρ-increasing property) for every(x, y) ∈ H , we have

ρ(y) = ρ(x) + 1.
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Next proposition gives a general method to prove that a poset is graded with a given
rank function: it suffices to find a covering system ofP.

Proposition 3.2. If there exists a covering system(H, ρ) of P, then P is graded with rank
functionρ.

Proof. By theρ-base property,ρ(0̂) = 0. Now letx, y ∈ P, with x � y. By the insertion
property, there isz ∈ P, such that(x, z) ∈ H andz ≤ y. SinceH is a successor system,
we havex < z, and sincex � y, necessarilyz = y. By theρ-increasing property, we have
ρ(y) = ρ(z) = ρ(x) + 1. �

A covering system(H, ρ) also gives a complete description of the covering relation in
P: thepairs of elements which are in covering relation are exactly the pairs inH , as we
state in thefollowing.

Proposition 3.3. Let (H, ρ) be a covering system of P. Let x, y ∈ P. Then

x � y ⇔ (x, y) ∈ H.

Proof. If x � y, then we have already observed, in the proof ofProposition 3.2, that
(x, y) ∈ H . On theother hand, for every(x, y) ∈ H we havex � y. In fact, from the
insertion property and theρ-increasing property, it follows thatρ is order-preserving, that
is, for everys, t ∈ P, s < t impliesρ(s) < ρ(t). If we suppose, by contradiction, that there
is z ∈ P suchthatx < z < y, then we haveρ(y) ≥ ρ(x) + 2, which is in contradiction
with ρ(y) = ρ(x) + 1. �

Now let Q be a totally ordered set, the set oflabels.

Definition 3.4. Let H be a successor system ofP. A good labellingof H is a function
λ : H → Q suchthat

(injectivity property) for every(x, y), (x, z) ∈ H , we have

λ(x, y) = λ(x, z) ⇒ y = z.

Let H be a successor system ofP and letλ be a good labelling ofH . Let x ∈ P.
An elementi ∈ Q is a suitable labelof x if there is y ∈ P such that (x, y) ∈ H
and λ(x, y) = i . By the injectivity property, such ay is unique, and we call it the
transformationof x with respect to the labeli , anddenote it by

t P
i (x).

The set of all suitable labels ofx is denoted byΛ(x).
The following is an equivalent version of the insertion property, once a good labelling

of H is given:

(insertion property) for everyx, y ∈ P, with x < y, there exists a labeli ∈ Λ(x) such
that

t P
i (x) ≤ y.

If (H, ρ) is a covering system ofP, then byProposition 3.3we havex � y if andonly
if (x, y) ∈ H . In this case a good labellingλ of H is an edge-labelling ofP. It is useful



738 F. Incitti / European Journal of Combinatorics 26 (2005) 729–753

to introduce the following terminology: ifx ∈ P and i ∈ Λ(x) then we callt P
i (x) the

covering transformationof x with respect to the labeli , anddenote it by

ctP
i (x).

Thus, for everyx ∈ P, i ∈ Λ(x) we havex � ctP
i (x). On theother hand, ifx � y, then

y = ctP
i (x) for a uniquei ∈ Λ(x), and wewrite also

x �
i

y.

We are nowable to define theminimal chainsin P. Note that, if (H, ρ) is a covering
system ofP, then by the insertion property, for every x, y ∈ P, with x < y, the set

{i ∈ Λ(x) : ctP
i (x) ≤ y}

is not empty. This allows us to give the following definition.

Definition 3.5. Let (H, ρ) be a covering system ofP. Let x, y ∈ P, with x < y. The
minimal labelof x with respect toy, denoted bymiy(x) (or simplymi), is

miy(x) = min{i ∈ Λ(x) : cti (x) ≤ y}.
Theminimal covering transformationof x with respect toy, denoted bymctPy (x), is the
covering transformation ofx with respect to the minimal label:

mctPy (x) = ctP
mi(x).

It is useful to state the following, which is a consequence of the definitions.

Proposition 3.6. Let x, y ∈ P, with x < y. Then

x � mctPy (x) ≤ y.

By Proposition 3.6, thefollowing definition is well-posed.

Definition 3.7. Let x, y ∈ P, with x < y. Theminimal chain from x to y is the saturated
chain

x = x0 � x1 � · · · � xk = y,

defined by

xi = mctPy (xi−1),

for everyi ∈ [k].
By the definition of a minimal covering transformation, this chain has, among all the

saturated chains fromx to y, the lexicographically minimal labelling. The minimal chains
are crucial in the definition of theE L-shellability: a poset isE L-shellable ifits minimal
chains have increasing labels and if any othersaturated chain in it has at least one decrease
in the labels.

According toDefinition 3.7, the minimal chains arecompletely described if we give a
combinatorial description of the minimal covering transformation. This is what we do for
classical Weyl groups in next three sections.



F. Incitti / European Journal of Combinatorics 26 (2005) 729–753 739

4. The symmetric group

By Proposition 2.4, wecan define a natural edge-labelling ofSn (the same as introduced
by Edelman in [7] to prove theE L-shellability of Sn).

Definition 4.1. Thestandard labellingof Sn is the edge-labelling

λ : {(x, y) ∈ S2
n : x � y} → {(i , j ) ∈ [n]2 : i < j }

defined inthe following way: for everyσ, τ ∈ Sn, with σ � τ , we set

λ(σ, τ ) = (i , j ),

where(i , j ) is the free rise ofσ suchthatτ = σ(i , j ).

With the terminology introduced inSection 3, we can say that thesuitable labelsof σ

are its free rises and that, if(i , j ) is a free rise ofσ , then thecovering transformationof σ

with respect to(i , j ) is

ctSn
(i, j )(σ ) = σ(i , j ).

In order to describe the minimal covering transformation, we give the following
definitions.

Definition 4.2. Let σ, τ ∈ Sn, with σ < τ . Thedifference indexof σ with respect toτ ,
denoted bydiτ (σ ) (or simplydi ), is the minimal index on whichσ andτ differ:

diτ (σ ) = min{i ∈ [n] : σ(i ) �= τ (i )}.
We write di , instead ofdiτ (σ ), when there is no ambiguity about the permutationsσ

andτ which we are referring to.

Lemma 4.3. Letσ, τ ∈ Sn, with σ < τ . Then

σ(di) < τ(di).

Proof. First note that, by definition, we have

σ(di) �= τ (di).

Now suppose, by contradiction, thatσ(di) > τ(di). In this case we would have
σ [di, σ (di)] = τ [di, σ (di)] + 1. But σ < τ and, by Theorem 2.5, this implies
σ [di, σ (di)] ≤ τ [di, σ (di)], which isa contradiction. �

Lemma 4.4. Letσ, τ ∈ Sn, with σ < τ . Then the set

{ j ∈ [di + 1, n] : σ( j ) ∈ [σ(di) + 1, τ (di)]} (2)

is not empty.

Proof. Setk = σ−1(τ (di)). If k ∈ [di − 1], thenσ(k) = τ (k), that isk = di , which is a
contradiction. Ifk = di , thenσ andτ agree at the indexdi , which isalso a contradiction.
Thusk ∈ [di + 1, n]. Also,σ(k) = τ (di), sok belongs to the set (2). �

Previous lemmas ensure that next definition is well-posed.
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Definition 4.5. Let σ, τ ∈ Sn, with σ < τ . Thecovering indexof σ with respect toτ ,
denoted byciτ (σ ) (or simplyci ), is

ciτ (σ ) = min{ j ∈ [di + 1, n] : σ( j ) ∈ [σ(di) + 1, τ (di)]}.
By definition(di, ci) is afree rise ofσ , so it isone of its suitable labels. In the next two

propositions we prove that it is theminimal label of σ with respect toτ , in the sense of
Definition 3.5.

Proposition 4.6. Letσ, τ ∈ Sn, with σ < τ . Then

ctSn
(di,ci)(σ ) = σ(di, ci) ≤ τ.

Proof. Let χ = σ(di, ci). We may assume, without loss of generality, thatdi = 1. Set
R = [1, ci − 1] × [σ(1) + 1, σ (ci)]. For every(h, k) ∈ [n]2, we have

χ[h, k] =
{
σ [h, k] + 1, if (h, k) ∈ R,

σ [h, k], if (h, k) /∈ R.

Thus, byTheorem 2.5, to prove thatχ ≤ τ , weonly have to show thatτ [h, k] ≥ σ [h, k]+1
for every(h, k) ∈ R. But if (h, k) ∈ R, then we have

σ [h, k] = σ [h, τ (1) + 1] ≤ τ [h, τ (1) + 1] ≤ τ [h, k] − 1,

soχ ≤ τ . �

Proposition 4.7. Letσ, τ ∈ Sn, with σ < τ . Then

miτ (σ ) = (di, ci).

Proof. Let (i , j ) be a free rise ofσ suchthat

ctSn
(i, j )(σ ) = σ(i , j ) ≤ τ.

We want toprove that(di, ci) ≤ (i , j ). Suppose, by contradiction, that(i , j ) < (di, ci),
so eitheri < di , or i = di and j < ci . If i < di , sinceσ andτ must differ at the index
i , the minimality of di is contradicted. Ifi = di and j < ci , setξ = σ(i , j ). We have
ξ(di) = σ( j ) and, sinceξ ≤ τ , by Lemma 4.3, ξ(di) ≤ τ (di). Soσ( j ) ≤ τ (di) and this
contradicts the minimality ofci . �

Thus in the symmetric group theminimal covering transformationof σ with respect to
τ is

mctSn
τ (σ ) = σ(di, ci),

and, as discussed inSection 3, this gives a description of the minimal chains in the
symmetric group.

5. The hyperoctahedral group

Definition 5.1. Let σ ∈ Bn. A rise (i , j ) of σ is central if

(0, 0) ∈ [i , j ] × [σ(i ), σ ( j )].
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Fig. 4. The covering relation inBn.

A central rise(i , j ) of σ is symmetricif j = −i .

In order to find a characterization of the covering relation inBn, we startdefining a
successor system.

Definition 5.2. Let σ, τ ∈ Bn. We saythat(σ, τ ) is a good pairin Bn if either

1. τ = σ(i , j )(−i ,− j ), where(i , j ) is a non-central free rise ofσ , or
2. τ = σ(i , j ), where(i , j ) is a central symmetric free rise ofσ .

Definition 5.2is illustrated inFig. 4, whereblack and white circles denote respectively
σ andτ , inside the gray areas there are no other dots ofσ andτ , and the diagrams of the
two permutations are supposed to be the same anywhere else.

We set

HBn = {(σ, τ ) ∈ B2
n : (σ, τ ) is a good pair inBn},

and define thestandard labellingλ of Bn by associating with every good pair(σ, τ ) ∈ HBn

the pair(i , j ) ∈ [±n]2 mentioned inDefinition 5.2, which isobviously unique.
By Propositions 2.4and2.8, it follows thatHBn is a successor system ofBn and, since

τ is uniquely determined byσ and by the label(i , j ), λ is a good labelling.
Givenσ ∈ Bn, thesuitable labelsof σ are then the non-central free rises ofσ and the

central symmetric free rises ofσ . If (i , j ) is a suitable label ofσ then thetransformation
of σ with respect to(i , j ) is

t Bn
(i, j )(σ ) =

{
σ(i , j )(−i ,− j ), if (i , j ) is non-central,
σ (i , j ), if (i , j ) is central symmetric.

Now let σ, τ ∈ Bn, with σ < τ . In order to prove thatthe insertion property holds, we
define the label

i Bn(σ, τ ) =
{
(di, ci), if (di, ci) is non-central,
(di,−di), if (di, ci) is central.

Note that i Bn(σ, τ ) is always a suitable label ofσ . So we can define the signed
permutation

χBn(σ, τ ) = t Bn
i Bn (σ,τ )(σ ) =

{
σ(di, ci)(−di,−ci), if (di, ci) is non-central,
σ (di,−di), if (di, ci) is central.
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Proposition 5.3. Letσ, τ ∈ Bn, with σ < τ . Then

χBn(σ, τ ) ≤ τ.

Proof. Let χ = χBn(σ, τ ). If (di, ci) is non-central then

χ = σ(di, ci)(−di,−ci) = mctS±n
τ (w0(mctS±n

τ (σ ))w0).

Thus, byPropositions 2.2, 2.8and3.6(applied twice), we have

χ ≤ τ.

If (di, ci) is central, thenχ = σ(di,−di). We may assume, without loss of generality,
thatdi = −n. So necessarilyσ(di) = −1. SetR = [±n] × {1}. For every(h, k) ∈ [±n]2
we have

χ[h, k] =
{
σ [h, k] + 1, if (h, k) ∈ R,

σ [h, k], if (h, k) /∈ R.

Thus to prove thatχ ≤ τ it suffices to show thatτ [h, k] ≥ σ [h, k] + 1 for every
(h, k) ∈ R. By the symmetry of the diagram, it is enough to show thatτ [h, 1] ≥ σ [h, 1]+1
for everyh ∈ [−n]. But, if h ∈ [−n] we have

σ [h, 1] = σ [h, τ (di) + 1] ≤ τ [h, τ (di) + 1] ≤ τ [h, 1] − 1. �
We recall that the length ofσ ∈ Bn is given by

l B(σ ) = inv(σ ) + neg(σ )

2
.

Proposition 5.4. Thepair (HBn, l B) is a covering system of Bn.

Proof. By Proposition 5.3, HBn is an insertion system ofBn. The ρ-base property is
trivial. It remains to prove theρ-increasing property. Consider(σ, τ ) ∈ HBn and let
λ(σ, τ ) = (i , j ). We have

inv(τ ) =
{

inv(σ ) + 2, if (i , j ) is non-central,
inv(σ ) + 1, if (i , j ) is central symmetric,

and

neg(τ ) =
{

neg(σ ), if (i , j ) is non-central,
neg(σ ) + 1, if (i , j ) is central symmetric.

Thus in each casel B(τ ) = l B(σ ) + 1. �

We have found a covering system ofBn. So we have acharacterization of the covering
relation in Bn, which we state in the following.

Theorem 5.5. Letσ, τ ∈ Bn. Thenσ � τ if and only if either

1. τ = σ(i , j )(−i ,− j ), where(i , j ) is a non-central free rise ofσ , or

2. τ = σ(i , j ), where(i , j ) is a central symmetric free rise ofσ .
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If σ ∈ Bn and(i , j ) is a suitable label ofσ , then the covering transformation ofσ with
respect to(i , j ) actually is acovering transformation, denoted by

ctBn
(i, j )(σ ).

In the next proposition we prove thati Bn(σ, τ ) is theminimal labelof σ with respect to
τ , in the sense ofDefinition 3.5.

Proposition 5.6. Letσ, τ ∈ Bn, with σ < τ . Then

miτ (σ ) = i Bn(σ, τ ) =
{
(di, ci) if (di, ci) is non-central,
(di,−di), if (di, ci) is central.

Proof. If (di, ci) is non-central (case 1) theni Bn(σ, τ ) = (di, ci); otherwise(case 2)
i Bn(σ, τ ) = (di,−di). Let (i , j ) be a suitable label ofσ suchthatctBn

(i, j )(σ ) ≤ τ . We want
to prove that

i Bn(σ, τ ) ≤ (i , j ).

Necessarilyi ≥ di . If i > di theni Bn(σ, τ ) < (i , j ). So, supposei = di .
In case 1, we have to prove thatj ≥ ci . Suppose, by contradiction, thatj < ci and set

ξ = σ(i , j ). We haveξ(di) = σ( j ) and, sinceξ ≤ τ , by Lemma 4.3, ξ(di) ≤ τ (di). So
σ( j ) ≤ τ (di) and this contradicts the minimality ofci .

In case 2, we have to prove thatj ≥ −di (actually, the only possibility isj = −di ).
If we supposej < ci , as incase 1 we get a contradiction. Thusj ≥ ci . Since(di, j ) is a
suitable label ofσ and it is central, it has to be symmetric, that isj = −di . �

Thus in the hyperoctahedral group theminimal covering transformationof σ with
respect toτ is

mctBn
τ (σ ) =

{
σ(di, ci)(−di,−ci), if (di, ci) is non-central,
σ (di,−di), if (di, ci) is central,

and this gives a combinatorial description of the minimal chains inBn.

6. The even-signed permutation group

Definition 6.1. Let σ ∈ Dn. A central rise(i , j ) is semi-freeif

{k ∈ [i , j ] : σ(k) ∈ [σ(i ), σ ( j )]} = {i ,− j , j },
that is if the only dots of thediagram ofσ lying in therectangle[i , j ] × [σ(i ), σ ( j )] are
those in the cells(i , σ (i )), (− j ,−σ( j )) and( j , σ ( j )).

An example of central semi-free rise is illustrated inFig. 5(3).
As we did forBn, we start defining a successor system ofDn.

Definition 6.2. Let σ, τ ∈ Dn. We saythat(σ, τ ) is agood pairin Dn if

τ = σ(i , j )(−i ,− j ),

where(i , j ) is
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Fig. 5. The covering relation inDn.

1. a non-central free rise ofσ , or
2. a central non-symmetric free rise ofσ , or
3. a central semi-free rise ofσ .

Definition 6.2is illustrated inFig. 5, where weuse the same notation as inFig. 4.
We set

HDn = {(σ, τ ) ∈ D2
n : (σ, τ ) is agood pair inDn},

and define thestandard labellingλ of Dn by associating with every good pair(σ, τ ) ∈
HDn, thepair (i , j ) ∈ [±n]2 mentioned inDefinition 6.2, which isobviously unique.

It is easy to see thatHDn is a successor system ofDn and, sinceτ is uniquely determined
by σ and by the label (i , j ), λ is a good labelling.

Given σ ∈ Dn, the suitable labelsof σ are then the non-central free rises ofσ , the
central non-symmetric free rises ofσ and the central semi-free rises ofσ . If (i , j ) is a
suitable label ofσ then thetransformationof σ with respect to(i , j ) is

t Dn
(i, j )(σ ) = σ(i , j )(−i ,− j ).

In order to prove that the insertion property holds, we need the following definition,
which can be given in general for the symmetric group, and which the hyperoctahedral
group and the even-signed permutation group inherit.

Definition 6.3. Let σ, τ ∈ Sn, with σ < τ . Suppose that the set

{ j ∈ [ci + 1, n] : σ( j ) ∈ [σ(di) + 1, σ (ci) − 1]}
is not empty. Then thesecond covering indexof σ with respect toτ , denoted bysciτ (σ )

(or simplysci), is

sciτ (σ ) = min{ j ∈ [ci + 1, n] : σ( j ) ∈ [σ(di) + 1, σ (ci) − 1]}.
Definition 6.4. Let σ, τ ∈ Dn, with σ < τ . We saythat(σ, τ ) is a D-special pair if

1. (di <) ci < 0;
2. (σ (di) <) σ(ci) < 0;
3. τ (di) = −σ(ci);
4. [ci + 1,−ci − 1] × [σ(ci),−σ(ci)] is empty for σ .

Moreover, a special pair(σ, τ ) can be eitherof the first kind, if
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5′. [ci + 1,−ci − 1] × [σ(di),−σ(di)] is not empty forσ ,
or of the second kind,if

5′′. [ci + 1,−ci − 1] × [σ(di),−σ(di)] is empty for σ .

Let σ, τ ∈ Dn, with σ < τ . We definethe label

i Dn(σ, τ ) =



(di, ci), if (σ, τ ) is not aD-special pair,
(di, sci), if (σ, τ ) is a D-special pair ofthe first kind,
(di,−ci), if (σ, τ ) is a D-special pair of the second kind.

Note that, if(σ, τ ) is a D-special pair of the first kind, then, by 4 and 5′, sci necessarily
exists. Alsonote thati Dn(σ, τ ) is alwaysa suitable label ofσ , so wecan define the even-
signed permutation

χDn(σ, τ ) = t Dn
i Dn (σ,τ )(σ ).

All cases are shown inFig. 6, whereσ, τ andχ = χDn(σ, τ ) are represented. Black
circles denoteσ , white squaresτ and white circlesχ . Only the dots in columnsdi and
−di of τ are represented, possibly with a gray rectangle around, denoting the range of
variation τ (di). Inside the gray rectangles there are no dots ofσ andχ other than those
indicated and the diagrams ofσ andχ are supposed to be the same anywhere else.

If (σ, τ ) is not aD-special pair, we distinguish between the following cases:

1. (di <) 0 < ci, σ (di) < 0 < σ(ci);
2. (di <) 0 < ci, 0 < σ(di) (< σ(ci));
3. (di <) 0 < ci, (σ (di) <) σ(ci) < 0;
4. (di <) ci < 0, 0 < σ(di) (< σ(ci));
5. (di <) ci < 0, σ (di) < 0 < σ(ci), σ (ci) > −σ(di);
6. (di <) ci < 0, σ (di) < 0 < σ(ci), σ (ci) < −σ(di);
7. (di <) ci < 0, (σ (di) <) σ(ci) < 0, τ (di) �= −σ(ci);
8. (di <) ci < 0, (σ (di) <) σ(ci) < 0, τ (di) = −σ(ci),

[ci + 1,−ci − 1] × [σ(ci),−σ(ci)] is not empty forσ .

Otherwise(σ, τ ) can be either aD-special pair of the first kind:

9. (di <) ci < 0, (σ (di) <) σ(ci) < 0, τ (di) = −σ(ci),

[ci + 1,−ci − 1] × [σ(ci),−σ(ci)] is empty for σ ,

but [ci + 1,−ci − 1] × [σ(di),−σ(di)] is not,

and we distinguish between

9a. sci < 0 and
9b. sci > 0;

or a D-special pair of the second kind:

10. (di <) ci < 0, (σ (di) <) σ(ci) < 0, τ (di) = −σ(ci),

[ci + 1,−ci − 1] × [σ(di),−σ(di)] is empty for σ .
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Fig. 6. The minimal covering transformation inDn.

Theorem 6.5. Letσ, τ ∈ Dn, with σ < τ . Then

χDn(σ, τ ) ≤ τ.

The proof ofTheorem 6.5is rather technical and will be revealed in the last section.
We recall that the length ofσ ∈ Dn is given by

l D(σ ) = inv(σ ) − neg(σ )

2
.

Proposition 6.6. Thepair (HDn, l D) is a covering system of Dn.
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Proof. By Theorem 6.5, HDn is an insertion system ofDn. Theρ-base property is trivial.
It remains to prove theρ-increasing property. Consider(σ, τ ) ∈ HDn. We refer to the cases
as inFig. 6. We have

inv(τ ) =
{

inv(σ ) + 4, in cases 1 and 10,
inv(σ ) + 2, in all other cases,

and

neg(τ ) =
{

neg(σ ) + 2, in cases 1 and 10,
neg(σ ), in all other cases.

Thus in each casel D(τ ) = l D(σ ) + 1. �
We have found a covering system ofDn. So we have acharacterization of the covering

relation in Dn, which we state in the following.

Theorem 6.7. Letσ, τ ∈ Dn. Thenσ � τ if and only if

τ = σ(i , j )(−i ,− j ),

where(i , j ) is

1. a non-central free rise ofσ , or
2. a central non-symmetric free rise ofσ , or
3. a central semi-free rise ofσ .

If σ ∈ Dn and(i , j ) is a suitable label ofσ , then the transformation of σ with respect
to (i , j ) actually is acovering transformation, denoted by

ctDn
(i j )(σ ) = σ(i , j )(−i ,− j ).

We now prove thati Dn(σ, τ ) is theminimal labelof σ with respect toτ .

Proposition 6.8. Letσ, τ ∈ Dn, with σ < τ . Then

miτ (σ ) = i Dn(σ, τ ).

Proof. Let χ = χDn(σ, τ ). If (σ, τ ) is not a D-special pair (case 1), theni Dn(σ, τ ) =
(di, ci), if (σ, τ ) is a D-special pair of the first kind (case 2), theni Dn(σ, τ ) = (di, sci),
and if (σ, τ ) is a D-special pair of the second kind (case 3), theni Dn(σ, τ ) = (di,−ci).
Let (i , j ) be a suitable label ofσ suchthatctDn

(i,n)(σ ) ≤ τ and letξ = ctDn
(i. j )(σ ). We want

to prove that

i Dn(σ, τ ) ≤ (i , j ).

Necessarilyi ≥ di . If i > di theni Dn(σ, τ ) < (i , j ). So supposei = di .
In case 1, we have to prove thatj ≥ ci . Suppose, by contradiction, thatj < ci . By

the definition ofci , we haveσ( j ) > τ(di). But ξ(di) = σ( j ), soξ(di) > τ(di), which
contradictsξ ≤ τ .

In cases 2 and 3, we have to prove, respectively, thatj ≥ sci and j ≥ −ci . Suppose
that the contrary is true. Looking atFig. 6 (9a, 9b, 10), it is easy to see that, in both
cases, the only possibilities arej = ci or j < ci andσ( j ) > τ(di). But if j = ci ,
thenξ = σ(di, ci)(−di,−ci) and the pair(ξ, τ ) does not satisfy theD-condition, since
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(di + 1,−σ(ci) + 1) is a non-validD-cell of (ξ, τ ), contradictingξ ≤ τ . On theother
hand, if j < ci andσ( j ) > τ(di), then the conclusion is the same as in case 1.�

Thus in the even-signed permutation group theminimal covering transformationof σ

with respect toτ is

mctDn
τ (σ ) =




σ(di, ci)(−di,−ci), if (σ, τ ) is not aD-special pair,
σ (di, sci)(−di,−sci), if (σ, τ ) is a D-special pair of the first

kind,

σ (di,−ci)(−di, ci), if (σ, τ ) is a D-special pair of the second
kind,

and this completes the descriptions of the minimal chains in classical Weyl groups.

7. Proof of Theorem 6.5

To prove Theorem 6.5we need two preliminary lemmas. We first introduce further
notation: forσ ∈ Dn and(h, k) ∈ [−n] × [n], we set

σN [h, k] = σ[±|h|]×[k+1,n] .

Lemma 7.1. Let σ, τ ∈ Dn be such that(σ, τ ) satisfies the B-condition. Let(h, k) ∈
[−n] × [n] be such thatσNW[h, k] = τNW[h, k]. If (h, k) is free forσ , then(h, k) is also
free forτ , hence it is a D-cell of(σ, τ ).

Proof. Consider the equalityσ[h]×[±n] = τ[h]×[±n](=h). We haveσ[h]×[±n] = σN [h, k]
(since(h, k) is free forσ ) andτ[h]×[±n] = τN [h, k] + τ[h]×[±k]. So

τ[h]×[±k] = σN [h, k] − τN [h, k],
and

σN [h, k] ≥ τN [h, k].
On the otherhand, by theB-condition, we haveσ [|h|, k + 1] ≤ τ [|h|, k + 1], that is

σNW[h, k] + σN [h, k] ≤ τNW[h, k] + τN [h, k].
So, byσNW[h, k] = τNW[h, k], we have

σN [h, k] ≤ τN [h, k].
ThusσN [h, k] = τN[h, k] andτ[h]×[±k] = 0, thatis, (h, k) is free forτ . �
For the second lemma, we introduce the following notation: forσ ∈ Dn, (h, k) ∈

[−n] × [n] andk1 ∈ [k], we set

σleft[h; k1, k] = σ[−n,h−1]×[k1,k],
σright[h; k1, k] = σ[h,n]×[k1,k].

Lemma 7.2. Let σ, τ ∈ Dn be such that(σ, τ ) satisfies the B-condition. Let(h, k) ∈
[−n] × [n] be such thatσNW[h, k] = τNW[h, k]. Let k1 ∈ [k]. Set

σleft = σleft[h; k1, k],
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and similarly forσright, τleft andτright. Then
{
τright ≤ σright,

σleft ≤ τleft ≤ σleft + σright.

Moreover, ifσright ≤ τright, in particular if σright = 0, then
{
τright = σright,

τleft = σleft,

and if k1 ∈ [2, k] wehave

σNW[h, k1 − 1] = τNW[h, k1 − 1];
otherwise, if k1 = 1, wehave

σWup[h, k] = τWup[h, k].
Proof. By the B-condition, we haveσ [h − 1, k1] ≤ τ [h − 1, k1], that is

σNW[h, k] + σleft ≤ τNW[h, k] + τleft.

So, byσNW[h, k] = τNW[h, k], we haveσleft ≤ τleft.
Consider the equalityσ[±n]×[k1,k] = τ[±n]×[k1,k](= k − k1 + 1), that is

σleft + σright = τleft + τright.

It follows that

σright − τright = τleft − σleft ≥ 0.

Soτright ≤ σright andσleft ≤ τleft ≤ σleft + σright.
If σright ≤ τright then obviouslyτright = σright andτleft = σleft.
In this case, ifk1 ∈ [2, k] we have

σNW[h, k1 − 1] = σNW[h, k] + σleft = τNW[h, k] + τleft = τNW[h, k1 − 1],
and ifk1 = 1 we have

σWup[h, k] = σleft = τleft = τWup[h, k]. �

We can now proveTheorem 6.5.

Proof. Let χ = χDn(σ, τ ). We recall that

χ =



σ(di, ci)(−di,−ci), if (σ, τ ) is not aD-special pair,
σ (di, sci)(−di,−sci), if (σ, τ ) is a D-special pair ofthe first kind,
σ (di,−ci)(−di, ci), if (σ, τ ) is a D-special pair of the second kind.

We refer to the cases as inFig. 6. Let us show, case by case, thatχ ≤ τ . In every case
we may assume, without loss of generality, thatdi = −n.
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In all cases, except 1, 9 and 10, we have

χ = mctBn
τ (σ ),

so byProposition 3.6andTheorem 2.7, thepair (χ, τ ) satisfies theB-condition.
In case 1, in order to prove that(χ, τ ) satisfies theB-condition, we only have to show

thatσ [h, k] ≤ τ [h, k] − 2, whenh ∈ [−ci ] andk = −σ(di). We have

σ [h, k] = σ [h, τ (di) + 1]
≤ τ [h, τ (di) + 1]
= τ [h, k] − 1 − τ[di,h]×[k,τ (di)−1]
≤ τ [h, k] − 1.

Suppose, by contradiction, thatσ [h, k] = τ [h, k] − 1. It follows thatσ [h, τ (di) + 1] =
τ [h, τ (di) + 1] and τ[di,h]×[k,τ (di)−1] = 0. The pair(σ, τ ) satisfies theB-condition,
σNW[h + 1, τ (di)] = τNW[h + 1, τ (di)] and (h + 1, τ (di)) is free for σ , thus, by
Lemma 7.1, (h + 1, τ (di)) is a D-cell of (σ, τ ). Since(σ, τ ) satisfies theD-condition, it
has to be valid, that is,σWup[h+1, τ (di)] ≡ τWup[h+1, τ (di)]. ButσWup[h+1, τ (di)] = 0
and, sinceτ[di,h]×[k,τ (di)−1] = 0, we haveτWup[h + 1, τ (di)] = 1, a contradiction. Thus
σ [h, k] ≤ τ [h, k] − 2.

In case 10, for theB-condition of (χ, τ ), we have againto show thatσ [h, k] ≤ τ [h, k]−
2, whenh ∈ [ci ] andk = −σ(ci). As before, we haveσ [h, k] ≤ τ [h, k]−1 and, supposing
by contradiction thatσ [h, k] = τ [h, k]−1, we getσNW[h+1, τ (di)] = τNW[h+1, τ (di)].
Now (h + 1, τ (di)) is obviously free for bothσ andτ . So (h + 1, τ (di)) is a D-cell of
(σ, τ ) and the conclusion is the same as before.

In case 9a, theB-condition of (χ, τ ) is proved if we show thatσ [h, k] ≤ τ [h, k] − 1,
when (h, k) ∈ [ci, sci − 1] × [σ(di) + 1, σ(sci)]. If we suppose, by contradiction,
that σ [h, k] = τ [h, k], we getσNW[h + 1, τ (di)] = τNW[h + 1, τ (di)], with the same
conclusion as in previous cases.

Finally, in case 9b, we have to show thatσ [h, k] ≤ τ [h, k] − 1, when(h, k) ∈ [ci ] ×
[σ(di) + 1,σ(sci)] or (h, k) ∈ [−sci]×[−σ(sci)+ 1,−σ(di)]. If (h, k) ∈ [ci ]×[σ(di)+
1,σ(sci)] this is proved as in case 9a. If(h, k) ∈ [−sci]×[−σ(sci) + 1,−σ(di)], suppose
by contradiction thatσ [h, k] = τ [h, k], that is,σNW[h + 1, k − 1] = τNW[h + 1, k − 1].
Then, by theD-condition of (σ, τ ), we getσWup[h+1, k−1] ≡ τWup[h+1, k−1]. On the
other hand, sinceσright[h + 1; τ (di)+ 1, k] = 0, byLemma 7.2we getσleft[h + 1; τ (di)+
1, k] = τleft[h+1; τ (di)+1, k], which impliesτWup[h+1, k−1] = 1+σWup[h+1, k−1],
a contradiction.

It remains to prove that(χ, τ ) satisfies theD-condition. If (h, k) is a D-cell of (χ, τ )

which is also aD-cell of (σ, τ ), then it has tobe valid for (σ, τ ), and this necessarily
implies that it is also valid for(χ, τ ), ascan be easily checked in every case. So, case by
case, we have to look for theD-cells of (χ, τ ) which arenot D-cells of (σ, τ ) (we call
themnew D-cells) and show that they are valid for(χ, τ ).

In case 1, if(h, k) is a newD-cell, then(h, k) ∈ [−ci + 1] × [−σ(di), σ (ci) − 1] and
σNW[h, k] = τNW[h, k] − 1. From

σNW[h, k] = σNW[h, τ (di)] ≤ τNW[h, τ (di)] ≤ τNW[h, k] − 1,



F. Incitti / European Journal of Combinatorics 26 (2005) 729–753 751

it follows thatσNW[h, τ (di)] = τNW[h, τ (di)]. Moreover(h, τ (di)) is free forσ . So,by
Lemma 7.1, (h, τ (di)) is aD-cell of (σ, τ ). By theD-condition of (σ, τ ), it has tobe valid,
that is,σNleft[h, τ (di)] ≡ τNleft[h, τ (di)]. Since(h, τ (di)) is free for bothσ andτ , this
impliesχNleft[h, k] = σNleft[h, k] ≡ τNleft[h, k]. Thus(h, k) is valid for (σ, χ).

In case 2, if(h, k) is a newD-cell, then (h, k) ∈ [−ci + 1] × [σ(di), σ (ci) − 1] and
σNW[h, k] = τNW[h, k] − 1. In this case the reasoning is the same as in case 1.

In case 3, if(h, k) is a newD-cell, then there are two subcases: either(3′)(h, k) ∈
[di + 1,−ci ]× [−σ(ci),−σ(di)− 1], or (3′′)(h, k) ∈ [−ci + 1]× [−σ(ci),−σ(di)− 1]
andσNW[h, k] = τNW[h, k] − 1.

In subcase 3′ we haveσNW[h, k] = τNW[h, k] and σright[h; −τ (di), k] = 1 ≤
τright[h; −τ (di), k]. So,by Lemma 7.2, we have

σleft[h; −τ (di), k] = τleft[h; −τ (di), k] (3)

andσNW[h,−τ (di) − 1] = τNW[h,−τ (di) − 1]. Thus(h,−τ (di) − 1) is a D-cell of
(σ, τ ), which has to be valid, that is,σWup[h,−τ (di) − 1] ≡ τWup[h,−τ (di) − 1]. This,
together with (3), impliesχWup[h, k] = σWup[h, k] ≡ τWup[h, k].

In subcase 3′′ we haveχNW[h, k] = τNW[h, k] and χright[h; −τ (di), k] = 1 ≤
τright[h; −τ (di), k]. So,by Lemma 7.2, we have

χleft[h; −τ (di), k] = τleft[h; −τ (di), k] (4)

and χNW[h,−τ (di) − 1] = τNW[h,−τ (di) − 1]. But σNW[h,−τ (di) − 1] =
χNW[h,−τ (di) − 1]; thus(h,−τ (di) − 1) is a D-cell of (σ, τ ), whichhas to be valid, so
χWup[h,−τ (di) − 1] = σWup[h,−τ (di) − 1] ≡ τWup[h,−τ (di) − 1]. This,together with
(4), impliesχWup[h, k] ≡ τWup[h, k].

In cases 4 and 5 there are no newD-cells.
In case 6, if(h, k) is a newD-cell, then(h, k) ∈ [di +1, ci ]×[σ(ci),−σ(di)−1]. The

pair(χ, τ ) satisfies theB-condition, we haveχNW[h, k] = τNW[h, k] andχright[h; 1, k] =
0. So, byLemma 7.2, χWup[h, k] = τWup[h, k].

In case 7, ifτ (di) > 0 then there are no newD-cells. In fact, ifτ (di) ∈ [−σ(ci) − 1],
then the presence of a newD-cells implies that(di + 1, τ (di)) is a non-valid D-cell of
(σ, τ ), contradictingσ < τ . If τ (di) ∈ [−σ(ci) + 1, n] and (h, k) is a newD-cell,
then(h, k) ∈ [di + 1, ci ] × [−σ(ci),−σ(di) − 1]. In particular, if τ (di) ∈ [−σ(ci) +
1,−σ(di) − 1], sinceσ−1(τ (di)) ∈ [ci + 1,−ci − 1], thenk ∈ [−σ(ci), τ (di) − 1]. So

σNW[h, k] = σ [h − 1, τ (di) + 1] ≤ τ [h − 1, τ (di) + 1] ≤ τNW[h, k] − 1,

contradictingσNW[h, k] = τNW[h, k]. It remains to consider case 7, whenτ (di) < 0,
that is, whenτ (di) ∈ [σ(ci)]. If (h, k) is a newD-cell, then (h, k) ∈ [di + 1, ci ] ×
[−σ(ci),−σ(di) − 1]. We haveσright[h; −τ (di), k] = 1 ≤ τright[h; −τ (di), k], and the
conclusion is the same as in subcase 3′.

In case 8 there are no newD-cells.
In case 9a, if(h, k) is a newD-cell, then(h, k) ∈ [ci +1, sci]×[−σ(sci),−σ(di)−1].

We haveσright[h; τ (di)+1, k] = 1, so, byLemma 7.2, eitherτleft = σleft or τleft = σleft +1.
If we suppose, by contradiction, thatτleft = σleft, then (h, τ (di) + 1) is a D-cell of
(σ, τ ), which has to be valid. ButσWup[h, τ (di) + 1] = 0 �≡ 1 = τWup[h, τ (di) + 1],
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a contradiction. Soτleft = σleft + 1 andσWup[h, k] = τWup[h, k] + 2. ThusχWup[h, k] =
σWup[h, k] ≡ τWup[h, k].

In case 9b, if(h, k) is a new D-cell, then either(9b′)(h, k) ∈ [ci + 1,−sci] ×
[−σ(sci),−σ(di)− 1], or (9b′′)(h, k) ∈ [−sci+ 1]× [−σ(sci),−σ(di)− 1]. In subcase
9b′ the reasoning is the same as in case 9a. In subcase 9b′′ we haveχNW[h, k] = τNW[h, k]
andσright[h; τ (di)+1, k] = 1. So, byLemma 7.2, eitherτleft = χleft orτleft = χleft+1. If we
suppose, by contradiction, thatτleft = χleft, thenσNW[h, τ (di)+1] = χNW[h, τ (di)+1] =
τNW[h, τ (di) + 1]. So, by the D-condition of (σ, τ ), we getσWup[h, τ (di) + 1] ≡
τWup[h, τ (di)+1]. ButσWup[h, τ (di)+1] = 0 �≡ 1 = τWup[h, τ (di)+1], a contradiction.
Soτleft = χleft + 1, which implies τWup[h, k] = χWup[h, k] + 2, thatis, (h, k) is valid for
(χ, τ ).

In case 10, if(h, k) is a newD-cell, then (h, k) ∈ [di + 1] × [−σ(di) − 1]. Thepair
(χ, τ ) satisfies theB-condition; we haveχNW[h, k] = τNW[h, k] and[h, n]×[k] is empty
for χ . Thus, as in case 6, byLemma 7.2we getχWup[h, k] = τWup[h, k], that is, once
again,(h, k) is valid for (χ, τ ).
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