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#### Abstract

In this paper, we establish the existence of mild solutions for a class of impulsive abstract partial functional differential equation with state-dependent delay. © 2006 Elsevier Ltd. All rights reserved.
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## 1. INTRODUCTION

In this paper, we establish the existence of mild solutions for an impulsive abstract functional differential equation with state-dependent delay described by

$$
\begin{align*}
x^{\prime}(t) & =A x(t)+f\left(t, x_{\rho\left(t, x_{t}\right)}\right), & & t \in I=[0, a],  \tag{1.1}\\
x_{0} & =\varphi \in \mathcal{B}, & &  \tag{1.2}\\
\Delta x\left(t_{i}\right) & =I_{i}\left(x_{t_{i}}\right), & & i=1, \ldots, n, \tag{1.3}
\end{align*}
$$

where $A$ is the infinitesimal generator of a compact $C_{0}$-semigroup of bounded linear operators $(T(t))_{t \geq 0}$ defined on a Banach space $X$; the functions $x_{s}:(-\infty, 0] \rightarrow X, x_{s}(\theta)=x(s+\theta)$, belongs to some abstract phase space $\mathcal{B}$ described axiomatically; $0<t_{1}<\cdots<t_{n}<a$ are pre-fixed numbers; $f: I \times \mathcal{B} \rightarrow X, \rho: I \times \mathcal{B} \rightarrow(-\infty, a], I_{i}: \mathcal{B} \rightarrow X, i=1, \ldots, n$, are appropriate functions and the symbol $\Delta \xi(t)$ represents the jump of the function $\xi$ at $t$, which is defined by $\Delta \xi(t)=\xi\left(t^{+}\right)-\xi\left(t^{-}\right)$.
The theory of impulsive differential equations has become an important area of investigation in recent years stimulated by their numerous applications to problems arising in mechanics, electrical engineering, medicine, biology, ecology, etc. Relative to ordinary impulsive differential equations,

[^0]we cite among other works [1-5]. First-order abstract partial differential equations with impulses are treated in [6-9].

The literature related to ordinary and partial functional differential equations with delay for which $\rho(t, \psi)=t$ is very extensive and we refer the reader to $[10,11]$ concerning this matter.

Functional differential equations with state-dependent delay appear frequently in applications as models of equations and for this reason the study of this type of equations has received great attention in the last years, see, for instance, $[12-20]$ and the references therein. The literature related to partial functional differential equations with state-dependent delay is limited, to our knowledge, to the recent works [21,22]. The study of impulsive partial functional differential equations with state-dependent delay is an untreated topic and it is the motivation of our paper.

## 2. PRELIMINARIES

Throughout this paper, $A: D(A) \subset X \rightarrow X$ is the infinitesimal generator of a compact semigroup of linear operators $(T(t))_{t \geq 0}$ defined on a Banach spaces $X$ and $\tilde{M}$ is a constant such that $\|T(t)\| \leq \bar{M}$ for every $t \in I=[0, a]$. For related semigroup theory, we suggest $[23]$.

To consider the impulsive condition (1.3), it is convenient to introduce some additional concepts and notations. We say that a function $u:[\sigma, \tau] \rightarrow X$ is a normalized piecewise continuous function on $[\sigma, \tau]$ if $u$ is piecewise continuous and left continuous on $(\sigma, \tau]$. We denote by $\mathcal{P C}([\sigma, \tau] ; X)$ the space formed by the normalized piecewise continuous functions from $[\sigma, \tau]$ into $X$. In particular, we introduce the space $\mathcal{P C}$ formed by all functions $u:[0, a] \rightarrow X$ such that $u$ is continuous at $t \neq t_{i}, u\left(t_{i}^{-}\right)=u\left(t_{i}\right)$ and $u\left(t_{i}^{+}\right)$exists, for all $i=1, \ldots, n$. In this paper we always assume that $\mathcal{P C}$ is endowed with the norm $\|u\|_{\mathcal{P C}}=\sup _{s \in[0, a]}\|u(s)\|$. It is clear that $(\mathcal{P C},\|\cdot\| \mathcal{P C})$ is a Banach space.

To simplify the notations, we put $t_{0}=0, t_{n+1}=a$ and for $u \in \mathcal{P C}$ we denote by $\tilde{u}_{i} \in$ $C\left(\left[t_{i}, t_{i+1}\right] ; X\right), i=0,1, \ldots, n$, the function given by

$$
\tilde{u}_{i}(t)= \begin{cases}u(t), & \text { for } t \in\left(t_{i}, t_{i+1}\right] \\ u\left(t_{i}^{+}\right), & \text {for } t=t_{i}\end{cases}
$$

Moreover, for $B \subseteq \mathcal{P C}$, we denote by $\tilde{B}_{i}, i=0,1, \ldots, n$, the set $\tilde{B}_{i}=\left\{\tilde{u}_{i}: u \in B\right\}$.
Lemma 2.1. A set $B \subseteq \mathcal{P C}$ is relatively compact in $\mathcal{P C}$ if and only if, the set $\tilde{B}_{i}$ is relatively compact in $C\left(\left[t_{i}, t_{i+1}\right] ; X\right)$, for every $i=0,1, \ldots, n$.

In this work we will employ an axiomatic definition of the phase space $\mathcal{B}$ which is similar to that used in [24]. Specifically, $\mathcal{B}$ will be a linear space of functions mapping $(-\infty, 0]$ into $X$ endowed with a seminorm $\|\cdot\|_{\mathcal{B}}$ and we will assume that $\mathcal{B}$ satisfies the following axioms.
(A) If $x:(-\infty, \sigma+b] \rightarrow X, b>0$, is such that $\left.x\right|_{[\sigma, \sigma+b]} \in \mathcal{P C}([\sigma, \sigma+b]: X)$ and $x_{\sigma} \in \mathcal{B}$, then for every $t \in[\sigma, \sigma+b]$ the following conditions hold:
(i) $x_{t}$ is in $\mathcal{B}$,
(ii) $\|x(t)\| \leq H\left\|x_{t}\right\|_{\mathcal{B}}$,
(iii) $\left\|x_{t}\right\|_{\mathcal{B}} \leq K(t-\sigma) \sup \{\|x(s)\|: \sigma \leq s \leq t\}+M(t-\sigma)\left\|x_{\sigma}\right\|_{\mathcal{B}}$, where $H>0$ is a constant; $K, M:[0, \infty) \rightarrow[1, \infty), K$ is continuous, $M$ is locally bounded and $H, K, M$ are independent of $x(\cdot)$.
(B) The space $\mathcal{B}$ is complete.

Example. The Phase Spaces $\mathcal{P} C_{h}(X), \mathcal{P} \mathcal{C}_{g}^{0}(X)$. Let $g:(-\infty, 0] \rightarrow[1, \infty)$ be a continuous, nondecreasing function with $g(0)=1$, which satisfies the conditions (g-1), (g-2) of [24]. This means that the function

$$
G(t):=\sup _{-\infty<\theta \leq-t} \frac{g(t+\theta)}{g(\theta)}
$$

is locally bounded for $t \geq 0$ and that $\lim _{\theta \rightarrow-\infty} g(\theta)=\infty$.

As usual, we said that $\varphi:(-\infty, 0] \rightarrow X$ is normalized piecewise continuous, if $\varphi$ is left continuous and the restriction of $\varphi$ to any interval $[-r, 0]$ is piecewise continuous.
Next, we modify slightly the definition of the spaces $C_{g}, C_{g}^{0}$ in [24]. We denote by $\mathcal{P} \mathcal{C}_{g}(X)$ the space formed by the normalized piecewise continuous functions $\varphi$ such that $\varphi / g$ is bounded on $(-\infty, 0]$ and by $\mathcal{P C}_{g}^{0}(X)$ the subspace of $\mathcal{P} \mathcal{C}_{g}(X)$ formed by the functions $\varphi$ such that

$$
\frac{\varphi(\theta)}{g(\theta)} \rightarrow 0
$$

as $\theta \rightarrow-\infty$. It is easy to see that $\mathcal{P C}_{g}(X)$ and $\mathcal{P C}_{g}^{0}(X)$ endowed with the norm

$$
\|\varphi\|_{\mathcal{B}}:=\sup _{\theta \leq 0} \frac{\|\varphi(\theta)\|}{g(\theta)}
$$

are phase spaces in the sense considered in this work. Moreover, in these cases $K(s) \equiv 1$ for $s \geq 0$.
Example. The Phase Space $\mathcal{P} \mathcal{C}_{r} \times L^{2}(g, X)$. Let $1 \leq p<\infty, 0 \leq r<\infty$ and $g(\cdot)$ be a Borel nonnegative measurable function on $(-\infty, r)$ which satisfies the conditions (g-5)-(g-6) in the terminology of [24]. Briefly, this means that $g(\cdot)$ is locally integrable on $(-\infty,-r)$ and that there exists a nonnegative and locally bounded function $G$ on $(-\infty, 0]$ such that $g(\xi+\theta) \leq G(\xi) g(\theta)$ for all $\xi \leq 0$ and $\theta \in(-\infty,-r) \backslash N_{\xi}$, where $N_{\xi} \subseteq(-\infty,-r)$ is a set with Lebesgue measure 0 .

Let $\mathcal{B}:=\mathcal{P C}_{r} \times L^{p}(g ; X), r \geq 0, p>1$, be the space formed of all classes of functions $\varphi:(-\infty, 0] \rightarrow X$ such that $\left.\varphi\right|_{[-r, 0]} \in \mathcal{P C}([-r, 0], X), \varphi(\cdot)$ is Lebesgue-measurable on $(-\infty,-r]$ and $g|\varphi|^{p}$ is Lebesgue integrable on $(-\infty,-r]$. The seminorm in $\|\cdot\|_{\mathcal{B}}$ is defined by

$$
\|\varphi\|_{\mathcal{B}}:=\sup _{\theta \in[-r, 0]}\|\varphi(\theta)\|+\left(\int_{-\infty}^{-r} g(\theta)\|\varphi(\theta)\|^{p} d \theta\right)^{1 / p}
$$

Proceeding as in the proof of [24, Theorem 1.3.8], it follows that $\mathcal{B}$ is a phase space which satisfies Axioms A and B. Moreover, for $r=0$ and $p=2$, this space coincides with $C_{0} \times L^{2}(g, X), H=1$; $M(t)=G(-t)^{1 / 2}$ and $K(t)=1+\left(\int_{-t}^{0} g(\tau) d \tau\right)^{1 / 2}$, for $t \geq 0$.
Remark 1. In retarded functional differential equations without impulses, the axioms of the abstract phase space $\mathcal{B}$ include the continuity of the function $t \rightarrow x_{t}$, see $[24,25]$ for details. Due to the impulsive effect, this property is not satisfied in impulsive delay systems and, for this reason, has been eliminated in our abstract description of $\mathcal{B}$.
Remark 2. Let $\varphi \in \mathcal{B}$ and $t \leq 0$. The notation $\varphi_{t}$ represents the function defined by $\varphi_{t}(\theta)=$ $\varphi(t+\theta)$. Consequently, if the function $x(\cdot)$ in Axiom A is such that $x_{0}=\varphi$, then $x_{t}=\varphi_{t}$. We observe that $\varphi_{t}$ is well defined for $t<0$ since the domain of $\varphi$ is $(-\infty, 0]$. We also note that in general $\varphi_{t} \notin \mathcal{B}$; consider, for example, functions of the type $x^{\mu}(t)=(t-\mu)^{-\alpha} \mathcal{X}_{(\mu, 0]}, \mu>0$, where $\mathcal{X}_{(\mu, 0]}$ is the characteristic function of $(\mu, 0], \mu<-r$ and $\alpha p \in(0,1)$, in the space $\mathcal{P C}_{r} \times L^{p}(g ; X)$.

Additional terminologies and notations used in this paper are standard in functional analysis. In particular, for Banach spaces $\left(Z,\|\cdot\|_{Z}\right),\left(W,\|\cdot\|_{W}\right)$, the notation $\mathcal{L}(Z, W)$ stands for the Banach space of bounded linear operators from $Z$ into $W$ and we abbreviate to $\mathcal{L}(Z)$ whenever $Z=W$. Moreover, $B_{r}(x, Z)$ denotes the closed ball with center at $x$ and radius $r>0$ in $Z$.

The paper has four sections. In Section 3 we establish the existence of mild solutions for system (1.1)-(1.3). Section 4 is reserved for examples.

To conclude this section, we recall the following well-known result for convenience.
Theorem 2.1. (See [26, Theorem 6.5.4].) Let $D$ be a closed convex subset of a Banach space $Z$ and assume that $0 \in D$. Let $\Gamma: D \rightarrow D$ be a completely continuous map. Then, either the map $\Gamma$ has a fixed point in $D$ or $\{z \in D: z=\lambda \Gamma(z), 0<\lambda<1\}$ is unbounded.

## 3. EXISTENCE RESULTS

In this section, we establish the existence of mild solutions for the impulsive abstract Cauchy problem (1.1)-(1.3). To prove our results, we always assume that $\rho: I \times \mathcal{B} \rightarrow(-\infty, a]$ is continuous and that $\varphi$ and $f$ satisfies the following conditions.
$\mathbf{H}_{\varphi}$ Let $\mathcal{R}\left(\rho^{-}\right)=\{\rho(s, \psi):(s, \psi) \in I \times \mathcal{B}, \rho(s, \psi) \leq 0\}$. The function $t \rightarrow \varphi_{t}$ is well defined from $\mathcal{R}\left(\rho^{-}\right)$into $\mathcal{B}$ and there exists a continuous and bounded function $J^{\varphi}: \mathcal{R}\left(\rho^{-}\right) \rightarrow \mathbb{R}$ such that $\left\|\varphi_{t}\right\|_{\mathcal{B}} \leq J^{\varphi}(t)\|\varphi\|_{\mathcal{B}}$ for every $t \in \mathcal{R}\left(\rho^{-}\right)$.
$\mathbf{H}_{1}$ The function $f: I \times \mathcal{B} \rightarrow X$ satisfies the following conditions.
(i) Let $x:(-\infty, a] \rightarrow X$ be such that $x_{0}=\varphi$ and $\left.x\right|_{I} \in \mathcal{P C}$. The function $t \rightarrow$ $f\left(t, x_{\rho\left(t, x_{t}\right)}\right)$ is measurable on $[0, a]$ and the function $t \rightarrow f\left(s, x_{t}\right)$ is continuous on $\mathcal{R}\left(\rho^{-}\right) \cup[0, a]$ for every $s \in[0, a]$.
(ii) For each $t \in I$, the function $f(t, \cdot): \mathcal{B} \rightarrow X$ is continuous.
(iii) There exists an integrable function $m: I \rightarrow[0, \infty)$ and a continuous nondecreasing function $W:[0, \infty) \rightarrow(0, \infty)$ such that

$$
\|f(t, \psi)\| \leq m(t) W\left(\|\psi\|_{\mathcal{B}}\right), \quad(t, \psi) \in I \times \mathcal{B}
$$

REMARK 3. We point out here that condition $\mathbf{H}_{\varphi}$ is frequently satisfied by functions that are continuous and bounded. In fact, assume that the space of continuous and bounded functions $C_{b}((-\infty, 0], X)$ is continuously included in $\mathcal{B}$. Then, there exists $\mathrm{L}>0$ such that

$$
\begin{equation*}
\left\|\psi_{t}\right\|_{\mathcal{B}} \leq L \frac{\sup _{\theta \leq 0}\|\psi(\theta)\|}{\|\psi\|_{\mathcal{B}}}\|\psi\|_{\mathcal{B}}, \quad t \leq 0, \quad \psi \neq 0, \quad \psi \in C_{b}((-\infty, 0]: X) \tag{3.1}
\end{equation*}
$$

It is easy to see that the space $C_{b}((-\infty, 0], X)$ is continuously included in $\mathcal{P} C_{g}(X)$ and $\mathcal{P} C_{g}^{0}(X)$. Moreover, if $g(\cdot)$ verifies (g-5) - $\left.g-6\right)$ and $g(\cdot)$ is integrable on $(-\infty,-r]$, then the space $C_{b}((-\infty, 0], X)$ is also continuously included in $\mathcal{P} \mathcal{C}_{r} \times L^{p}(g ; X)$. For complementary details related this matter, see Proposition 7.1.1 and Theorems 1.3.2 and 1.3.8 in [24].
REMARK 4. In delay differential equations without impulses, the function $f$ is usually assumed to be continuous. This turns out to be a poor choice of a condition for an impulsive system since in general, the function $t \rightarrow x_{t}$ is discontinuous. This fact is the justification for condition $\mathrm{H}_{1}$-(i).

Let $x:(-\infty, a] \rightarrow X$ be a function such that $x, x^{\prime} \in \mathcal{P C}$. If $x$ is a solution of (1.1)-(1.3), from the semigroup theory, we get

$$
x(t)=T(t) \varphi(0)+\int_{0}^{t} T(t-s) f\left(s, x_{\rho\left(s, x_{s}\right)}\right) d s, \quad t \in\left[0, t_{1}\right)
$$

which implies that

$$
x\left(t_{1}^{-}\right)=T\left(t_{1}\right) \varphi(0)+\int_{0}^{t_{1}} T\left(t_{1}-s\right) f\left(s, x_{\rho\left(s, x_{s}\right)}\right) d s
$$

By using that $x\left(t_{1}^{+}\right)=x\left(t_{1}^{-}\right)+I_{1}\left(x_{t_{1}}\right)$, for $t \in\left(t_{1}, t_{2}\right)$ we find that

$$
\begin{aligned}
x(t)= & T\left(t-t_{1}\right) x\left(t_{1}^{+}\right)+\int_{t_{1}}^{t} T(t-s) f\left(s, x_{\rho\left(s, x_{s}\right)}\right) d s \\
= & T\left(t-t_{1}\right)\left(x\left(t_{1}^{-}\right)+I_{1}\left(x_{t_{1}}\right)\right)+\int_{t_{1}}^{t} T(t-s) f\left(s, x_{\rho\left(s, x_{s}\right)}\right) d s \\
= & T\left(t-t_{1}\right)\left[T\left(t_{1}\right) \varphi(0)+\int_{0}^{t_{1}} T\left(t_{1}-s\right) f\left(s, x_{\rho\left(s, x_{s}\right)}\right) d s+I_{1}\left(x_{t_{1}}\right)\right] \\
& +\int_{t_{1}}^{t} T(t-s) f\left(s, x_{\rho\left(s, x_{s}\right)}\right) d s \\
= & T(t) \varphi(0)+\int_{0}^{t} T(t-s) f\left(s, x_{\rho\left(s, x_{s}\right)}\right) d s+T\left(t-t_{1}\right) I_{1}\left(x_{t_{1}}\right)
\end{aligned}
$$

Reiterating these procedures, we can prove that

$$
x(t)=T(t) \varphi(0)+\int_{0}^{t} T(t-s) f\left(s, x_{\rho\left(s, x_{s}\right)}\right) d s+\sum_{0<t_{i}<t} T\left(t-t_{i}\right) I_{i}\left(x_{t_{i}}\right), \quad t \in I
$$

This expression motivates the following definition.
Definition 3.1. A function $x:(-\infty, a] \rightarrow X$ is called a mild solution of the abstract Cauchy problem (1.1)-(1.3) if $x_{0}=\varphi, x_{\rho\left(s, x_{s}\right)} \in \mathcal{B}$ for every $s \in I$ and

$$
\begin{equation*}
x(t)=T(t) \varphi(0)+\int_{0}^{t} T(t-s) f\left(s, x_{\rho\left(s, x_{s}\right)}\right) d s+\sum_{0<t_{i}<t} T\left(t-t_{i}\right) I_{i}\left(x_{t_{i}}\right), \quad t \in I \tag{3.2}
\end{equation*}
$$

The next lemma is proved using the phase spaces axioms.
Lemma 3.1. Let $x ;(-\infty, a] \rightarrow X$ be a function such that $x_{0}=\varphi$ and $\left.x\right|_{[0, a]} \in \mathcal{P C}$. Then

$$
\left\|x_{s}\right\|_{\mathcal{B}} \leq\left(M_{a}+J_{0}^{\varphi}\right)\|\varphi\|_{\mathcal{B}}+K_{a} \sup \{\|x(\theta)\| ; \theta \in[0, \max \{0, s\}]\}, \quad s \in \mathcal{R}\left(\rho^{-}\right) \cup[0, a]
$$

where $J_{0}^{\varphi}=\sup _{t \in \mathcal{R}\left(\rho^{-}\right)} J^{\varphi}(t), M_{i}=\sup _{t \in I} M(t)$ and $K_{a}=\sup _{t \in I} K(t)$.
REMARK 5. In the sequel of this work, $M_{a}=\sup _{t \in[0, a]} M(t)$ and $K_{a}=\sup _{t \in[0, a]} K(t)$.
Now, we can establish our first existence result.
Theorem 3.1. Assume that there are constants $L_{i}, i=1,2, \ldots, n$, such that

$$
\left\|I_{i}\left(\psi_{1}\right)-I_{i}\left(\psi_{2}\right)\right\| \leq L_{i}\left\|\psi_{1}-\psi_{2}\right\|_{\mathcal{B}}, \quad \psi_{j} \in \mathcal{B}, \quad j=1,2, \quad i=1,2, \ldots, n .
$$

If

$$
\begin{equation*}
\tilde{M} K_{a}\left[\liminf _{\xi \rightarrow \infty} \frac{W(\xi)}{\xi} \int_{0}^{a} m(s) d s+\sum_{i=1}^{n} L_{i}\right]<1, \tag{3.3}
\end{equation*}
$$

then there exists a mild solution of (1.1)-(1.3).
Proof. Let $Y=\{u \in \mathcal{P C}: u(0)=\varphi(0)\}$ endowed with the uniform convergence topology. On the space $Y$, we define the operator $\Gamma: Y \rightarrow Y$ by

$$
\Gamma x(t)=T(t) \varphi(0)+\int_{0}^{t} T(t-s) f\left(s, \bar{x}_{\rho\left(s, \bar{x}_{s}\right)}\right) d s+\sum_{0<t_{i}<t} T\left(t-t_{i}\right) I_{i}\left(\bar{x}_{t_{i}}\right), \quad t \in I
$$

where $\bar{x}:(-\infty, a] \rightarrow X$ is such that $\bar{x}_{0}=\varphi$ and $\bar{x}=x$ on $I$. From Axiom A, the strong continuity of $(T(t))_{t \geq 0}$ and our assumptions on $\varphi$ and $f$, we infer that $\Gamma x \in \mathcal{P C}$.

Next, we prove that there exists $r>0$ such that $\Gamma\left(B_{r}(0, Y)\right) \subset B_{r}(0, Y)$. If we assume this property is false, then for every $r>0$ there exist $x^{r} \in B_{r}(0, Y)$ and $t^{r} \in I$ such that $r<\left\|\Gamma x^{r}\left(t^{r}\right)\right\|$. Then, by using Lemma 3.1 we find that

$$
\left.\begin{array}{rl}
r< & \left\|\Gamma x^{r}\left(t^{r}\right)\right\| \\
& \leq \tilde{M} H\|\varphi\|_{\mathcal{B}}+\tilde{M} \int_{0}^{t^{r}} m(s) W\left(\| \overline{x^{r}} \rho\left(s,\left(\bar{x}^{r}\right)_{s}\right)\right.
\end{array} \|_{f s B}\right) d s+\tilde{M} \sum_{i=1}^{n}\left(L_{i}\left\|\bar{x}_{t_{i}}\right\|_{\mathcal{B}}+\left\|I_{i}(0)\right\|\right)
$$

and hence,

$$
1 \leq \tilde{M} K_{a}\left[\liminf _{\xi \rightarrow \infty} \frac{W(\xi)}{\xi} \int_{0}^{a} m(s) d s+\sum_{i=1}^{n} L_{i}\right],
$$

which is contrary to our assumption.
Let $r>0$ be such that $\Gamma\left(B_{r}(0, Y)\right) \subset B_{r}(0, Y)$. Next, we will prove that $\Gamma$ is a condensing map on $B_{r}(0, Y)$. Consider the decomposition $\Gamma=\Gamma_{1}+\Gamma_{2}$ where

$$
\begin{array}{ll}
\Gamma_{1} x(t)=T(t) \varphi(0)+\int_{0}^{t} T(t-s) f\left(s, \bar{x}_{\rho\left(s, \bar{x}_{s}\right)}\right) d s, & t \in I, \\
\Gamma_{2} x(t)=\sum_{0<t_{i}<t} T\left(t-t_{i}\right) I_{i}\left(\bar{x}_{t_{i}}\right), & t \in I .
\end{array}
$$

Step 1. The set $\Gamma_{1}\left(B_{r}(0, Y)\right)(t)=\left\{\Gamma_{1} x(t): x \in B_{r}(0, Y)\right\}$ is relatively compact in $X$ for every $t \in I$. The case $t=0$ is obvious. Let $0<\epsilon<t \leq a$. If $x \in B_{r}(0, Y)$, from Lemma 3.1 it follows that

$$
\left\|\bar{x}_{\rho\left(t, \bar{x}_{t}\right)}\right\|_{\mathcal{B}} \leq r^{*}:=\left(M_{a}+J_{0}^{\varphi}\right)\|\varphi\|_{\mathcal{B}}+K_{a} r
$$

and so

$$
\left\|\int_{0}^{\tau} T(\tau-s) f\left(s, \bar{x}_{\rho\left(s, \bar{x}_{s}\right)}\right) d s\right\| \leq r^{* *}:=\tilde{M} W\left(r^{*}\right) \int_{0}^{a} m(s) d s, \quad \tau \in I .
$$

Consequently, for $x \in B_{r}(0, Y)$, we find that

$$
\begin{aligned}
\Gamma_{1} x(t) & =T(t) \varphi(0)+T(\epsilon) \int_{0}^{t-\epsilon} T(t-\epsilon-s) f\left(s, \bar{x}_{\rho\left(s, \bar{x}_{s}\right)}\right) d s+\int_{t-\epsilon}^{t} T(t-s) f\left(s, \bar{x}_{\rho\left(s, \bar{x}_{s}\right)}\right) d s \\
& \in\{T(t) \varphi(0)\}+T(\epsilon) B_{r^{* *}}(0, X)+C_{\epsilon},
\end{aligned}
$$

where $\operatorname{diam}\left(C_{\epsilon}\right) \leq 2 \tilde{M} W\left(r^{*}\right) \int_{t-\epsilon}^{t} m(s) d s$, which proves that $\Gamma_{1}\left(B_{r}(0, Y)\right)(t)$ is relatively compact in $X$.
Step 2. The set of functions $\Gamma_{1}\left(B_{r}(0, Y)\right)$ is equicontinuous on $I$. Let $0<t<a$ and $\epsilon>0$. Since the semigroup $(T(t))_{t \geq 0}$ is strongly continuous and $\Gamma_{1}\left(B_{r}(0, Y)\right)(t)$ relatively compact in $X$, there exists $0<\delta \leq a-t$ such that

$$
\|T(h) x-x\|<\epsilon, \quad x \in \Gamma_{1}\left(B_{r}(0, Y)\right)(t), \quad 0<h<\delta .
$$

Under these conditions, for $x \in B_{r}(0, Y)$ and $0<h<\delta$, we get

$$
\begin{aligned}
\left\|\Gamma_{1} x(t+h)-\Gamma_{1} x(t)\right\| & \leq\left\|(T(h)-I) \Gamma_{1} x(t)\right\|+\int_{t}^{t+h} T(t-s) f\left(s, \bar{x}_{\rho\left(s, \bar{x}_{s}\right)}\right) d s \\
& \leq \epsilon+\tilde{M} W\left(r^{*}\right) \int_{t}^{t+h} m(s) d s
\end{aligned}
$$

where $r^{*}=\left(M_{a}+J_{0}^{\varphi}\right)\|\varphi\|_{\mathcal{B}}+K_{a} r$. This proves that $\Gamma_{1}\left(B_{r}(0, Y)\right)$ is right equicontinuous at $t \in(0, a)$. Similarly, we can prove the right equicontinuity at zero and the left equicontinuity at $t \in(0, a]$. Thus, $\Gamma_{1}\left(B_{r}(0, Y)\right)$ is equicontinuous on $I$.
Step 3. The map $\Gamma_{1}(\cdot)$ is continuous on $B_{r}(0, Y)$. Let $\left(x^{n}\right)_{n \in \mathbb{N}}$ be a sequence in $B_{r}(0, Y)$ and $x \in B_{r}(0, Y)$ such that $x^{n} \rightarrow x$ in $\mathcal{P C}$. From Axiom A, it is easy to see that $\left(\overline{x^{n}}\right)_{s} \rightarrow \bar{x}_{s}$ as $n \rightarrow \infty$ uniformly for $s \in(-\infty, a]$. From this fact, condition $\mathbf{H}_{1}$ and the inequality

$$
\begin{gathered}
\| f\left(s,{\overline{x^{n}}}_{\left.\rho\left(s,\left(\overline{x^{n}}\right)_{s}\right)\right)-}-f\left(s, \bar{x}_{\rho\left(s, \bar{x}_{s}\right)}\right)\|\leq\| f\left(s, \bar{x}_{\rho\left(s,\left(\overline{x^{n}}\right)_{s}\right)}\right)-f\left(s, \bar{x}_{\left.\rho\left(s,\left(\overline{x^{n}}\right)_{s}\right)\right)} \|_{\mathcal{B}}\right.\right. \\
+\left\|f\left(s, \bar{x}_{\rho\left(s,\left(\overline{x^{\bar{n}}}\right)_{s}\right)}\right)-f\left(s, \bar{x}_{\rho\left(s, \bar{x}_{s}\right)}\right)\right\|_{\mathcal{B}},
\end{gathered}
$$

we infer that $f\left(s,{\overline{x^{n}}}_{p\left(s,\left(\overline{x^{n}}\right)_{s}\right)}\right) \rightarrow f\left(\bar{x}_{\rho\left(s, \bar{x}_{s}\right)}\right)$ as $n \rightarrow \infty$, for every $s \in I$. Now, a standard application of the Lebesgue dominated convergence theorem proves that $\Gamma_{1} x^{n} \rightarrow \Gamma_{1} x$ in $Y$. Thus, $\Gamma_{1}(\cdot)$ is continuous.
Step 4. The map $\Gamma_{2}(\cdot)$ is a contraction on $B_{r}(0, Y)$.
The assertion follows directly from (3.3) and the estimate

$$
\left\|\Gamma_{2} x-\Gamma_{2} y\right\|_{\mathcal{P C}} \leq K_{a} \tilde{M} \sum_{i=1}^{n} L_{i}\|x-y\|_{\mathcal{P C}}
$$

The previous steps prove that $\Gamma$ is a condensing operator from $B_{r}(0, Y)$ into $B_{r}(0, Y)$. Now, the existence of a mild solution is a consequence of [27, Theorem 4.3.2]. This completes the proof.
Theorem 3.2. Assume that $\rho(t, \psi) \leq t$ for every $(t, \psi) \in I \times \mathcal{B}$, the maps $I_{i}$ are completely continuous, and that there are constants $c_{i}^{j}, i=1,2, \ldots, n, j=1,2$, such that $\left\|I_{i}(\psi)\right\| \leq$ $c_{i}^{1}\|\psi\|_{\mathcal{B}}+c_{i}^{2}$, for every $\psi \in \mathcal{B}$. If $\mu=1-K_{a} \tilde{M} \sum_{i=1}^{n} c_{i}^{1}>0$ and

$$
\frac{K_{a} \tilde{M}}{\mu} \int_{0}^{a} m(s) d s<\int_{C}^{\infty} \frac{d s}{W(s)}
$$

where

$$
C=\frac{1}{\mu}\left[\left(M_{a}+J_{0}^{\varphi}+\tilde{M} H K_{a}\right)\|\varphi\|_{\mathcal{B}}+K_{a} \tilde{M} \sum_{i=1}^{n} c_{i}^{2}\right]
$$

then there exists a mild solution of (1.1)-(1.3).
Proof. Let $y:(-\infty, a] \rightarrow X$ the function defined by $y(t)=\varphi(t)$ on $(-\infty, 0]$ and $y(t)=T(t) \varphi(0)$ on $[0, a]$. On the space

$$
\mathcal{B P C}=\left\{u:(-\infty, a] \rightarrow X ; u_{0}=0,\left.u\right|_{[0, a]} \in \mathcal{P C}\right\}
$$

endowed with the norm $\|\cdot\|_{\mathcal{P C}}$, we define the operator $\Gamma: \mathcal{B P C} \rightarrow \mathcal{B P C}$ by

$$
\Gamma x(t)= \begin{cases}0, & t \in(-\infty, 0] \\ \int_{0}^{t} T(t-s) f\left(s, \bar{x}_{\rho\left(s, \bar{x}_{s}\right)}\right) d s+\sum_{0<t_{i}<t} T\left(t-t_{i}\right) I_{i}\left(\bar{x}_{t_{i}}\right), & t \in[0, a]\end{cases}
$$

where $\bar{x}=y+x$ on $(-\infty, a]$. In order to use Theorem 2.1, we will establish a priori estimates for the solutions of the integral equation $z=\lambda \Gamma z, \lambda \in(0,1)$. Assume that $x^{\lambda}, \lambda \in(0,1)$, is a solution of $z=\lambda \Gamma z$. If $\alpha^{\lambda}(s)=\sup _{\theta \in[0, s]}\left\|x^{\lambda}(\theta)\right\|$, then from Lemma 3.1 we have that

$$
\begin{aligned}
\left\|x^{\lambda}(t)\right\| \leq & \tilde{M} \int_{0}^{t} m(s) W\left(\left(M_{a}+J_{0}^{\varphi}\right)\|\varphi\|_{\mathcal{B}}+K_{a} \sup _{\theta \in[0, s]}\left\|\overline{x^{\lambda}}(\theta)\right\|\right) d s \\
& +\tilde{M} \sum_{0<t_{i} \leq t} c_{i}^{1}\left(\left(M_{a}+J_{0}^{\varphi}\right)\|\varphi\|_{\mathcal{B}}+K_{a} \sup _{\theta \in[0, t]}\left\|\overline{x^{\lambda}}(\theta)\right\|\right)+\tilde{M} \sum_{i=1}^{n} c_{i}^{2} \\
\leq & \tilde{M} \int_{0}^{t} m(s) W\left(\left(M_{a}+J_{0}^{\varphi}+\tilde{M} H K_{a}\right)\|\varphi\|_{\mathcal{B}}+K_{a} \alpha^{\lambda}(s)\right) d s \\
& +\tilde{M} \sum_{0<t_{i} \leq t} c_{i}^{1}\left(\left(M_{a}+J_{0}^{\varphi}+\tilde{M} H K_{a}\right)\|\varphi\|_{\mathcal{B}}+K_{a} \alpha^{\lambda}(t)\right)+\tilde{M} \sum_{i=1}^{n} c_{i}^{2}
\end{aligned}
$$

since $\rho\left(s,\left(\overline{x^{\lambda}}\right)_{s}\right) \leq s$ for each $s \in I$. If $\xi^{\lambda}(t)=\left(M_{a}+J_{0}^{\varphi}+\tilde{M} H K_{a}\right)\|\varphi\|_{\mathcal{B}}+K_{a} \alpha^{\lambda}(t)$, we obtain that

$$
\begin{gathered}
\xi^{\lambda}(t) \leq\left(M_{a}+J_{0}^{\varphi}+\tilde{M} H K_{a}\right)\|\varphi\|_{\mathcal{B}}+K_{a} \tilde{M} \sum_{i=1}^{n} c_{i}^{2}+K_{a} \tilde{M} \int_{0}^{t} m(s) W\left(\xi^{\lambda}(s)\right) d s \\
+K_{a} \tilde{M} \sum_{i=1}^{n} c_{i}^{1} \xi^{\lambda}(t)
\end{gathered}
$$

and so,

$$
\xi^{\lambda}(t) \leq \frac{1}{\mu}\left[\left(M_{a}+J_{0}^{\varphi}+\tilde{M} H K_{a}\right)\|\varphi\|_{\mathcal{B}}+K_{a} \tilde{M} \sum_{i=1}^{n} c_{i}^{2}\right]+\frac{K_{a} \tilde{M}}{\mu} \int_{0}^{t} m(s) W\left(\xi^{\lambda}(s)\right) d s
$$

Denoting by $\beta_{\lambda}(t)$ the right-hand side of the last inequality, it follows that

$$
\beta_{\lambda}^{\prime}(t) \leq \frac{K_{a} \tilde{M}}{\mu} m(t) W\left(\beta_{\lambda}(t)\right)
$$

and hence,

$$
\int_{\beta_{\lambda}(0)=C}^{\beta_{\lambda}(t)} \frac{d s}{W(s)} \leq \frac{K_{a} \tilde{M}}{\mu} \int_{0}^{a} m(s) d s<\int_{C}^{\infty} \frac{d s}{W(s)}
$$

which implies that the set of functions $\left\{\beta_{\lambda}(\cdot): \lambda \in(0,1)\right\}$ is bounded in $C(I: \mathbb{R})$. Thus, $\left\{x^{\lambda}(\cdot): \lambda \in(0,1)\right\}$ is bounded in $\mathcal{B P C}$.

To prove that the map $\Gamma$ is completely continuous, we introduce the decomposition $\Gamma x=$ $\Gamma_{1} x+\Gamma_{2} x$ where $\left(\Gamma_{i} x\right)_{0}=0, i=1,2$, and

$$
\begin{array}{ll}
\Gamma_{1} x(t)=\int_{0}^{t} T(t-s) f\left(s, \bar{x}_{\rho\left(s, \bar{x}_{s}\right)}\right) d s, & t \in I \\
\Gamma_{2} x(t)=\sum_{0<t_{i}<t} T\left(t-t_{i}\right) I_{i}\left(\bar{x}_{t_{i}}\right), & t \in I
\end{array}
$$

From the proof of Theorem 3.1, we deduce that $\Gamma_{1}$ is completely continuous. Next, by using Lemma 2.1, we prove that $\Gamma_{2}$ is also completely continuous. The continuity of $\Gamma_{2}$ can be proven using the phase space axioms. From the definition of $\Gamma_{2}$, for $r>0, t \in\left[t_{i}, t_{i+1}\right] \cap(0, a], i \geq 1$, and $u \in B_{r}=B_{r}(0, \mathcal{B P C})$, we find that

$$
\widetilde{\Gamma_{2} u}(t) \in \begin{cases}\sum_{j=1}^{i} T\left(t-t_{j}\right) I_{j}\left(B_{r^{*}}(0 ; X)\right), & t \in\left(t_{i}, t_{i+1}\right) \\ \sum_{j=0}^{i} T\left(t_{i+1}-t_{j}\right) I_{j}\left(B_{r^{*}}(0 ; X)\right), & t=t_{i+1} \\ i-1 \\ \sum_{j=1}^{i} T\left(t_{i}-t_{j}\right) I_{j}\left(B_{r^{*}}(0 ; X)\right)+I_{i}\left(B_{r^{*}}(0 ; X)\right), & t=t_{i}\end{cases}
$$

where $r^{*}:=\left(M_{a}+H \tilde{M}\right)\|\varphi\|_{\mathcal{B}}+K_{a} r$, which proves that $\left[\widehat{\Gamma_{2}\left(B_{r}\right)}\right]_{i}(t)$ is relatively compact in $X$, for every $t \in\left[t_{i}, t_{i+1}\right]$, since the maps $I_{j}$ are completely continuous. Moreover, using the compactness of the operators $I_{i}$ and the strong continuity of $(T(t))_{t \geq 0}$, we can prove that $\left[\widehat{\Gamma_{2}\left(B_{r}\right)}\right]_{i}$ is equicontinuous at $t$, for every $t \in\left[t_{i}, t_{i+1}\right]$. Now, from Lemma 2.1 we conclude that $\Gamma_{2}$ is completely continuous.

These remarks, in conjunction with Theorem 2.1 , show that $\Gamma$ has a fixed point $x \in \mathcal{B P C}$. Clearly, the function $u=x+y$ is a mild solution of (1.1)-(1.3). The proof is ended.

## 4. EXAMPLE

In this section, $X=L^{2}([0, \pi])$ and $A: D(A) \subset X \rightarrow X$ is the operator $A f=f^{\prime \prime}$ with domain $D(A):=\left\{f \in X: f^{\prime \prime} \in X, f(0)=f(\pi)=0\right\}$. It is well known that $A$ is the infinitesimal generator of a compact $C_{0}$-semigroup of bounded linear operators $(T(t))_{t \geq 0}$ on $X$. Moreover, $A$ has discrete spectrum, the eigenvalues are $-n^{2}, n \in \mathbb{N}$, with corresponding normalized eigenvectors

$$
z_{n}(\xi):=\left(\frac{2}{\pi}\right)^{1 / 2} \sin (n \xi)
$$

the set $\left\{z_{n}: n \in \mathbb{N}\right\}$ is an orthonormal basis of $X$ and

$$
T(t) x=\sum_{n=1}^{\infty} e^{-n^{2} t}\left(x, z_{n}\right) z_{n},
$$

for every $x \in X$.
Consider the differential system,

$$
\begin{align*}
\frac{\partial}{\partial t} u(t, \xi) & =\frac{\partial^{2}}{\partial \xi^{2}} u(t, \xi)+\int_{-\infty}^{t} \beta(s-t) u(s-\sigma(\|u(t)\|), \xi) d s  \tag{4.1}\\
u(t, 0) & =u(t, \pi)=0,  \tag{4.2}\\
u(\tau, \xi) & =\varphi(\tau, \xi), \quad \tau \leq 0  \tag{4.3}\\
\Delta u\left(t_{j}, \xi\right) & =\int_{-\infty}^{t_{j}} \gamma_{j}\left(t_{j}-s\right) u(s, \xi) d s, \quad j=1, \ldots, n \tag{4.4}
\end{align*}
$$

for $(t, \xi) \in[0, a] \times[0, \pi]$, where $\varphi \in \mathcal{B}=\mathcal{P} \mathcal{C}_{0} \times L^{2}(g, X)$ and $0<t_{1}<\cdots<t_{n}<a$ are pre-fixed. To study this system we impose the following conditions.
(i) The functions $\beta: \mathbb{R} \rightarrow \mathbb{R}, \sigma: \mathbb{R} \rightarrow \mathbb{R}^{+}$are continuous, bounded and

$$
L_{f}=\left(\int_{-\infty}^{0} \frac{\beta^{2}(s)}{g(s)} d s\right)^{1 / 2}<\infty
$$

(ii) The functions $\gamma_{j}: \mathbb{R} \rightarrow \mathbb{R}$ are continuous and

$$
L_{j}:=\left(\int_{-\infty}^{0} \frac{\left(\gamma_{j}(-s)\right)^{2}}{g(s)} d s\right)^{1 / 2}<\infty
$$

for every $j=1,2, \ldots, n$.
By defining the functions $\rho, f, I_{j}: \mathcal{B} \rightarrow X$ by $\rho(t, \psi)=t-\sigma(\|\psi(0)\|)$,

$$
\begin{aligned}
f(\psi)(\xi) & =\int_{-\infty}^{0} \beta(s) \psi(s, \xi) d s \\
I_{j}(\psi)(\xi) & =\int_{-\infty}^{0} \gamma_{j}(-s) \psi(s, \xi) d s, \quad j=1,2, \ldots, n
\end{aligned}
$$

we can represent system (4.1)-(4.4) by the abstract impulsive Cauchy problem (1.1)-(1.3). Moreover, the maps $f, I_{j}, j=1, \ldots, n$, are bounded linear operators, $\|f\|_{\mathcal{L}(\mathcal{B}, X)} \leq L_{f}$ and $\left\|I_{j}\right\|_{\mathcal{L}(\mathcal{B}, X)} \leq L_{j}$ for every $j=1, \ldots, n$.
Proposition 4.1. Let $\varphi \in \mathcal{B}$ be such that $\mathbf{H}_{\varphi}$ is valid and $t \rightarrow \varphi_{t}$ is continuous on $\mathcal{R}\left(\rho^{-}\right)$. If

$$
\left(1+\left(\int_{-a}^{0} g(\tau) d \tau\right)^{1 / 2}\right)\left(a L_{f}+\sum_{i=1}^{n} L_{i}\right)<1
$$

then there exists a mild solution of (4.1)-(4.3).
Proof. Let $x:(-\infty, a] \rightarrow X$ be such that $x_{0}=\varphi$ and $\left.x\right|_{I} \in \mathcal{P C}$. A straightforward estimation permit to prove that $t \rightarrow f\left(x_{t}\right)$ is continuous on $\mathcal{R}\left(\rho^{-}\right) \times[0, a]$ and that $t \rightarrow f\left(x_{\rho\left(t, x_{t}\right)}\right)$ is continuous on $[0, a]$. Now, the existence of a mild solution for (4.1)-(4.3) is a consequence of Theorem 3.1.

From Remark 3, we obtain the next result.
Corollary 4.1. Assume that $\varphi \in \mathcal{B}$ is continuous and bounded on $(-\infty, 0]$. Then, there exists a mild solution of (4.1)-(4.3).
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