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a b s t r a c t

In the last decade, machine learning (ML) techniques have been used for developing classifiers for auto-
matic brain tumour diagnosis. However, the development of these ML models rely on a unique training
set and learning stops once this set has been processed. Training these classifiers requires a representa-
tive amount of data, but the gathering, preprocess, and validation of samples is expensive and time-
consuming. Therefore, for a classical, non-incremental approach to ML, it is necessary to wait long enough
to collect all the required data. In contrast, an incremental learning approach may allow us to build an
initial classifier with a smaller number of samples and update it incrementally when new data are col-
lected. In this study, an incremental learning algorithm for Gaussian Discriminant Analysis (iGDA) based
on the Graybill and Deal weighted combination of estimators is introduced. Each time a new set of data
becomes available, a new estimation is carried out and a combination with a previous estimation is per-
formed. iGDA does not require access to the previously used data and is able to include new classes that
were not in the original analysis, thus allowing the customization of the models to the distribution of data
at a particular clinical center. An evaluation using five benchmark databases has been used to evaluate
the behaviour of the iGDA algorithm in terms of stability–plasticity, class inclusion and order effect.
Finally, the iGDA algorithm has been applied to automatic brain tumour classification with magnetic res-
onance spectroscopy, and compared with two state-of-the-art incremental algorithms. The empirical
results obtained show the ability of the algorithm to learn in an incremental fashion, improving the per-
formance of the models when new information is available, and converging in the course of time. Further-
more, the algorithm shows a negligible instance and concept order effect, avoiding the bias that such
effects could introduce.

� 2011 Elsevier Inc. All rights reserved.
ll rights reserved.
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1. Introduction

During the last decade, three European projects (INTERPRET
(2000–2002) [1,2], eTUMOUR (2004–2009) [3], and HEALTH-
AGENTS (2005–2008) [4]) have endeavoured to develop a non-
invasive diagnostic tool using machine learning (ML) techniques
applied to proton magnetic resonance spectroscopy (1H MRS) data
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from brain tumours. A major aim was to minimize the need for an
invasive histological diagnosis of a brain tumour biopsy as is
currently required for the diagnosis and management of brain
tumours. Non-invasive brain tumour diagnosis using 1H MRS has
shown considerable promise in aiding patient management but is
not in widespread clinical use due mainly to the difficulties of data
interpretation. Machine learning (ML) has been successfully ap-
plied to this problem providing automated analysis of 1H MRS
[2,5,6]. However, the development of robust brain tumour classifi-
ers requires a large number of cases to be acquired for each tumour
type and at present the approach has only been used for a few
common tumours. Cases are accrued from a large number of hos-
pitals over many years and data transferred to a centralised data-
base. This approach has several disadvantages, ethical approval
and patient consent needs to be obtained to send and store data.
In order to expand the applicability of ML techniques to MRS of a
wider range of tumours, more cases need to be collected over a
more prolonged period of time and the logistics of using a centra-
lised database to provide this have so far proved insurmountable.
Distributed databases where the data is held at the data collecting
hospitals have major advantages [4] and such a system in which
classifiers can be trained without moving the data from the hospi-
tal at which it was collected would provide a practical solution. The
ability to retrain the classifiers as new data accumulates is also an
important requirement and to meet these needs, an incremental
learning algorithm is required.

Until now, the different Clinical Decision Support Systems
(CDSS) developed for automatic brain tumour diagnosis have only
used non-incremental classification models [2–4]. Non-incremental
classifiers entail an implicit assumption that learning stops when
the training set has been processed. Hence, the performance of a
non-incremental automatic classifier strongly depends on the avail-
ability of a representative training set for each class. However, the
gathering of these data is often expensive and time-consuming,
and a strategy to wait long enough as to gather enough data all in
one set may be undesirable and/or impractical. Furthermore, there
are situations where the access to previous data may be forbidden.
There are also types of data sources where the underlying distribu-
tions may evolve over time rather than be stationary. In particular,
this happens in the concept drift [7–9], where the target distribution
p(cjx) may change in the course of time, and in the covariate shift
[7,10], where the data distribution p(x) changes continuously.
Under these circumstances an incremental learning algorithm
might be a practical and more effective solution.

The easiest way to take advantage from new observations is to
build a new model from scratch using all the historic data. But this
solution may be more expensive than modifying an already trained
system, or even impractical if older training set data is not readily
accessible. Typically, an alternative has been to keep a relevant
subset of the previous data available. This approach was used in
the partial memory learning [9] and in the so-called boundary
methods, or maximum margin methods [11,12]. In this paper, it
is assumed that previous data are not accessible at all. In the last
two decades, various approaches have been developed for provid-
ing learners with incremental learning ability. A number of incre-
mental techniques were designed for decision trees [13–15].
Other incremental decision trees techniques have been applied
for data streaming [16]. Incremental learning has also been used
for connectionist models based on structural adaptation [17–20]
or on weight adaptation [21,22]. There are some approaches to
principal component analysis [23,24] that update the projection
matrix incrementally. Moreover, incremental algorithms for Fish-
er’s Linear Discriminant Analysis have also been developed in the
last decade [25–27].

Following the definitions of Langley [28] and Giraud–Carrier
[29], an incremental learning algorithm is a learning algorithm that
produces a sequence of classifiers H1;H2; . . . ;Hn for any given
training set of samples S1;S2; . . . ;Sn available at different moments
t1, t2, . . ., tn, such that Hiþ1 is determined by Hi and Siþ1. The main
characteristics of an incremental learning algorithm are: (a) it
should be able to learn additional information from new data with-
out completely forgetting its previous knowledge; (b) it should not
require access to previous data; (c) since each Hi can be viewed as
the best approximation of the target application, the performance
should improve over time.

This definition is related to a general problem for classification
models called the stability–plasticity dilemma [30]. This dilemma re-
veals that some information may be lost when new information is
learned (gradual forgetting) and highlights the difference between
stable classifiers and plastic classifiers. To summarize, the problem
is how to design a learning system that is sensitive to new input
without being radically disrupted by such input.

In addition, Polikar et al. stated in [17] that an incremental
learning algorithm should be able to admit new classes when they
are introduced with the new data. This means that a new target
concept appears over time while the rest of the target concepts re-
main stable.

Another issue to be considered is the problem of order effects in
incremental learning, which has been addressed by several authors
[28,31,32]. An incremental learning algorithm suffers from an order
effect when different ordered sequences of the same instances lead
to different models. In this sense, the selection of the final models
may be biased due to the ordering of the introduced inputs. An or-
der effect is benign if this effect produces classifiers of nearly equal
scores on some metric; otherwise it is malignant. The order effect
can appear at three levels: attribute level, instance level, and con-
cept or class level.

In this work, an ML-based method is proposed to continuously
adapt an automatic brain tumour diagnosis model to reflect the
most recent information included in newly acquired cases. There-
fore, an incremental learning algorithm based on a weighted combi-
nation of Gaussian parameter estimation is presented for automatic
brain tumour diagnosis. Our method relies on the Graybill and Deal
combination of unbiased estimators [33,34] originally developed
for the estimation of a common mean when several sets of data
come from different measurement methods or different laborato-
ries. The Graybill–Deal estimator is known to be unbiased for the
mean [34,35] and it has been applied to discriminant analysis to
develop a straightforward method for updating the parameters of
each class when new observations arrive. Although the Gaussian
assumption restricts this method to datasets with continuous vari-
ables, the proposed algorithm is able to learn from new information
when it arrives, adjusting the parameters of the model to incorpo-
rate new classes in the discriminant space when needed, and show-
ing a benign order effect at instance and concept level. Some
benchmark experiments have been carried out to show these issues
and, finally, the incremental algorithm has been applied for brain
tumour diagnosis.
2. Methods

The formal purpose of classification is to assign instances to one
class among jCj possible classes based on a set of features obtained
from each observation. A decision rule d is a function that maps an
object x 2 Rd into a class c 2 C. An error is incurred if the decision
rule assigns the instance to a wrong class. The final objective is to
minimize the error for discriminating among different classes. In
discriminant analysis, each class is represented by a function
giðxÞ; i ¼ 1; . . . ; jCj. A classifier d(x) assigns the class cj if gj(x) > gi(x),
"j – i. When a 0-1 loss function is used, finding the class that max-
imizes the log-likelihood of the posterior probability p(cjx) is



1 A weak learner is a learning algorithm that performs slightly better than random
guessing.
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equivalent. Using Bayes’ rule, assuming that the density functions
follow a multivariate normal, p(xjc) � N(lc, Rc), and taking into ac-
count that the prior probabilities are parameters to be estimated,
then the expression can be evaluated using

gcðxÞ ¼ xTWcxþwT
c xþwc0; ð1Þ

where Wc ¼ � 1
2 R�1

c ; wc ¼ R�1
c lc and wc0 ¼ log pc � 1

2 log jRcj�
1
2 lT

c R
�1
c lc . The mean, lc, the covariance matrix, Rc, and the prior

probabilities, pc, of the class c are the parameters that can be esti-
mated by the maximum-likelihood method using a set of labelled
samples [36].

This decision rule divides the sample space into jCj decision re-
gions. The points x of the sample space which satisfy that
gj(x) = gi(x), i – j make the decision boundary. These discriminant
functions describe quadratic decision boundaries except when
the covariance matrices of all the classes are identical. If a common
covariance matrix is used the quadratic terms of Eq. (1) cancel giv-
ing rise to a linear boundary. Linear and quadratic versions are
both available in the proposed incremental algorithm.

2.1. Graybill–Deal combination of estimators

Given k sets with Ni instances x1; . . . ; xNi
in each set, for

i = 1, . . .,k, it is possible to estimate the common mean of the
population using a weighted mean, where the weights wi depend
on the number of instances and the population variance, provided
that all the variances are known. When the true variance is not
known, the sample variance is used instead. In this case, the
weighted mean is computed by

XGD ¼
Xk

i¼1

ŵiXi; ð2Þ

where Xi is the mean value of the ith set. The weights are calculated
using the sample variance as

ŵi ¼
Ni=S2

iPk
j¼1Nj=S2

j

; ð3Þ

where S2
i is the sample estimate variance of the corresponding set.

Notice that the estimation given by (3) gives higher weight to those
sets with larger number of instances Ni and smaller variance S2

i .
Graybill and Deal [33] demonstrated that the estimation of the
mean l using XGD is unbiased, that is E½XGD� ¼ l.

It is trivial to extend this result to the combination of the mean
for multivariate samples. However, the need of a combined estima-
tor for the covariance matrix of the samples presents a harder chal-
lenge. In the next subsection, a solution is proposed as part of the
developed incremental algorithm.

2.2. Incremental Gaussian Discriminant Analysis based on Graybill–
Deal estimation of weights

Let the training dataset be obtained in different samples, Si, that
are available in times ti, i = 1, . . .,T. The Graybill–Deal estimation for
Gaussian discriminant analysis begins with the adjustment of the
parameters for each class based on maximum log-likelihood using
the first set of samples. Hence, the prior probabilities for each class,
pð1Þc ; the mean vector, lð1Þc ; and the covariance matrix, Rð1Þc are esti-
mated following the usual maximum log-likelihood estimation
[36].

A model Hi is composed of a mean lðiÞc , a covariance matrix RðiÞc ,
a prior probability pðiÞc , and the number of instances NðiÞc of each
class. The first iteration of the algorithm estimates the parameters
of the first model. When a new dataset Si is available in time ti,
i > 1, the first step is to carry out a new parameter estimation from
Si, where l̂c; bRc; pc , and Nc are calculated for each class. Then, the
prior probabilities of the new model Hi are updated based on the
number of samples per class:

NðiÞc ¼ Nði�1Þ
c þ Nc; ð4Þ

NðiÞ ¼ Nði�1Þ þ
X

c

Nc; ð5Þ

pðiÞc ¼
NðiÞc

NðiÞ
; ð6Þ

where Nc is the number of instances of Si and the class c. The new
mean and a weighted covariance matrix are calculated as

lðiÞc ¼ wðiÞc lði�1Þ
c þ 1�wðiÞc

� �
l̂c; ð7Þ

RðiÞc ¼ wðiÞc Rði�1Þ
c þ 1�wðiÞc

� �bRc; ð8Þ

where wðiÞc and ð1�wðiÞc Þ are the weights for updating the parame-
ters of class c. The weights are calculated using the Graybill–Deal
combination of estimators (3) and they are subject to 0 6 wðiÞc 6 1
and

P
iw
ðiÞ
c ¼ 1. We propose to adapt the variance to multivariate

distributions by means of the sum of the variances S2
i ¼ trðRiÞ,

which is equivalent to the sum of the eigenvalues of the covariance
matrix.

After estimating and incrementally updating the parameters,
the common covariance matrix can be used to obtain a linear
discriminant instead of a quadratic discriminant as previously
explained. The pseudocode for the iGDA algorithm is given in the
Appendix.

One interesting property is that the algorithm allows the possi-
bility of introducing new classes if required. Therefore, if a new set
of samples includes data from a new class, an estimation of the
additional parameters is carried out. The prior probabilities are
updated according to the new data set and the parameters of the
new class are retained within the model, thus modifying the final
decision boundaries and the regions described for each class. This
is due to the generative model approach followed by the algorithm.

2.3. Comparison with other algorithms

Learn++ is a well-known incremental learning algorithm pro-
posed by Polikar in [17]. Learn++ is inspired by the AdaBoost algo-
rithm [37], which was developed to improve the classification
performance of weak learners.1 Schapire [38] showed that a weak
learner can be transformed into a strong learner using a boosting
procedure.

Learn++ uses the concept of boosting to incrementally improve
the performance of the classification. In contrast with AdaBoost,
Learn++ does not extract the subsets from the same training set
but from the successive observations available throughout time.
Learn++ uses a weak learner to generate multiple hypotheses from
different subsets of data. Therefore, each hypothesis learns only a
portion of the input space. The weak learner is based on a percep-
tron, thus each hypothesis defines a linear hyperplane as a decision
boundary. When the algorithm learns with a new set of samples, it
generates a new set of hypotheses. The outputs of all the hypoth-
eses are combined using a weighted majority voting. Therefore,
Learn++ does not require access to previously used data during
the incremental learning and it does not forget previously acquired
knowledge.

Another well-known incremental learning algorithm is the
incremental Linear Discriminant Analysis (iLDA) proposed by Pang
et al. [25]. iLDA uses a constructive method for deriving an updated
discriminant eigenspace for classification. A typical Linear



Table 1
Training and test accuracy for the Vehicle Silhouette Database using a quadratic iGDA.
The rows indicate the different datasets S1; . . . ;S7 and the columns show the
hypothesis or models Hj built from a previous model Hj�1 and the new dataset Sj ,
except H1 which is built from S1 only. Each column shows the average performance
(%) on the current and the previous training datasets for the current model. The last
rows (TEST, CI) indicate the evolution of the average accuracy of the models in the
course of time evaluated with an independent test set and the confidence interval
(a = 1%).

Dataset H1 H2 H3 H4 H5 H6 H7

S1 99.93 97.42 95.48 94.22 93.22 92.57 92.11
S2 – 97.43 95.04 93.52 92.90 92.26 91.86
S3 – – 95.31 94.16 93.18 92.53 91.90
S4 – – – 94.24 93.38 92.64 92.08
S5 – – – – 92.68 92.06 91.54
S6 – – – – – 92.27 91.79
S7 – – – – – – 91.73
TEST 62.00 79.08 81.53 82.82 83.62 84.09 84.54
CI (a = 1%) ±1.44 ±0.71 ±0.62 ±0.65 ±0.65 ±0.63 ±0.59
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Discriminant Analysis (LDA) seeks directions in the D-dimensional
space that are efficient for discrimination, projecting the observa-
tions to a P-dimensional space where P < D. To obtain the projec-
tion matrix W, the ratio between the between-class scatter matrix
Sb and the within-class scatter matrix Sw must be maximized. Once
the observations are projected, different ML techniques can be
used for classification purposes [39].

The iLDA method aims to obtain a new discriminant eigenspace
model U by combining two discriminant eigenspace models Xt

and Xt+1 from different samples St and Stþ1 acquired at time t
and t + 1 respectively. This new model, U, updates the sample
mean, the Sw matrix and the Sb matrix and results in a new projec-
tion matrix W. Once the data are projected in the new discriminant
eigenspace, a nearest neighbour algorithm is used for classification
purposes. For technical details see [25]. iLDA does not require ac-
cess to previously seen data and it can also include new classes if
needed.

Finally, a naive incremental Gaussian model is used as a base-
line for comparison with the above methods. This model updates
its parameters from scratch. That is, the previous data and the cur-
rent data are used to train a new model using quadratic discrimi-
nant analysis [36].
Table 2
Training and test accuracy (%) for the Wisconsin Breast Cancer Database using a
quadratic iGDA.

Dataset H1 H2 H3 H4 H5

S1 69.11 99.14 98.16 97.77 97.44
S2 – 99.16 98.32 97.70 97.31
S3 – – 98.24 97.64 97.25
S4 – – – 97.55 97.17
S5 – – – – 97.39
TEST 52.21 94.12 94.95 95.20 95.34
CI (a = 1%) ±3.56 ±0.48 ±0.46 ±0.43 ±0.42
3. Benchmark experiments

The behaviour of the iGDA algorithm has been tested on several
databases with a threefold purpose: (1) to show that the developed
algorithm is able to incrementally learn and adapt the parameters
of the classifier, improving its performance without incurring in
catastrophic forgetting; (2) to show how the iGDA algorithm is able
to introduce new concepts or classes into its knowledge represen-
tation; (3) to analyze whether the order in which the instances are
introduced into the analysis have a crucial influence in the final
hypothesis, that is, if the algorithm is order dependent or not.
The selected datasets have only real attributes since the iGDA is re-
stricted to that set of numbers. In order to avoid possible bias,
every experiment was evaluated following a K random sampling
train-test strategy, where K = 100.

3.1. Stability/plasticity dilemma

3.1.1. Vehicle Silhouette Database
The vehicle silhouette database has been extracted from the UCI

Machine Learning Repository [40]. The purpose of this database is
to classify a given silhouette into one of four different types of
vehicle using a set of 18 features. The database consisted of 846 in-
stances. It was divided into a training partition (630 instances) and
a test partition (216 instances). The training partition was split
again into 7 training sets S1; . . . ;S7 of 90 instances with a similar
prevalence to the original database for each class. Table 1 shows
that there is a gradual loss of information relating to the previous
training datasets when new observations are introduced using the
quadratic iGDA. However, the overall performance increases from
62% to 84%. The linear iGDA showed an increase from 73% to
78%, also with a gradual forgetting when new information was
added (table not shown). These results are comparable to the per-
formance of a completely new quadratic classifier trained with the
entire training dataset (85%) and to a linear classifier (80%).

3.1.2. Wisconsin Breast Cancer Database
The Wisconsin Breast Cancer Database from the UCI Machine

Learning Repository consists of 569 instances with 30 variables
from a digitalized image of a fine needle aspirate (FNA) of a breast
mass. The objective in this problem is to classify the instances into
a malignant (37.3%) or a benign (62.7%) breast tumour. The
database was divided into a test partition (169 instances) and a
training partition (400 instances) that were also split into five dif-
ferent sets of 80 instances S1; . . . ;S5. Each partition had the same
prevalence for each class as the whole database. The results of
the quadratic classifier are shown in Table 2. The linear iGDA also
showed an improvement on accuracy: from 91.14% to 94.38% for
the independent test set. As shown in the previous experiment,
there is generally an improvement in overall classification as the
new data are used for incremental learning, but a gradual forget-
ting is observed with respect to the previous datasets. The poor
performance of the first classifier in the quadratic iGDA may be
due to the low number of instances in the first dataset S1 and it
is known that quadratic discriminant classification rules generally
require larger samples than those based on linear discriminant
analysis [41].
3.2. Introduction of new classes

3.2.1. Concentric Circle Database
The Concentric Circle Database is a synthetic set of five classes

each belonging to a concentric ring of data. This database is used to
test the ability of the incremental algorithm to introduce new clas-
ses. The data is bidimensional with a uniform distribution inside
each ring (see Fig. 1, left). The database was split into 6 different
sets: S1 and S2 included 50 instances from each of classes 1, 2,
and 3; S3 and S4 included 50 instances from classes 1 to 3 and
100 instances from class 4; finally, S5 and S6 contained 100
instances from classes 1 to 4 and 200 instances from class 5. There-
fore, equal prior probabilities were kept for the number of in-
stances of each class. An independent test set was generated
with 10000 instances from each class. In order to simulate the
general behaviour of the algorithm in a real scenario, the test set
included all the five classes. Since the database describes quadratic
boundaries, only quadratic iGDA was employed (see results in
Table 3).



(a)

(b)

Fig. 1. The Concentric Circle Dataset is shown on the left. Five classes are drawn
following a uniform distribution in their corresponding ring. Assuming Gaussian
distributions the decision boundaries can be obtained. In addition, the two-
dimensional synthetic dataset is shown on the right. The class c1 follows pðc1jxÞ �

N 0
0

� �
;

1=8 0
0 1=2

� �� �
, and class c2 follows a distribution pðc2jxÞ � N

0
2

� �
;

�
1=4 0

0 1=2

� ��
. The decision boundary is a parabolic curve.

Table 3
Training and test accuracy (%) for the Concentric Circle Database using a quadratic
iGDA.

Dataset H1 H2 H3 H4 H5 H6

S1 88.89 90.53 90.82 90.73 91.16 91.60
S2 – 89.97 90.70 90.45 90.64 91.11
S3 – – 69.58 87.50 88.93 89.12
S4 – – – 87.44 88.97 89.15
S5 – – – – 62.40 84.76
S6 – – – – – 84.99
TEST 50.78 52.93 60.52 68.28 71.73 83.50
CI (a = 1%) ±0.60 ±0.48 ±0.61 ±0.78 ±0.62 ±1.01

Table 4
Training and test accuracy (%) for the Image Segmentation Database using a linear
iGDA.

Dataset H1 H2 H3

S1 98.45 99.69 99.78
S2 – 88.25 87.45
S3 – – 94.63
TEST 42.14 64.30 91.42
CI (a = 1%) ±0.15 ±0.41 ±0.43

Fig. 2. Boxplots of the accuracy of the models trained with different permutations
of the instances. The X-axis shows the iterations of the incremental models. The top
figure shows the results for the two-dimensional synthetic database with 20
iterations. The bottom figure shows the results for the Vehicle Silhouette Database.
The convergence of the accuracy proves that the instance order has a benign effect
on the final models for both datasets.
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As demonstrated in Table 3, iGDA has the ability to include new
classes with an increase in overall classification performance for
the test set as soon as data from new classes appear in the new
datasets.

3.2.2. Image Segmentation Database
The Image Segmentation Database from the UCI Machine Learn-

ing Repository consists of 2310 instances with 18 attributes for
segmenting the images from 7 outdoor images. The seven classes
are: brickface, sky, foliage, cement, window, path, and grass. The
database was split into three training subsets S1 (including classes
brickface, sky and foliage), S2 (including all the classes except path
and grass), S3 (including all the classes), and one test partition (231
instances) were all the classes were represented. The prior proba-
bilities of all classes were made equal as for the previous experi-
ment. The results for the linear version of the iGDA algorithm are
shown in Table 4 and are comparable to that in Muhlbaier et al.
[18], where the best improvement went from a 42.2% to a 91.0%
after the third dataset. Although there was an improvement for
the quadratic version, the results obtained were poor: from 22.2%
to 58.8%.



Fig. 4. Convergence of the median accuracies of each combination of samples for
the Concentric Circle Database. The X-axis shows 6 iterations of the incremental
models, each one corresponding to a sample Si . The convergence proves that the
concept order has a slight effect on the accuracy of the models.
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3.3. Order effects

3.3.1. Instance level order effects
A synthetic dataset with two categories drawn from different

multivariate normal distributions (shown right in Fig. 1) has been
used to analyze the instance level order effects. A training set of
400 instances and a test set of 4000 instances were drawn from
the distributions with equal prior probabilities for each category.
The training set was split into 20 different training samples with
20 instances in each sample. The samples were used for incremen-
tal learning to build consecutive models as explained before. To
evaluate the order effects, the instances were permuted in 100
experiments and the mean accuracies and the decision boundaries
of the models of each iteration in the experiments were compared.

The Vehicle Silhouette database was also used to reinforce the
analysis. The same configuration as in Section 3.1 was prepared,
but the instances were permuted 100 times to test the effect of
the instance order. Fig. 2 shows the convergence in accuracy for
these two experiments, whereas Fig. 3 shows the iterative conver-
gence of the decision boundary for the two-dimensional synthetic
dataset.

3.3.2. Concept level order effects
The Concentric Circle Database was used to analyze the effect of

the concept order on the iGDA. The database was divided into six
different samples as in Section 3.2.1. To avoid the problem of
imbalanced classes [42], the prior probabilities were forced to be
equal. With this set-up of samples and classes and considering that
there are five possible categories, the possible combinations for
introducing different categories in each sample are 20. Therefore,
100 repetitions of 20 different combinations of samples were ana-
lysed. Fig. 4 depicts the convergence of the incremental algorithm.
The results show a benign concept lever order effect when the prior
probabilities of the categories are equal.
71.8683 18.3314

7.8034 5.5713

3.0597 2.3924

1.4618 1.2178

0.8877 0.7631

Fig. 3. Convergence of the decision boundaries of each model in 20 iterations for the tw
decision boundaries are also shown at the top of each iteration. The iterations are show
decision boundaries because their parameters are adjusted from the first sample only
parameters begin to converge until the final iteration.
4. Experimental design for brain tumour diagnosis

So far, the behaviour of the iGDA algorithm has been studied
using different benchmark datasets with a focus on various proper-
ties. In this section, the iGDA algorithm is applied to a real biomed-
ical problem of high medical relevance: automatic brain tumour
classification with 1H MRS. The current gold standard classification
of a brain tumour is a histopathological analysis of biopsy; but this is
an invasive surgical procedure with potential adverse consequences
for the patient. An alternative is a diagnosis based on 1H MRS, which
is a non-invasive technique that provides biochemical information
on tissue in vivo. The database used for our evaluation contains
15.3088 10.9006

4.3620 3.6843

2.1907 1.8709

1.0795 1.0206

0.6510 0.4971

o-dimensional synthetic database. The variance of the different parameters of the
n left-to-right, top-to-bottom. It can be seen that the first models present arbitrary
. When further samples are used for learning, the decision boundaries and their



Table 5
The different centers and the number of samples per class. AGG: aggressive, LGG:
low-grade glial, and MEN: Meningioma.

Center Classes Total

AGG LGG MEN

CEN0 111 44 29 184
CEN1 108 48 34 190
CEN2 114 44 33 191
CEN3 120 26 49 195

Total 453 162 145 760
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single voxel proton magnetic resonance spectra (SV 1H MRS)
acquired at 1.5T from brain tumours at nine European and one
Argentinian hospitals. Data used in this work was gathered during
three European projects: INTERPRET, eTUMOUR, and HEALTH-
AGENTS. An acquisition protocol was defined in INTERPRET to pro-
vide maximum compatibility of the spectra obtained using different
MRS systems at the different participant hospitals [43,44]. This
acquisition protocol was extended to the data acquisition
procedure in eTUMOUR and HEALTHAGENTS. The spectra were
acquired with MR scanners of several manufacturers: Siemens,
General Electric and Philips. The acquisition protocols included
Point Resolved Spectroscopy (PRESS) and Stimulated Echo Acquisi-
tion Mode (STEAM) sequences [45] with a range in the Time of
Repetition (TR, between 1600 and 2020 ms), the Time of Echo (TE,
20 or 30–32 ms), the spectral width (1000–200 Hz), and the number
of data-points (512, 1024 or 2048) [2]. Each spectrum was semi-
automatically pre-processed in order to suppress the water peak,
perform a phase correction, suppress the base line, normalize the
spectrum area and correct the frequency shift as described in [6].

Spectral patterns contain resonance peaks related to the con-
centration of different metabolites in the tissue analyzed which
are useful for tumour classification purposes [5,6]. Based on a bio-
chemical prior knowledge, a total number of 15 features were ob-
tained from the integration of the signal under a spectral region
associated with each metabolite of interest (see Fig. 5). Signal qual-
ity and the diagnosis associated with each spectrum was validated
by the INTERPRET Clinical Data Validation Committee [2], the
eTUMOUR Clinical Validation Committee, and expert spectrosco-
pists. In INTERPRET and eTUMOUR the class of each case was
determined by a panel of histopathologists, while in HEALTH-
AGENTS the class was established by the original histopathologist.

Three types of brain tumour classes were taken into account in
the experiments: aggressive brain tumours (AGG), including
Glioblastomas and Metastases; low-grade glial tumours (LGG),
including grade II Astrocytoma, Oligodendroglioma and Oligoastr-
ocytoma; and Meningioma (MEN). The prevalence of the brain
tumour classes considered in this study is shown in Table 5.

A gaussian assumption is made since all the variables are con-
tinuous. Furthermore, both quadratic and linear classifiers have
previously been shown to be powerful enough to achieve good re-
sults in automatic brain tumour classification [2,6]. Although there
may be more sophisticated feature selection techniques for this
problem [46,6], the use of peak integration is a good trade-off be-
tween complexity and performance, and it is independent of the
different incremental data subsets. Finally, the evaluation method
is based on K-random sampling train-test where K = 100 because
the iterative incremental procedure makes the use of cross-
validation or bootstrapping difficult. From the K repetitions the
Fig. 5. The features selected for classification are the peak integration of the metabolite
Choline (3.21 ppm), N-Acetyl Aspartate (2.01 ppm), Myo-Inositol (3.26 ppm and 3.53 p
ppm), Alanine (1.47 and 3.78 ppm), Lactate (1.31 ppm), and Lipids (1.29 and 0.92 ppm). T
interval of 0.15 ppm from the assumed peak centre. The mean spectrum of each class of br
meningioma (solid grey line).
mean accuracy is shown and the standard deviation is used to esti-
mate the confidence interval.

In these experiments, three specific desired features of a clinical
decision support system (CDSS) based on machine learning tech-
niques were analyzed: (1) the convergence of the classifiers in
terms of stability/plasticity; (2) the effect of including new classes;
(3) the customization of the classifiers in relation to the distribu-
tions of data in different hospitals.

4.1. Convergence of the iGDA

Following the methodology applied in Section 3.1, we tried to
show how the iGDA algorithm is able to learn brain tumour dis-
crimination with MRS in an incremental fashion from different
subsets of training data. This was evaluated using the whole brain
tumour database to show how the iGDA performance improved in
the course of time when new observations were used to update the
classifier. The whole database (see Table 5) was randomly split into
a training partition (300 samples, 39.5%) and a test partition (460
samples, 60.5%). The decision of using only 39.5% of data for train-
ing is justified by the need of simulating a real scenario where the
number of instances might be small. Although more incremental
iterations could have been performed at the cost of having fewer
instances for testing, the selected samples are enough to demon-
strate the convergence of the algorithm and reduction in the stan-
dard errors of the results. The training partition was split into ten
subsets of 30 samples. The whole test partition was used as an
independent test set for each new updated classifier. The perfor-
mance of the classifiers was measured in terms of the accuracy.
The linear and quadratic versions of iGDA and the results were also
compared to the performance of the other incremental algorithms.

4.2. Inclusion of new classes

In this second experiment, centers in Table 5 were used in order
to address the inclusion of new classes. Each center initially
s observed in the brain (vertical dotted lines): Creatine (3.93 ppm and 3.02 ppm),
pm), Glycine (3.55 ppm), Taurine (3.26 ppm), Glutamate/Glutamine (2.04 and 2.46

he peak integration computes the value of the area under the peaks considering an
ain tumour is shown: aggressive (solid black line), low-grade glial (dashed line), and
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contained only two classes (LGG, MEN). An initial classifier was
trained from the first group of hospitals (CEN0). Subsequently, using
data from the rest of hospitals, the remaining class (AGG) was in-
cluded in the following subsets and each generation of the classifier
was evaluated with an independent test set. When introducing new
classes, a problem of imbalanced classes may appear [42], resulting
in a classifier with null sensitivity for the new class. In order to de-
tect such a bias, a geometric mean of sensitivities was used to eval-

uate the classifiers in these experiments (G ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiQjCj

i¼1seni
jCj
q

, where

seni is the sensitivity of class i). The general behaviour of the G mea-
sure is high when all the sensitivities are high and in equilibrium.

4.3. Customization to different centers

The third experiment simulates the customization of the classi-
fier for a hospital by adapting a general model into the specific dis-
tribution of one hospital. Data from three hospitals (CEN0) were
used to train an initial classifier. Three other groups from two hos-
pitals (CEN1, CEN2, and CEN3) were made for testing the iGDA.
These groups were chosen to balance the number of samples in
each center. In addition, all the centers were grouped together in
order to obtain a general behaviour of the convergence of the algo-
rithm to compare with. Table 5 shows the prevalence of each class
in the dataset according to the four data groups used. Each center
was divided into a test set and four subsets with 20 random sam-
ples in each one. Once the initial classifier was trained, it was used
to automatically classify data from the test set of the other centers.
Then, the first sample S1 of CEN1 was used to update the classifier
with the iGDA algorithm. The same process was performed with
the first sample S1 of the other two centers, thus obtaining a total
of three new incrementally updated classifiers. After incremental
updating of the classifier of each center, a new evaluation was car-
ried out using the independent test set of the corresponding center.

5. Results in brain tumour classification with MRS

5.1. Convergence of the iGDA

The comparison with the Learn++ and the iLDA algorithms
shows that the accuracies of all these methods converge asymptot-
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Fig. 6. Comparison of the evolution of the accuracies of the linear iGDA (solid line
and triangles), the quadratic iGDA (solid line and circles), iLDA (dashed line and
triangles), and Learn++ (dashed line and circles) incremental learning algorithms.
Also, a naive Gaussian classification model updated from scratch is compared
(dotted line and circles). The first iteration is the performance of the initial
classifier. From the second bin on, the incremental algorithm is executed. The
experiment was repeated 100 times. The plots represent the mean value of all the
experiments. The x-axis shows the different moments of time, ti, of new observed
data. The y-axis shows the accuracy. The iGDA using Graybill–Deal weight
estimation shows a very good performance and it converges asymptotically.
ically (see Fig. 6). This result suggest that the iGDA algorithm
works properly as an incremental learning algorithm.

Generally speaking, the linear version of the iGDA algorithm
performs better than the Learn++ and the iLDA algorithms. How-
ever, the quadratic version of iGDA needs three incremental up-
dates to reach a comparable accuracy with the other algorithms.
This behaviour may be explained by the low number of samples
of the less prevalent classes in each subset. Nevertheless, there is
asymptotic convergence of all methods: the data fits to the Gauss-
ian model assumed by the iGDA, which describes linear or qua-
dratic boundaries, as well as to the model assumed by the
Learn++ algorithm, which divides the sample space using multiple
hyperplanes.

The significance of differences (a = 5%) among algorithms was
evaluated with a multiple comparison test using a Friedman’s non-
parametric two-way analysis of variance test with Tukey’s hon-
estly significant difference criterion from the first to the last
iteration. The linear iGDA always displays a significant difference
with respect to the other algorithms except with the iLDA in the
first iteration. From iteration 8 to 10 the differences among the
algorithms are all significant (p < 0.01).

5.2. Inclusion of new classes

The mean accuracy of the results obtained when a new class ap-
pears inside the new observed samples improve from 0.29 to 0.78
in 10 incremental iterations. Since the convergence is asymptotic,
the first two iterations show the biggest improvement: from 0.29
to 0.45 and to 0.57. Thereafter, the improvement is slower. The
geometric mean of sensitivities (G) improves from 0 to 0.76. Our
results show that the first classifier is unable to correctly classify
any sample belonging to the new class and thus G = 0. But, after
further learning from two additional samples that include cases
of the new class, the subsequent classifiers converge, obtaining
not only a good accuracy but also a good G without forgetting to
classify the initial classes. Our results show that the iGDA is able
to introduce the new class into its knowledge base.

5.3. Customization to different centers

The third experiment tried to simulate a practical environment
where a trained classifier is used for classification with data com-
ing from different populations of patients and/or different acquisi-
tion machines. The results in Fig. 7 show how the initial classifier
exhibits a performance that clearly needs improvement. Therefore,
when the classifier is updated with the new observations, the per-
formance increases significantly with a small additional set of sam-
ples. In every new center, the accuracy of the incremental classifier
improves in the course of new observations being used to incre-
mentally train the classifier. Each observation included 20 new
samples. The centers were joined in a unique set to compare the
evolution of each center with the evolution of all the centers and
show that the accuracy tends to converge asymptotically.

In general, the sensitivities for the first classification model in
the centres CEN1, CEN2, and CEN3 are between 0.71 and 0.76 for
AGG, 0.85 and 0.86 for LGG, and 0.29 and 0.58 for MEN. After four
incremental iterations the sensitivities vary from 0.79 to 0.83 for
AGG, 0.74 to 0.84 for LGG, and 0.51 to 0.73 for MEN. Therefore,
the incremental algorithm seems to be prone to balance the sensi-
tivities of the different tumour types, increasing the sensitivities of
the AGG and MEN tumour types while slightly decreasing the sen-
sitivity of the LGG tumour types.

Again, a multiple comparison test (a = 5%) was carried out.
Initially, only CEN2 and CEN3 showed significant differences but
by iteration 5, only CEN3 showed significant differences against
the other centers (p < 0.01).
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Fig. 7. Comparison of the evolution of the mean accuracies of the different incremental learning algorithms trained with data from center CEN0 and tested with data of new
centers: CEN1 (grey dash dotted line with triangles), CEN2 (grey dashed line with circles), CEN3 (grey dotted line with squares), and the evolution of the convergence for the
union of centers CEN1 to CEN3 (black).
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The same multiple comparison test (a = 5%) was used to analyze
the statistical differences in the incremental models developed in
the iterations of each center. These tests showed that the models
of CEN1 and CEN3 had significant differences among iterations, ex-
cept for the results of iteration 4 and 5. With respect to the models
of center CEN2 there were significant differences between iteration
1 and 2 and between iterations 2 and 4, and iterations 3 and 5.
6. Discussion and conclusions

6.1. Technical aspects of the iGDA

The iGDA algorithm is presented as a new incremental algo-
rithm for Gaussian discriminant analysis based on a weighted com-
bination of different parameter estimations. It obeys the definition
about the incremental learning algorithm given by several authors
[28,29,17]. iGDA does not use any previous original datasets, but
updates its knowledge by means of the information of the newly
observed data and its already acquired knowledge. Therefore, it
can be used when dealing with problems where past information
is inaccessible or where there are problems gathering an appropri-
ate dataset in a reasonable time. In such situations, this incremen-
tal learning algorithm can avoid the waiting time by using a small
amount of information to build an initial simpler model and then
update the model incrementally, and allow for additional classes,
as new information arrives.

The implementation of the algorithm is straightforward and the
models can be estimated in polynomial time. The complexity of the
algorithm is O(cd2(N + d)), where c is the number of classes, d is the
number of variables, and N is the number of instances.

Fig. 7 shows that the evolution of the updated classifiers in cen-
ters CEN1 and CEN2 is comparable to the evolution of the classifiers
from all centers taken together. However, the evolution using the
dataset from center CEN3 shows the highest improvement. This
may be explained by the prevalence of the different brain tumour
types in center CEN3, which has an influence on the prior probabil-
ities of the models. Hence, while the updated classifiers of CEN1

and CEN2 are improving the knowledge concerning the conditional
distributions p(xjc), the updated classifiers of CEN3 are reinforcing
the knowledge of the conditional distributions as well as the prior
probabilities pc. The final accuracy reached is similar to the median
accuracy rate achieved in [6] for quadratic and linear discriminant
analysis. In our results, the iGDA is comparable with the baseline
model and the other incremental algorithms.

Since the experiments were repeated 100 times to avoid any
possible bias, the results show a general behaviour of the iGDA
algorithm. However, when the convergence to a minimum error
has been achieved, there may be situations where addition of a
new biased dataset results in a model with a slightly poorer perfor-
mance to that previously, but without statistical significance. Thus,
when a convergence has been reached small oscillations in the
accuracy of the models may be observed, similar to other iterative
procedures.

An interesting feature of iGDA is that it does not have a malig-
nant order effect [28], nor at instance level or at concept level. This
means that the order of the instances may give rise to slightly dif-
ferent models, but with similar discrimination accuracies. Our re-
sults show that the decision boundaries of the models are also
similar regardless of the order in which the instances appear, or
even the order in which the classes are introduced into the
analysis.

One limitation of the iGDA algorithm is that it assumes that the
data will follow a Gaussian distribution. This assumption may be
useful for real number variables, even when they do not follow a
Gaussian distribution, but this approach is useless for discrete
distributions, such as Bernoulli or multinomial distributions.
Nevertheless, the extension of these concepts may be of interest
to other distributions, including discrete ones. The unimodal
Gaussian assumption also restricts the type of decision boundaries
to linear or quadratic boundaries.

Another feature of the iGDA is its ability to include new classes.
However, this ability may lead to an imbalanced class problem [42]
if the new class is underrepresented compared to the previous
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classes. This may be also related to the outvoting problem that
occurs in incremental learners based on voting schemes such as
the Learn++ [17,18]. Furthermore, the behaviour of the weights in
multivariate distributions and the combination of the covariance
matrices using the Graybill–Deal estimation must still be theoret-
ically studied and is the focus of future work.

6.2. Potential clinical interest of iGDA for brain tumour diagnosis

Primary brain tumours are proportionately less frequent than
other cancers, but they are devastating diseases with high mortal-
ity. An accurate initial diagnosis of brain tumours has important
consequences for therapeutic decisions and prognosis. Compared
to most other tumours, obtaining brain tumour tissue for diagnos-
tic purposes is relatively difficult even when using the advance
technique of stereotactic biopsy [47]. The clinical DSS that are
based on ML techniques and 1H MRS have shown a promising re-
sults for non-invasive brain tumour diagnosis. However, the devel-
opment of robust classifiers requires acquisition of a large number
of cases. Furthermore, in multi-center projects it is usually as-
sumed that the data have similar distributions, however in practice
we may expect some differences in data distributions or class
assignments. A straightforward application of the incremental
method presented here is its ability to customize an already
trained classifier to the specific distribution of a particular hospital.
In other words, if a hospital has a limited number of samples for a
particular class, a classifier trained with data from other hospitals
can be used as an initial model and then adapted to the distribu-
tion of the patient population or the hospital scanner performance.
Thus a classifier can be developed that has a customization to the
hospital, but without the need for an unachievable acquisition of
local data. The development of new models in the course of time
as new data is acquired is related to the concepts of temporal
and external validation reported by Altman et al. in [48]. Based
on the results, our incremental algorithm could enhance the
performance of such models when evaluated with subsequent
patients coming from new hospitals.

In the framework of a clinical DSS the iGDA algorithm that has
been developed may take advantage of the availability of new
information to adapt the knowledge of the current system to the
evolution of the data domain and also to extend the lifecycle of
the system in a real clinical environment. Assuming that new infor-
mation is ready for supervised classification at different times, the
iGDA algorithm can learn from such new data without access to
the previously seen data, even when a new class arises.

The ability to customize a model to a specific clinical centre
could be used to improve the behaviour of a state-of-the-art
CDSS for aiding brain tumour diagnosis. Further work will in-
clude the integration of the incremental algorithm developed
in this work into a generic and dynamic DSS for clinical environ-
ments such as the aforementioned CDSSs and CURIAM [49]. The
CURIAM Brain Tumour version [50] offers orientation on brain
tumour diagnosis and is currently being tested in a clinical set-
ting at several hospitals in Europe. The incremental learning
method shown here may also complement to an audit model
of brain tumour classifiers [51] and help provide dynamic opti-
misation of a CDSS.
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Appendix A. iGDA algorithm pseudocode

Algorithm 1. Incremental Gaussian Discriminant Analysis.

Input: Siþ1 ¼ fðxn; cnÞNn¼1g;Hi

OutputP: Hiþ1

Require: 8c 2 Si;Nc > 1
for all c 2 S do

pc Nc/N
lc  1

Nc

P
xn

Rc  1
Nc

P
ðxn � lcÞ

Tðxn � lcÞ
end for
if Hi�1–; then

for all c 2 S do
xi+1,xi Graybill–Deal(Ni,Ri,Ni+1,Ri+1)

pc  Niþ1
c þNi

c

Niþ1þNi

lc  xiþ1liþ1
c þxili

c

Rc  xiþ1Riþ1
c þxiR

i
c

end for
end if
if linear then

for all c 2 S do
Rc R

end for
end if
for all c 2 S do

Wc  �ð1=2ÞR�1
c

wc  R�1
c lc

wc0  log pc � ð1=2Þ log jRj � ð1=2ÞlT
c R
�1
c lc

end for
return Hiþ1
Algorithm 2. Graybill-Deal computation of weights.

Input: N1,N2,R1,R2

Output: x1,x2

S1 = trace(R1)
S2 = trace(R2)

x1 ¼ N1=S1P2

i¼1
Ni=Si

x2 = 1 �x1

return x1,x2
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