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Abstract

We develop the basic theory of smooth representations of locally compact groups on borno
vector spaces. In this setup, we are able to formulate better general theorems than in the top
case. Nonetheless, smooth representations of totally disconnected groups on vector space
Lie groups on Fréchet spaces remain special cases of our theory. We identify smooth represe
with essential modules over an appropriate convolution algebra. We examine smoothening f
on representations and modules and show that they agree if they are both defined. We esta
basic properties of induction and compact induction functors using adjoint functor technique
describe the center of the category of smooth representations.
 2004 Elsevier SAS. All rights reserved.

Résumé

Nous développons la théorie basique des représentations lisses des groupes localement
sur les espaces vectorielles bornologiques. Dans ce contexte, nous pouvons établir des m
théorèmes que dans la situation topologique. Néanmoins, les représentations lisses des
totalement discontinus sur les espaces vectorielles et les représentations lisses des groupes
les espaces de Fréchet restent des cas spécialux de notre théorie. Nous identifions des repré
lisses avec des modules essentielles sur une algèbre de convolution convenable. Nous exam
foncteurs régularisants sur des représentations et des modules et nous montrons qu’ils so
s’ils sont définis. Nous établissons les propriétés basiques des foncteurs d’induction et d’in
compact en employant des techniques des foncteurs adjointes. Nous décrivons le cent
catégorie des représentations lisses.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction

Smooth representations of totally disconnected groups on vector spaces and
groups on locally convex topological vector spaces have already been studied for
time. It is also known that one can define smooth representations of arbitrary l
compact groups using the spaces of smooth functions introduced by François
in [4]. We shall consider, instead, smooth representations of locally compact grou
bornologicalvector spaces (see [12]). While this may appear to be only a minor vari
on the usual theory, it turns out that there are several small but significant details tha
the bornological theory much more pleasant and more powerful. Smooth represen
of totally disconnected groups on vector spaces and of Lie groups on Fréchet spa
special cases of our theory, so that it allows for a unified treatment of these two kin
representations.

Bornological vector spaces went out of fashion quite some time ago. This is
unfortunate because they are the ideal setting for noncommutative geometry. A
as we move beyond Fréchet spaces, we run into annoying problems when we
with topological vector spaces. For instance, the multiplication on an algebra likeD(R)
with convolution is only separately continuous and not jointly continuous. There
one has to givead hocdefinitions for the complexes that compute the Hochschild
cyclic homology of such convolution algebras. Problems of this nature are artefacts
disappear if we work bornologically instead. Moreover, bornologies are essential f
purposes of local cyclic cohomology, which is a variant of cyclic cohomology that prod
better results for Banach algebras like the algebra of continuous functions on a co
space.

A great advantage of bornological versus topological analysis is the adjoint associ
between the completed bornological tensor product⊗̂ and the internal Hom functo
Hom(A ⊗̂ B,C)∼= Hom(A,Hom(B,C)). In particular, there is a canonical bornology
the space Hom(B,C) of bounded linear maps between two bornological vector spa
Adjoint associativity holds for vector spaces and Banach spaces, but not for topol
vector spaces. It provides bornological analysis with a much richer algebraic structur
topological analysis. For representation theory this means that the general theory of
representations of locally compact groups on bornological vector spaces is very sim
the purely algebraic theory of smooth representations of totally disconnected grou
vector spaces.

An instance of this is our main theorem, which asserts that the category of sm
representations ofG is isomorphic to the category of essential modules over
convolution algebraD(G) of smooth functions with compact support onG. We also
have very nice adjointness relations between restriction, induction and compact ind
functors, from which we can deduce many properties of these functors.

We now explain our results in greater detail. Throughout this article,G denotes a locally
compact topological group. Bruhat [4] defines spacesD(G) andE(G) of smooth functions
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with compact support and with arbitrary growth at infinity, respectively. In the to
disconnected case a function is smooth if and only if it is locally constant. In the Lie g
case smoothness has the usual meaning. General locally compact groups are treat
the deep structure theory of almost connected groups. We recall Bruhat’s definitio
adapt them to our bornological setup in Section 2. Besides basic facts about these f
spaces, we prove some interesting results about metrizable bornological vector spa

A representationπ :G→ Aut(V ) on a complete convex bornological vector spaceV

is called smooth if the map that sendsv ∈ V to the functiong �→ π(g, v) takes
values inE(G,V ) and is a bounded linear mapπ∗:V → E(G,V ). Equivalently, the
formulaWf (g) := g · f (g) defines a bounded linear operator onD(G,V ). For totally
disconnectedG this amounts to the requirement that any bounded set be stabilized
open subgroup ofG. In particular, ifV is a vector space with the fine bornology, we
the usual notion of a smooth representation of a totally disconnected group on a co
vector space.

Now supposeG to be a Lie group. A representation is called differentiable if it isk times
continuously differentiable for allk ∈ N. This notion is weaker than smoothness. F
instance, the left regular representation on the space of compactly supported distri
E ′(G) is differentiable but not smooth. Differentiability and smoothness are equivalenV
is bornologically metrizable. In particular, this happens ifV is a Fréchet space equipp
with a reasonable bornology.

Differentiable representations on bornological vector spaces are closely rela
smooth representations on topological vector spaces. We show that a borno
representationπ is differentiable if and only if it extends to a bounded alge
homomorphism∫π :E ′(G)→ End(V ). Similarly, a topological representationπ is smooth
if and only if it extends to a bounded homomorphism∫π :E ′(G)→ End(V ), where
End(V ) carries the equicontinuous bornology. LetV be a bornological topological vecto
space, equip it with the von Neumann bornology. Then there is no difference be
the spaces of continuous and bounded mapsV → V , equipped with the equicontinuou
and equibounded bornology, respectively. Hence topological smoothness is equ
to bornological differentiability in this case. IfV is a Fréchet space, we know th
bornological differentiability and smoothness are equivalent, so that the topologica
bornological notions of smooth representation agree for Fréchet spaces. For generaV the
bornological notion of smoothness is more restrictive than the topological one.

If we restrict∫π to the convolution algebraD(G), we turnV into a module overD(G).
A moduleV overD(G) is calledessentialif the module action is a bornological quotie
mapD(G) ⊗̂ V → V . That is, each bounded subset ofV is the image of a bounded subs
of D(G) ⊗̂ V . The following theorem generalizes a well-known and much used fac
totally disconnected groups:

Theorem 1.1.LetG be a locally compact group. The categories of essential bornolog
left D(G)-modules and of smooth representations ofG on bornological vector space
are isomorphic. The isomorphism sends a representationπ :G→ Aut(V ) to the module
∫π :D(G)→ End(V ).
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The theorem makes three assertions. First, ifπ :G → Aut(V ) is smooth, then
∫π :D(G) ⊗̂ V → V is a bornological quotient map. In fact, this map even ha
bounded linear section. Secondly, any essential module overD(G) arises in this fashion
from a smooth representation ofG. Thirdly, a bounded linear map between two smo
representations isG-equivariant if and only if it is a homomorphism ofD(G)-modules. In
the topological framework it is still true thatπ is smooth if and only if∫π :D(G,V )→ V

has a continuous linear section (see [2]). However,D(G,V ) is no longer a topologica
tensor product ofD(G) andV . Therefore, we fail to characterize smooth representat
in terms of the algebraD(G).

We study analogues in the category of modules overD(G) of several constructions wit
representations, namely, smoothening, restriction, induction and compact inductio
H ⊆G be a closed subgroup. Then we only haveD(H)⊆ E ′(G), so that the restriction of
D(G)-module to aD(H)-module is not always defined. IfV is an arbitraryD(G)-module,
thenD(G) ⊗̂D(G) V and HomD(G)(D(G),V ) carry canonicalD(H)-module structures
The resulting functors are called thesmooth and rough restrictionfunctors, SHG and RHG . In
the converse direction, ifV is a module overD(H), we can produce a module overD(G)
in two ways. We define thecompact induction functorand therough induction functorby

IcGH(V ) :=D(G) ⊗̂D(H) V ,

IGH(V ) :=HomD(H)
(
D(G),V

)
.

The functors S:= IcGG = SGG and R:= IGG = RGG are calledsmootheningandroughening,
respectively. Up to a relative modular factor, S◦ IGH and IcGH agree with the induction an
compact induction functors for representations, respectively.

These functors enjoy many useful algebraic properties. For instance, they are ex
appropriate classes of extensions. The exactness of the smoothening functor impl
the class of essential modules is closed under extensions. The content of the roug
functor is the following: roughly speaking, the roughening of a moduleV is the largest
moduleW that satisfies SV = SW . Many important properties of the induction a
restriction functors follow easily by playing around with adjoint associativity. We pr
the Shapiro Lemma in group homology and cohomology in this fashion and we show
to reduce Tor and Ext for the category of essentialD(G)-modules to group homolog
and cohomology. It is remarkable that such results can be proved easily and
algebraically. There are no analytical difficulties whatsoever.

The smoothening functors for representations and modules also agree. The m
smoothening is the range of the map∫π :D(G) ⊗̂ V → V . The image of the uncomplete
tensor product is known as the Gårding subspace ofV . Jacques Dixmier and Pa
Malliavin show in [5] that the Gårding subspace is equal to the smoothening for Lie g
representations on Fréchet spaces. The same is true for arbitrary continuous represe
of locally compact groups on bornological vector spaces.

Finally, we examine the analogue of the Bernstein center of a totally disconn
group. This is the center of the category of smooth representations ofG on complex
vector spaces, which was studied first by Joseph Bernstein [1]. It plays a crucial r
the representation theory of reductive groups, which is parallel to the role played b
center of the universal enveloping algebra in the Lie group case.
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We prove that the center of the category of smooth representations ofG is isomorphic
to the center of the multiplier algebra ofD(G). In the totally disconnected case this
the same as the Bernstein center. We describe the multiplier algebra ofD(G) and its
center as spaces of distributions onG. For Lie groups the multiplier algebra is justE ′(G).
For a connected complex Lie group with trivial center, central multipliers are neces
supported at the identity element. Thus the center of the category of smooth represen
of G is isomorphic to the center of the universal enveloping algebra ofG in this case.

2. Spaces of smooth functions on locally compact groups

Many results of this section are adaptations to the bornological setting of resu
François Bruhat [4]. There are a few issues regarding tensor products and metriz
that do not arise in the topological setting, however.

Since we are only dealing with complete convex bornologies, we drop these adje
from our notation: whenever we assert or ask that a space be a bornological vector s
is understood that it is asserted or asked to be a complete convex bornological vecto
Good references for the basic theory of bornological vector spaces are the publicat
Henri Hogbe-Nlend [10–12], whose notation we will follow mostly.

2.1. Preliminaries

The structure theory of locally compact groups is crucial for Bruhat’s definition
order to reduce to the case of Lie groups. Although its results are very difficult to p
they are extremely simple to apply and state.

Let G be a locally compact group. LetG0 ⊆ G be the connected component of t
identity element. The groupG is called totally disconnectedif G0 = {1}, connectedif
G0=G andalmost connectedif G/G0 is compact.

A totally disconnected locally compact group has a base for the neighborhoods
identity element consisting of compact open subgroups (see [9]). Applying this t
totally disconnected groupG/G0, we find that any locally compact group contains
almost connected open subgroup.

Theorem 2.1 [15]. Let G be an almost connected locally compact group. ThenG is
isomorphic to a projective limit of Lie groups. More explicitly, there is a directed setI of
compact normal subgroupsk ⊆G such thatG/k is a Lie group for allk ∈ I and

⋂
I = {1}.

We haveG= lim←−k∈I G/k for any such system.

Definition 2.2. A subgroupk ⊆ G is calledsmoothif its normalizerNG(k) ⊆ G is open
andNG(k)/k is a Lie group. Let SC or SC(G) be the set of all smooth compact subgrou
A fundamental system of smooth compact subgroupsin G is a setI of smooth compac
subgroups which is directed by inclusion and satisfies

⋂
I = {1}.
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Lemma 2.3.LetG be a locally compact group. Ifk ⊆G is a smooth subgroup, thenG/k,
k\G andG//k := k\G/k are smooth manifolds in a canonical way. Ifk1 ⊆ k2, then the
induced mapsG/k1→G/k2, etc., are smooth.

The setSC(G) is a fundamental system of smooth compact subgroups and in parti
directed. We have

G∼= lim←−G/k
∼= lim←− k\G∼= lim←−G//k,

where the limits are taken fork ∈ SC(G).
A set of subgroups is a fundamental system of smooth compact subgroups if an

if it is a cofinal subset ofSC(G). The setI can be taken countable and even a decreas
sequence if and only ifG is metrizable.

Proof. Let k ⊆G be a smooth subgroup and letU be its normalizer. ThusU is an open
subgroup ofG, k is a normal subgroup ofU andU/k is a Lie group. The homogeneo
spaceG/k is just a disjoint union of copiesgU/k of the Lie groupU/k for g ∈ G/U
and hence a smooth manifold. The same applies tok\G. The proof of the correspondin
assertion forG//k is more complicated. We view this as the orbit space of the actionk
on G/k by left multiplication. For anyg ∈ G, let k′ := k ∩ gUg−1. Thenk\kgU/k ∼=
k′\gU/k ∼= g−1k′g\U/k becauseG/U is open. The latter double coset space is re
a left coset space becausek is normal inU . Thusk\G/k is a disjoint union of smooth
manifolds as well.

Let U ⊆G be an open almost connected subgroup. ForU instead ofG, our assertions
follow from Theorem 2.1. Since SC(U) ⊆ SC(G) is cofinal, the latter is a fundament
system of smooth compact subgroups inG. We also get the isomorphismsG∼= lim←−G/k,
etc., from the corresponding statement forU . It is clear that any cofinal subset of SC(G)
is still a fundamental system of smooth compact subgroups. Conversely, ifI is such a set
thenI ⊆ SC(G). Let k ∈ SC(G). Since

⋂
I = {1}, the set ofk′ ∈ I with k′ ⊆ NG(k) is

cofinal. Since the Lie groupNG(k)/k does not contain arbitrarily small subgroups,
quotient groupk′/k must eventually be trivial, that is,k′ ⊆ k. This means thatI is cofinal
in SC(G). It is clear fromG∼= lim←−G/k thatG is metrizable if and only if we can chooseI
countable. ✷

Before we can define smooth functions on locally compact groups, we need
generalities about spaces of smooth functions on manifolds (see [14] for more de
Let M be a smooth manifold and letB be a Banach space. Then we equip the sp
D(M,B) of smooth functions with compact support fromM to B with the following
bornology. A setS of smooth functions is bounded if allf ∈ S are supported in a
fixed compact subset ofM and the set of functionsD(S) is uniformly bounded for any
differential operatorD on M. This is the von Neumann bornology for the usual L
topology onD(M,B). We letD(M) beD(M,R) or D(M,C), depending on whether w
work with real or complex bornological vector spaces. In the following, we will ass
that we work with complex vector spaces, but everything works for real vector spa
well.

If V is a bornological vector space, we letD(M,V ) be the space of all function
M→ V that belong toD(M,VT ) for some bounded complete diskT ⊆ V . A subset of
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D(M,V ) is bounded if it is bounded inD(M,VT ) for someT . (Recall thatVT is the linear
span ofT equipped with the norm whose closed unit ball isT . Hence it is a Banach space

Let ⊗̂ be the completed projective bornological tensor product. It is defined b
universal property that bounded linear mapsA ⊗̂ B→ C correspond to bounded biline
mapsA×B→C. The natural mapD(M)⊗̂B→D(M,B) is a bornological isomorphism
for all Banach spacesB. The functorD(M) ⊗̂�� commutes with direct limits and preserv
injectivity of linear maps becauseD(M) is nuclear (see [13]). Therefore, we have

D(M,V )∼=D(M) ⊗̂ V (1)

for all bornological vector spacesV . Moreover, for two manifoldsM1,M2 we have

D(M1) ⊗̂D(M2)∼=D(M1×M2).

We define the spacesCkc (M,V ) of k times continuously differentiable functions wi
compact support similarly fork ∈ N. If V is a Banach space, we letCkc (M,V ) be the
usual LF-space and equip it with the von Neumann bornology. For generalV we let
Ckc(M,V ) := lim−→Ckc(M,VT ). We let C∞c (M,V ) := lim←−C

k
c(M,V ) and call functions in

C∞c (M,V ) differentiable(see also [19]). While there evidently is no difference betw
smooth functions andC∞-functions with values in a Banach space, smoothness is
restrictive than differentiability in general. Smooth functions are easier to work
because of (1), which fails forC∞c (M,V ).

Definition 2.4. A bornological vector space ismetrizableif for any sequence(Sn) of
bounded subsets there is a sequence of scalars(εn) such that

∑
εnSn is bounded.

The precompact bornology and the von Neumann bornology on a Fréchet spa
metrizable in this sense (see [14]).

Lemma 2.5.If V is metrizable, thenD(M,V )= C∞c (M,V ).

Proof. Let S ⊆ C∞c (M,V ) be bounded. That is,S is bounded inCkc(M,V ) for all k ∈ N.
For any k ∈ N, there is a bounded complete diskTk ⊆ V such thatS is bounded in
Ckc(M,VTk ). By metrizability, we can absorb allTk in some bounded complete dis
T ⊆ V . ThusS is bounded inCkc (M,VT ) for all k ∈ N. This means thatS is bounded
in D(M,V ). ✷
Lemma 2.6.A bornological vector spaceV is metrizable if and only if the functorV ⊗̂ ��
commutes with countable direct products.

Proof. It is easy to see thatV is metrizable onceV ⊗̂ ∏
N

C ∼= ∏
N
(V ⊗̂ C). For the

converse implication, we clearly have a bounded linear mapV ⊗̂ ∏
Bn → ∏

V ⊗̂ Bn.
We have to show that

∏
V ⊗̂ Bn satisfies the universal property ofV ⊗̂∏

Bn. That is,
we need that a bounded bilinear mapl :V × ∏

Bn → X induces a bounded linear ma∏
V ⊗̂Bn→X. By definition, a bounded subsetS of

∏
N
V ⊗̂Bn is contained in

∏
Sn ⊗̂Tn

with bounded complete disksSn andTn in V andBn, respectively. HereSn ⊗̂ Tn denotes
the complete disked hull ofSn × Tn in V ⊗̂ Bn. By metrizability, allSn are absorbed b
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some bounded complete diskS′ ⊆ V . Moving the absorbing constants intoTn, we obtain
S ⊆ S′ ⊗̂∏

T ′n. This implies the desired universal property.✷
2.2. The definitions of the function spaces

LetG be a locally compact group and letV be a bornological vector space. The spa
D(G/k,V ) are defined for allk ∈ SC(G). We pull back functions onG/k toG and thus
viewD(G/k,V ) as a space of functions onG. If k1⊆ k2, thenD(G/k2,V ) is the subspac
of right-k2-invariant functions inD(G/k1,V ) and thus a retract ofD(G/k1,V ). The set SC
is directed by Lemma 2.3. Hence the spacesD(G/k,V ) for k ∈ SC form a strict inductive
system. Strict means that the structure maps are bornological embeddings. We letD(G,V )
be its inductive limit. This is just the union of the spacesD(G/k,V ) equipped with the
direct union bornology and thus a space ofV -valued functions onG. We get the sam
space if we replace SC by any fundamental system of smooth compact subgroups b
the latter are cofinal subsets of SC. In particular, ifG is metrizable, then we can use
decreasing sequence of subgroups.

Lemma 2.7.We have

D(G,V )= lim−→D(G/k,V )= lim−→D(k\G,V )= lim−→D(G//k,V ).

Proof. For any compact subsetS ⊆ G/k there isk2 ∈ SC that stabilizes all points ofS.
That is, functions inD(G/k,V ) with support inS are automatically left-k2-invariant and
hence belong toD(G//k2,V ). This yields the assertions.✷

LetH ⊆G be a closed subgroup. We defineD(G/H,V ) andD(H\G,V ) as follows.
The double coset spacek\G/H can be decomposed as a disjoint union of homogen
spaces for Lie groups as in the proof of Lemma 2.3 and hence is a smooth ma
for all k ∈ I . We viewD(k\G/H) as a space of left-k-invariant functions onG/H . If
k1 ⊆ k2, thenD(k2\G/H) is the set of left-k2-invariant functions inD(k1\G/H). Thus
the spacesD(k\G/H) for k ∈ I form a strict inductive system. We letD(G/H,V ) :=
lim−→D(k\G/H,V ). The definition ofD(H\G,V ) is analogous. Lemma 2.7 shows th
this reproduces the old definition ofD(G/H,V ) if H is normal inG. If H is a compact
subgroup, thenD(G/H,V ) is canonically isomorphic to the spaceD(G,V )H of elements
in D(G,V ) that are invariant under right translation byH .

If G is a Lie group, thenG/H is a smooth manifold andD(G/H,V ) evidently
agrees with the usual space of smooth functions defined in Section 2.1. IfG is totally
disconnected, then the spacesk\G/H are discrete. Therefore,D(G/H,V ) is the space o
locally constant functions with compact support fromG/H to V .

Definition 2.8.A functionf :G/H → V is called smooth ifh ·f ∈D(G/H,V ) for all h ∈
D(G/H). We letE(G/H,V ) be the space of smooth functions fromG/H toV . A subsetS
of E(G/H,V ) is bounded ifh · S is bounded inD(G/H,V ) for all h ∈D(G/H). We let
E(G/H) := E(G/H,C).

For a closed subsetS ⊆G/H , let E0(S,V ) be the subspace ofE(G/H,V ) of functions
supported inS and letE(S,V ) be the quotient ofE(G/H,V ) by the ideal of functions
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vanishing inS. (The latter notation is slightly ambiguous becauseE(S,V ) also depends o
G/H .)

Let S ⊆ G/H be compact. Then there ish ∈ D(G/H) with h|S = 1. Therefore, we
obtain the same spacesE0(S,V ) andE(S,V ) if we replaceE(G,V ) by D(G,V ) in the
above definition. It is evident thatD(G/H,V ) = lim−→E0(S,V ) whereS runs through the
directed set of compact subsets ofG/H . ThusD(G/H,V ) is the space of compactl
supported elements ofE(G/H,V ). However, the spaceE(G/H,V ) tends to be harde
to analyze thanD(G/H,V ).

2.3. Nuclearity and exactness properties

Next we examine some properties ofD(G/H) and of the functorV �→ D(G/H,V ).
Since the bornological tensor product commutes with inductive limits, (1) implies

D(G/H,V )∼= lim−→D(k\G/H,V )∼= lim−→D(k\G/H) ⊗̂ V ∼=D(G/H) ⊗̂ V. (2)

Proposition 2.9.The bornological vector spaceD(G/H) is nuclear. More generally, ifV
is nuclear, so isD(G/H,V ).

Proof. For k ∈ SC andS ⊆ k\G/H compact, the subspaceE0(S) ⊆ D(k\G/H) is a
nuclear Fréchet space becausek\G/H is a smooth manifold. Hence it is nuclear as
bornological vector space as well (see [13]). As an inductive limit of these space
spaceD(G/H) is nuclear as well. Since nuclearity is hereditary for tensor products
implies thatD(G/H,V ) is nuclear ifV is. ✷

To state the exactness properties of the functorD(G/H,��), we recall some natura

classes of extensions. Abornological extensionis a diagramK
i→E

p→Q with i = Kerp
and p = Cokeri. It is called linearly split if it has a bounded linear section. Then
follows thatE ∼=K⊕Q. It is calledlocally linearly split if for any bounded complete dis
T ⊆Q there is a local bounded linear sectionQT →E defined on the Banach spaceQT .
Equivalently, the sequence

0→Hom(B,K)→Hom(B,E)→Hom(B,Q)→ 0

is exact for any Banach spaceB. Locally linearly split extensions are important for loc
cyclic cohomology.

Proposition 2.10.The functorV �→D(G/H,V ) commutes with direct limits. It preserv
bornological extensions and injectivity of morphisms. It also preserves locally linearly
and linearly split extensions.

Proof. For any bornological vector spaceW , the functorV �→ W ⊗̂ V commutes with
direct limits and preserves linearly split and locally linearly split bornological extens
Nuclearity ofW implies that it also preserves injectivity of morphisms and bornolog
extensions. This yields the assertions because of (2).✷
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Now we turn fromD(G/H,V ) to E(G/H,V ). For any open covering ofG/H there
is a subordinate partition of unity consisting of functions inD(G/H). In order to avoid
taking square roots, our convention for partitions of unity is that

∑
φ2
j (x)= 1. We choose

such a partition of unity(φj )j∈J onG/H with φj ∈ D(G/H) for all j ∈ J and use it to
define maps

ι :E(G/H,V )→
∏
j∈J

D(G/H,V ), ι(f )j := f · φj ,
(3)

π :
∏
j∈J

D(G/H,V )→ E(G/H,V ), π
(
(fj )

) :=∑
j∈J

fj · φj .

It is clear thatι is a well-defined bounded linear map. The mapπ is a well-defined
bounded linear map as well because all but finitely many of the productsfjφjh vanish
for h ∈ D(G/H). ThusE(G/H,V ) is naturally isomorphic to a retract (that is, dire
summand) of

∏
j∈J D(G/H,V ).

Proposition 2.11.The functorE(G/H,��) preserves bornological extensions and inje
tivity of morphisms. It also preserves locally linearly split and linearly split bornolog
extensions. The spaceE(G/H,V ) is nuclear if (and only if) V is nuclear andG/H is
countable at infinity.

Proof. The classes of extensions that occur in the proposition are closed under
products. Hence a retract of a direct product of exact functors is again exact. Using th
in (3), the assertions aboutE(G/H,��) therefore follow from the corresponding assertio
aboutD(G/H,��) in Proposition 2.10. SupposeG/H to be countable at infinity. Then th
partition of unity above is countable, so thatE(G/H,V ) is a retract of a countable dire
product of spacesD(G/H,V ). Since nuclearity is hereditary forcountabledirect products
E(G/H,V ) is nuclear. ✷
Definition 2.12.Let l :D(G/H,V )→W be a bounded linear map. Itssupportsuppl is the
smallest closed subsetS ⊆G/H such thatl(f )= 0 for allf ∈D(G/H,V ) that vanish in a
neighborhood ofS. (An argument using partitions of unity shows that this is well defin

Let D′(G/H,V ) be the dual space ofD(G/H,V ), equipped with the equibounde
bornology. ForS ⊆ G/H , let D′(S,V ) ⊆ D′(G/H,V ) be the set of linear functiona
supported inS. Let E ′(G/H,V ) := lim−→D′(S,V ), whereS runs through the compac
subsets ofG/H . In particular, forV =C, we obtain the spacesD′(G/H) andE ′(G/H) of
distributionsanddistributions with compact supportonG/H .

Lemma 2.13. The natural map from the dual ofE(G/H,V ) to D′(G/H,V ) is a
bornological isomorphism ontoE ′(G/H,V ). In particular, E ′(G/H) is the dual space
of E(G/H).

Proof. It is not hard to see that for any set of bornological vector spaces(Vx), the dual
space of

∏
Vx is bornologically isomorphic to the direct sum

⊕
V ′x . This together with (3)

yields the assertion.✷
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Lemma 2.14.If G/H is countable at infinity andV is metrizable, then

E(G/H,V )∼= E(G/H) ⊗̂ V.

Proof. We have already shown thatD(G/H,V )∼= D(G/H) ⊗̂ V . Using the maps in (3
and Lemma 2.6, we obtainE(G/H,V )∼= E(G/H) ⊗̂ V as well. ✷

However,E(G/H,V ) is not isomorphic toE(G/H) ⊗̂ V in general. All three space
E(G/H ×G/H), E(G/H,E(G/H)) andE(G/H) ⊗̂E(G/H) are different unlessG/H is
a smooth manifold or compact. This is the reason why the regular representation onG/H

usually fails to be smooth.

2.4. Functoriality with respect to the group

Definition 2.15. A continuous linear mapf :G1/H1 → G2/H2 between two homoge
neous spaces is calledsmoothif for any x ∈ G1/H1 and anyk2 ∈ SC(G2), there is
k1 ∈ SC(G1) and an openk1-invariant neighborhoodV ⊆ G1/H1 of x such that the re
striction off to V descends to a smooth mapk1\V → k2\G2/H2.

Lemma 2.16.A smooth mapf :G1/H1→G2/H2 induces a bounded linear map

f ∗ :E(G2/H2,V )→ E(G1/H1,V ), f ∗(h) := h ◦ f.
If f is proper as well,f ∗ restricts to a bounded linear map

f ∗ :D(G2/H2,V )→D(G1/H1,V ), f ∗(h) := h ◦ f.

Proof. Use smooth partitions of unity.✷
The following are examples of smooth maps. They induce maps on spaces of s

functions by Lemma 2.16.

(1) The group multiplication is a smooth mapG×G→G. So are the multiplication map
G×G/H ∼=G×G/1×H →G/H andH\G×G∼=H × 1\G×G→H\G. The
mapG×G→G×G, (x, y) �→ (x, xy), is smooth and so are similar maps involvi
homogeneous spaces.

(2) The inversion is a smooth mapG→G andG/H ↔H\G.
(3) Any continuous group homomorphism is smooth.
(4) If g−1Hg ⊆ H ′, then the mapG/H → G/H ′ that sendsxH to xHgH ′ = xgH ′ is

smooth.

Thus we can define the left and rightregular representationsλ andρ of G onD(G,V )
andE(G,V ) by

λgf (x) := f
(
g−1 · x), ρgf (x) := f (x · g). (4)

Lemma 2.17.The spaceE(G/H,V ) is naturally isomorphic to the subspace ofE(G,V )
of functionsf that satisfyρhf = f for all h ∈H .
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Proof. The projectionG→ G/H is smooth and therefore induces a bounded injec
mapE(G/H,V )→ E(G,V ), whose range clearly consists of right-H -invariant functions.
Let k ∈ SC and letU be its normalizer. In order to prove thatk\G/H is a smooth manifold
we decomposedk\G/H into a disjoint union of the double coset spacesk\UgH/H for
g ∈ U\G/H and identified the contribution of each double coset with a homogen
space for a Lie group action. This reduces the assertion to the special case whereG is a Lie
group. The projectionG→G/H is a submersion in this case and hence has local sm
sections. They together with smooth partitions of unity yield the assertion.✷

The modular functionµG :G → R
×+ is a continuous group homomorphism. W

define it by the conventionµG(x) dg = d(gx). We haveµG ∈ E(G) because grou
homomorphisms are smooth maps and the identical functionR

×+ →R is a smooth function
on R

×+. Hence multiplication byµG is a bornological isomorphism onD(G,V ) and
E(G,V ).

If H ⊆G is anopensubgroup, then there are bornological embeddings

D(H,V )→D(G,V ), E(H,V )→ E(G,V ),

which extend a function onH by 0 outsideH . Its range is the space of functions suppor
in H and thus a retract. Let(Gi)i∈I be a directed family of open subgroups ofG with
G=⋃

Gi . ThenD(G,V ) is the strict inductive limit of the subspacesD(Gi,V ).
We have

D(G1×G2)∼=D(G1) ⊗̂D(G2)∼=D
(
G1,D(G2)

)
(5)

for all locally compact groupsG1 andG2 because the corresponding result holds
manifolds and the bornological tensor product commutes with direct limits. The s
E(G×G), E(G) ⊗̂E(G) andE(G,E(G)) agree ifG is a Lie group, but not for arbitraryG.

Let (Gi)i∈I be a set of locally compact groups and letKi ⊆ Gi be compact open
subgroups for alli ∈ I \ F0 with somefinite set of exceptionsF0. For each finite subse
F ⊆ I containingF0 the direct product

G(F) :=
∏
i∈I\F

Ki ×
∏
i∈F

Gi

is a locally compact group. ForF1 ⊆ F2 the groupG(F1) is an open subgroup ofG(F2).
The restricted direct product

∏′
i∈I (Gi,Ki) is the direct union of these groups. T

characteristic function ofKi ⊆ Gi is a distinguished element ofD(Gi). The (restricted)
tensor productof the spacesD(Gi) with respect to these distinguished vectors is define
follows. For each finite subsetF ⊆ I containingF0, consider the completed tensor prod⊗

i∈F D(Gi). We have a map between the associated tensor products forF1 ⊆ F2 that
inserts the factor 1Ki for i ∈ F2 \ F1. The tensor product is the direct limit of the resulti
(strict) inductive system. It is straightforward to show that

D
(∏′

i∈I
(Gi,Ki)

)
∼=

⊗
i∈I

(
D(Gi),1Ki

)
. (6)
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2.5. Multiplication and convolution

The pointwise product of smooth functions and of smooth functions with distribu
is defined in the usual way. All resulting bilinear maps are clearly bounded.

The group law ofG gives rise to a comultiplication

∆ :E(G)→ E(G×G), ∆f (g,h) := f (gh).
We do not haveE(G × G) = E(G) ⊗̂ E(G) in general. The resulting problem with th
convolution of distributions is fixed by the following lemma:

Lemma 2.18.There is a unique bounded bilinear map

E ′(G)× E ′(G)→ E ′(G×G), (D1,D2) �→D1⊗D2,

such that

〈D1⊗D2, f1⊗ f2〉 = 〈D1, f1〉 · 〈D2, f2〉,
(f1⊗ f2) · (D1⊗D2)= f1 ·D1⊗ f2 ·D2,

for all D1,D2 ∈ E ′(G), f1, f2 ∈ E(G).
There is a unique bounded linear map

E ′(G/H)→Hom
(
E(G/H,V ),V

)
, D �→DV ,

such that

〈DV ,f ⊗ v〉 = 〈D,f 〉 · v, f ·DV = (f ·D)V
for all D ∈ E ′(G/H), f ∈ E(G/H), v ∈ V .

Proof. Fix D1,D2 with support contained in some compact subsetS ⊆ G. There exists
φ ∈D(G) with φ = 1 in a neighborhood ofS. Henceφ ·Dj =Dj for j = 1,2. Therefore,
we must put〈D1⊗D2, f 〉 := 〈D1 ⊗̂D2, (φ ⊗ φ) · f 〉. The right-hand side is well define
because(φ⊗φ) ·f has compact support andD(G×G)∼=D(G) ⊗̂D(G)⊆ E(G) ⊗̂E(G).
It is straightforward to see that this definition does not depend onφ and has the require
properties.

The mapDV is defined similarly. There isφ ∈D(G/H) with φ ·D =D. We must have
〈DV ,f 〉 :=D ⊗̂ idV (φ ·f ) for all f ∈ E(G/H,V ). The right-hand side is defined becau
φ · f ∈D(G/H,V )∼=D(G/H) ⊗̂ V . ✷

We define the convolution of two compactly supported distributions by

〈D1 ∗D2, f 〉 := 〈D1⊗D2,∆f 〉
for all f ∈ E(G). This turnsE ′(G) into a bornological algebra. A similar trick allows
define the convolution of a compactly supported distribution with an arbitrary distribu
All these bilinear maps are evidently bounded.

Fix a left Haar measuredg on G. Then we embedE(G) ⊆ D′(G) by the usual
mapf �→ f dg. We define convolutions involving smooth functions in such a way
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f1 dg ∗ f2dg = (f1 ∗ f2) dg, D ∗ (f dg) = (D ∗ f ) dg and(f dg ∗D) = (f ∗D)dg. It
is straightforward to verify that this defines bounded bilinear maps taking values inE(G)
provided one factor has compact support, and taking values inD(G) if both factors have
compact support. In particular,D(G) becomes a bornological algebra and a bimodule o
E ′(G).

The antipodef̃ (g) := f (g−1) on E(G) gives rise by transposition to an antipode
E ′(G), which is a bounded anti-homomorphism with respect to convolution. Its restri
to the idealD(G)⊆ E ′(G) is given by(

f̃ (1)
)
(g) := f (

g−1)µG(g)−1 (7)

becaused(g−1) = µG(g−1) dg. This is a bounded anti-homomorphism onD(G), which
we use to turn rightD(G)-modules into left modules and vice versa.

3. Smooth representations of locally compact groups

We shall use the following notation and conventions. LetG be a locally compac
group and letV be a (complete convex) bornological vector space. The space End(V ) :=
Hom(V ,V ) of bounded linear operators onV is a (complete convex) bornological algeb
Let Aut(V ) be the multiplicative group of invertible elements in End(V ). A group
representationof G on V is a group homomorphismπ :G→ Aut(V ). Thus we always
assumeG to act by bounded linear operators. We writeπ(g)= πg andπg(v)= π(g, v)=
g · v. Let Map(G,V ) :=∏

g∈GV be the space of all functions fromG to V . Theadjoint
of π is the bounded linear mapπ∗ :V →Map(G,V ) defined byπ∗(v)(g) := π(g, v). We
let G act on Map(G,V ) by the right regular representationρ defined in (4). Thenπ∗ is
G-equivariant.

Definition 3.1.The representationπ is calledsmoothif π∗ is a bounded map intoE(G,V ).

3.1. First properties of smooth representations

Lemma 3.2.The representationπ is smooth if and only ifWf (x) := x · f (x) defines an
element ofAut(D(G,V )). Even more,π is already smooth if

Wφ :V
φ∗−→D(G,V ) W−→Map(G,V ), v �→ [

g �→ φ(g)π(g, v)
]
,

is a bounded linear map intoD(G,V ) for some non-zeroφ ∈D(G).

Proof. We haveWφ(v) = W(φ ⊗ v) = Mφπ∗(v), whereMφ denotes the operator o
pointwise multiplication byφ on D(G,V ). It follows from the definition ofE(G,V )
that π is smooth if and only ifWφ is a bounded linear map intoD(G,V ) for all φ.
This is equivalent toW being a bounded linear map. IfW is bounded, so is its invers
W−1f (x) := x−1f (x). HenceW belongs to Aut(D(G,V )) if and only if π is smooth.

It remains to prove thatWφ is a bounded map intoD(G,V ) for all φ ∈D(G) once this
happens for a singleφ �= 0. LetX ⊆ D(G) be the subspace of allφ for whichWφ is a
bounded map intoD(G,V ). Clearly,X is an ideal for the pointwise product. Sinceπ(g) is
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bounded for allg ∈G, the operatorWφ is bounded if and only ifWρgφ is bounded. Henc
for all g ∈G there isφ ∈X with φ(g) �= 0. SinceX is an ideal, we getX =D(G). ✷
Corollary 3.3. LetH ⊆G be an open subgroup. Then a representation ofG is smooth if
and only if its restriction toH is smooth. Any representation of a discrete group is smo

Lemma 3.4.LetH ⊆G be a closed subgroup. The left and right regular representat
ofG onD(G/H,V ) andD(H\G,V ) are smooth.

Proof. We observed after Lemma 2.16 that the mapG×G/H →G×G/H that sends
(x, yH) to (x, xyH) is smooth. Since it is also proper, it induces a bounded linear ope
on D(G,D(G/H,V )) ∼= D(G×G/H,V ). This is the operatorW of Lemma 3.2 for the
left regular representationλ onD(G/H,V ). Henceλ is smooth. Similarly, the right regula
representation onD(H\G,V ) is smooth. ✷

The regular representations onE(G,V ) usually fail to be smooth. See Section 3.5
some positive results onE(G,V ).

Theintegrated formof a smooth representationπ is the bounded homomorphism

∫π :E ′(G)→ End(V ), ∫π(D)(v) :=DV
(
π∗(v)

)
.

The operatorDV :E(G,V )→ V is defined in Lemma 2.18. We evidently have∫π(δg)=
πg , so that∫π extendsπ . We omit the straightforward proof that∫π is an algebra
homomorphism. LetU(G) ⊆ E ′(G) be the subalgebra of distributions supported atG.
If G is a Lie group with Lie algebrag, thenU(G) is the universal enveloping algebra ofg.
Restricting∫π to g⊆ U(G), we obtain a Lie algebra representationDπ :g→ End(V ). We
callDπ thedifferential ofπ .

3.2. Permanence properties of smooth representations

Lemma 3.5.Smoothness is hereditary for subrepresentations and quotients, direct
and finite inverse limits(that is, inverse limits of finite diagrams).

Proof. Let K � E �Q be a bornological extension of representations ofG. Consider
the diagram

K E Q

E(G,K) E(G,E) E(G,Q).
The middle vertical map is the adjoint of the representation onE. The bottom row is
a bornological extension as well by Proposition 2.11. Since the compositionK→ E→
E(G,E)→ E(G,Q) vanishes, the dotted arrows exist. They are the adjoints of the ind
representations onK andQ. HenceK andQ are smooth representations as well. It is triv
to verify that direct sums of smooth representations are again smooth. Since direc
are quotients of direct sums and inverse limits are subspaces of direct products, we
the asserted smoothness for direct limits and finite inverse limits.✷
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Remark 3.6.Infinite direct products of smooth representations may fail to be smooth
class of smooth representations isnot closed under extensions. A simple counterexam
is the representation ofR onC2 by

t �→
(

1 φ(t)

0 1

)

for some discontinuous group homomorphismφ :R→R.

Lemma 3.7. Let φ :H → G be a continuous group homomorphism and letπ :G→
End(V ) be a group representation. Ifπ is a smooth representation ofG, thenπ ◦ φ
is a smooth representation ofH . In particular, restrictions of smooth representations
closed subgroups remain smooth. Ifφ is an open surjection, then the converse holds. T
is, a representation of a quotient groupH/N is smooth if and only if it is smooth as
representation ofH .

Proof. The smoothness ofπ ◦ φ follows from the functoriality ofE(G,V ) for continuous
group homomorphisms. Ifφ is an open surjection, it is isomorphic to a quotient m
φ :H →H/N . The mapφ∗ :E(H/N,V )→ E(H,V ) is a bornological isomorphism ont
its range by Lemma 2.17. Henceπ ◦ φ is smooth if and only ifπ is. ✷

The external tensor productπ1 � π2 of two representationsπj :Gj → Aut(Vj ), j =
1,2, is the tensor product representation ofG1×G2 onV1 ⊗̂ V2. If G1=G2, theinternal
tensor productπ1⊗̂π2 is the restriction ofπ1�π2 to the diagonalG⊆G×G. Let (Gi)i∈I
and(Ki)i∈I\F0 be the data for a restricted direct product of groups. Letπi :Gi→ Aut(Vi)
be representations ofGi and letξi ∈ Vi beKi -invariant for all but finitely manyi ∈ I . Then
we can form the restricted tensor product

⊗
i∈I (Vi, ξi ) and let

∏′
i∈I (Gi,Ki) act on it in

the evident fashion. We call this therestricted (external) tensor product representation.
This recipe is frequently used to construct representations of adelic groups.

Lemma 3.8. A representation of a direct product group is smooth if and only if
restrictions to the factors are smooth. Restricted external tensor products and ex
and internal tensor products of smooth representations remain smooth.

Proof. The straightforward proof of the first assertion is left to the reader. Consid
restricted direct productG = ∏′

(Gi,Ki) and a restricted tensor product representa⊗
i∈I (Vi, ξi ) as above. We have

D
(
G,

⊗
(Vi, ξi )

)∼=⊗(
D(Gi),1Ki

) ⊗̂⊗
(Vi, ξi )∼=

⊗(
D(Gi,Vi),1Ki ⊗ ξi

)
.

The restricted tensor product is functorial for families of mapsVi → Vi preserving the
distinguished vectors. Since the operatorW of Lemma 3.2 is induced from the analogo
operators for the factors, we get the assertion for restricted direct products. This im
the smoothness of finite external tensor products and hence also of internal tensor p
by Lemma 3.7. ✷
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3.3. Some constructions with representations

Definition 3.9.Thesmootheningof a representationπ :G→ Aut(V ) is

SGV :=
{
f ∈ E(G,V ) | f (g)= g · f (1) for all g ∈G}

,

equipped with the subspace bornology, the right regular representation and th
ιV : SGV → V defined byιV (f )= f (1).

We frequently dropG and just write S(V ) for the smoothening. We write SG(V,π) if
it is important to remember the representationπ . A functionf ∈ E(G,V ) belongs to S(V )
if and only if f = π∗(f (1)). Therefore, the mapιV is injective and S(V ) is invariant under
the right regular representation. The mapιV is bounded andG-equivariant.

LetL⊆G be a compact neighborhood of the identity. Recall thatE(L,V ) is defined as
a quotient ofE(G,V ) in Definition 2.8. However, sinceL is compact, it is also a quotien
of D(G,V ). Therefore,E(L,V )∼= E(L) ⊗̂ V .

Lemma 3.10.The projection(v, f ) �→ f |L is a bornological isomorphism fromS(V ) onto
the space

SLV :=
{
f ∈ E(L,V ) | f (g)= g · f (1) for all g ∈ L}

.

In particular, SHV ∼= SGV if H ⊆G is an open subgroup.

Proof. Restriction toL is a bounded linear mapp : S(V )→ SLV . Definejf (g) := g ·f (1)
for all g ∈ G, f ∈ SLV . This is a bounded linear map from SLV to S(V ) because
j (f )|gL = πg(f ) and the interiors of the setsgL with g ∈G coverG. Clearly, the mapsj
andp are inverse to each other.✷
Proposition 3.11.The smoothening ofV is a smooth representation ofG. If W is any
smooth representation ofG, then there is a natural isomorphism

(ιV )∗ : HomG(W,V )∼= HomG
(
W,S(V )

)
.

Proof. The map(ιV )∗ is injective becauseιV is. A map T :W → V induces a map
E(G,T ) :E(G,W)→ E(G,V ). We haveιV ◦ E(G,T ) ◦ πW∗ = T and E(G,T ) ◦ πW∗
mapsW into S(V ) if T is equivariant. Hence(ιV )∗ is also surjective.

It remains to prove the smoothness of S(V ). This requires work because the regu
representation onE(G,V ) may fail to be smooth. LetL ⊆ G be a compact symmetri
neighborhood of 1 and letL2 := L ·L. There is a bounded linear map

ρ∗ :E(G,V )→ E(G×G,V ), ρ∗f (g,h) := f (gh).
It descends to a bounded mapE(L2,V ) → E(L × L,V ) ∼= E(L,E(L,V )), which
maps SL2(V ) into E(L,SLV ). The isomorphismE(L × L,V ) ∼= E(L,E(L,V )) follows
immediately fromE(L,V ) ∼= E(L) ⊗̂ V , but it holds only if L is compact. Using
Lemma 3.10, we get a bounded map

ρ∗ : S(V )→ E
(
L,S(V )

)
, ρ∗(f )(g) := ρg(f ).



144 R. Meyer / Bull. Sci. math. 128 (2004) 127–166

th
f

xists.

a-

t of

r

cal

lit

rial
SinceL is a neighborhood of the identity, the smoothness of S(V ) now follows from
Lemma 3.2. ✷

Let R̂G be the category of representations ofG on bornological vector spaces wi
G-equivariant bounded linear maps as morphisms. LetRG be the full subcategory o
smooth representations. Proposition 3.11 asserts that S :R̂G→ RG is right adjoint to the
embeddingRG ⊆ R̂G.

LetH ⊆G be a closed subgroup. We have an evident restriction functor ResH
G : R̂G→

R̂H , which mapsRG into RH . Thesmooth induction functorIndGH : RH →RG is defined
as the right adjoint of the restriction functor. The following construction shows that it e

First we construct a right adjoint to ResH
G : R̂G→ R̂H . Let

I (V ) := {
v ∈Map(G,V ) | f (hg)= h · f (g) for all h ∈H, g ∈G}

,

equipped with the subspace bornology from Map(G,V ) and the right regular represent
tion. A morphismf : ResHG(W)→ V in R̂H induces a morphismf∗ :W → I (V ) in R̂G by
f∗(w)(g) := f (gw). Any morphismW → I (V ) is of this form for a unique morphismf .
That is,I is right adjoint to the restriction functor̂RG→ R̂H . It follows easily that the
functor

IndGH : RH →RG, V �→ SGI (V ),

is right adjoint to the restriction functorRG → RH . Any G-equivariant mapW →
Map(G,V ) for a smooth representationW already takes values inE(G,V ). Hence we
can useE(G,V ) instead of Map(G,V ) to define of IndGH(V ). However, we still have to
smoothen afterwards becauseE(G,V ) may fail to be smooth.

The support of a function inI (V ) is left-H -invariant and can be viewed as a subse
H\G. We letIc(V ) be the subspace of compactly supported functions inI (V ), equipped
with the inductive limit bornology over the compact subsets ofH\G. We define the
compact inductionfunctor as

c-IndGH : RH →RG, V �→ SGIc(V ).

Proposition 3.12. The representationc-IndGH(V ) is isomorphic to the right regula
representation ofG on

W := lim−→
{
f ∈ E0(H · S,V ) | f (hg)= h · f (g) for all h ∈H, g ∈G}

,

whereS runs through the compact subsets ofH\G.
The functorc-IndGH preserves direct limits, injectivity of morphisms, bornologi

extensions, linearly split extensions and locally linearly split extensions.

Proof. It is clear thatW is a subrepresentation ofIc(V ). Furthermore, any mapX→ Ic(V )

from a smooth representation toIc(V ) must factor throughW . We must prove thatW
is a smooth representation ofG. We do this by realizing it naturally as a linearly sp
quotient of the left regular representation onD(G,V ). Thus the functor c-IndGH is a retract
of the functorD(G,��) if we forget the group representation. Hence it inherits its functo
properties listed in Proposition 2.10.
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Consider the maps

P :D(G,V )→W, Pf (g) :=
∫
H

h · f (
g−1h

)
dHh,

(8)
J :W →D(G,V ), Jf (g) := f (

g−1) · φ(g).
The mapP is bounded andG-equivariant. The mapJ is a bounded linear left section forP
provided suppφ ∩ S ·H is compact for allS ⊆G/H compact and

∫
H
φ(gh) dHh= 1 for

all g ∈G. Such a functionφ clearly exists. As a quotient of the left regular representa
onD(G,V ), the representationW is smooth. ✷

Proposition 3.12 easily implies that

c-IndGH
(
D(H,V )

)∼=D(G,V ), (9)

c-IndGH
(
C(1)

)∼=D(G/H), (10)

whereC(1) denotes the trivial representation ofH on C and all function spaces carry th
left regular representation.

It is customary to twist the functors IndGH and c-IndGH by a modular factor. LetµG
andµH be the modular functions ofG andH , respectively. We call the quasi-charac
µG:H := µGµ−1

H :H →R
×+ therelative modular functionof H ⊆G. For a representatio

π :H → Aut(W) of H andα ∈ R, we form the representationµαG:H · π onW and plug
it into IndGH and c-IndGH instead ofW itself. We call the resulting functors thetwisted
induction and compact induction functors. The caseα = 1/2 is important because
preserves unitary representations.

3.4. Explicit criteria for smoothness

Let U ⊆ G be an open subgroup which is a projective limit of Lie groups. LetI be a
fundamental system of smooth compact subgroups inU . For a subgroupL⊆G we let

V L := {
v ∈ V | gv = v for all g ∈L}

.

This is a closed linear subspace ofV . The subspacesV k for k ∈ I form a strict inductive
system. We haveV = lim−→V

k if and only if any bounded subset ofV is contained inV k for
somek ∈ I .

Theorem 3.13.A representationπ :G→ Aut(V ) is smooth if and only ifV = lim−→k∈I V
k

and the representation ofU/k onV k is smooth for allk ∈ I .

Proof. Sinceπ is smooth if and only if its restriction toU is smooth we may assum
without loss of generality thatG=U . We may also assume that there bek0 ∈ I with k ⊆ k0
for all k ∈ I . Fix φ ∈D(G/k0) with φ(1) �= 0. The representationπ is smooth if and only
if the operatorWφ in Lemma 3.2 is a bounded map fromV to D(G,V )∼= lim−→D(G/k,V ).
Evidently,Wφ(v) is k-invariant if and only ifv ∈ V k . As a result, we must haveV = limV k
−→
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if π is smooth. Suppose now thatV = lim−→V
k. Since smoothness is hereditary for induct

limits and subrepresentations,V is smooth if and only ifV k is smooth for allk ∈ I .
Moreover, the representation ofG onV k is smooth if and only if the induced representat
of G/k is smooth. This yields the assertion.✷

If G is totally disconnected, the quotientsU/k are discrete, so that any representat
of U/k is smooth. Therefore,π is smooth if and only ifV = lim−→V

k . If V carries the
fine bornology, then the latter holds if and only if eachv ∈ V is stabilized by some ope
subgroup. For arbitraryG the quotientsU/k are Lie groups. Hence it remains to descr
smooth Lie group representations.

Theorem 3.14.Let G be a Lie group and letg be its Lie algebra. A representatio
π :G→ Aut(V ) is smooth if and only if it satisfies the following conditions:

(i) the representation is locally equibounded, that is,π(K) ⊆ End(V ) is equibounded
for any compact subsetK ⊆G;

(ii) the limitsDπ(X)(v) := limt→0 t
−1(exp(tX) · v − v) exist for all v ∈ V and the

convergence is uniform on bounded subsets ofV ;
(iii) for any bounded subsetS ⊆ V there is a bounded diskT ⊆ V such thatDπ(X1) ◦

· · · ◦Dπ(Xn)(S) is bounded inVT for all n ∈N, X1, . . . ,Xn ∈ g.

Proof. First we show that smooth representations satisfy (i)–(iii). Conditions (i) and
are obvious withDπ(X) = ∫π(X) for all X ∈ g ⊆ E ′(G). Let S ⊆ V be bounded and
let φ ∈ D(G) be such thatφ = 1 in a neighborhood of the identity. DefineWφ(v)(g) :=
φ(g)π(g, v) as in Lemma 3.2. The setWφ(S) is bounded inD(G,V ) and hence in
D(G,VT ) for some bounded diskT ⊆ V . This yields (iii).

Conversely, suppose (i)–(iii) to hold. We claim thatπ is smooth. LetS ⊆ V be a
bounded complete disk andK ⊆G compact. Condition (i) allows us to choose a boun
complete diskS′ ⊆ V containingπ(K)(S). Let S′′ ⊆ V be a bounded complete dis
such that the convergence in (ii) is uniform inVS ′′ for all v ∈ S′. Such a set exists b
the definition of uniform convergence. Condition (iii) asserts that there is a bou
complete diskT such thatDπ(X1) ◦ · · · ◦Dπ(Xn)(S′′) is bounded inVT for all n ∈ N,
X1, . . . ,Xn ∈ g.

We claim that the mapv �→ π∗(v)|K is a bounded linear map fromVS to E(K,VT ). This
claim implies thatπ is smooth. SinceVS andVT are Banach spaces, the claim is equiva
to the smoothness of the Banach space valued mapπ :K→Hom(VS,VT ). This is what we
are going to show. The construction of the setsS′, S′′, T yields the following. The family
of operatorsπ(g) :VS→ VS ′ is uniformly bounded forg ∈K. LetX1, . . . ,Xn,X ∈ g. The
operators(π(exp(hX)) − id)/h :VS ′ → VS ′′ converge towardsDπ in operator norm for
h→ 0. The operatorA :=Dπ(X1) ◦ · · · ◦Dπ(Xn) :VS ′′ → VT is bounded. Hence

lim
h→0

A ◦ (
π

(
exp(hX)g

)− π(g))/h=A ◦Dπ(X) ◦ π(g)
converges in Hom(VS,VT ) and is of the same form as the operatorA ◦ π(g). This means
that we can differentiateπ with respect to right invariant differential operators. Therefo
π is aC∞-map fromK to Hom(VS,VT ) as claimed. ✷
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3.5. Smooth versus differentiable representations

Let G be a Lie group. Using the spacesCkc(G,V ) defined in Section 2.1 instead
D(G,V ), we define the spaceCk(G,V ) of Ck-functionsG→ V for k ∈ N ∪ {∞} as in
Definition 2.8. We callπ aCk-representationif π∗ is a bounded map fromV to Ck(G,V ).
For k = 0 andk =∞ we getcontinuousanddifferentiablerepresentations, respectively.

Theorem 3.15.Letπ :G→ Aut(V ) be a representation of a Lie groupG. Letg be the Lie
algebra ofG. The following statements are equivalent:

(1) the representationπ is differentiable;
(2) the representationπ is C1;
(3) there is a bounded homomorphism∫π :E ′(G)→ End(V ) extendingπ;
(4) the following two conditions hold:

(i) the representation is locally equibounded, that is, for all compact subsetsK ⊆G
the setπ(K)⊆ End(V ) is equibounded;

(ii) the limitsDπ(X)(v) := limt→0 t
−1(exp(tX) · v − v) exist for all v ∈ V and the

convergence is uniform on bounded subsets ofV .

Proof. It is clear that (1) implies (2). The dual ofC1(G) is a subspace ofE ′(G). It generates
E ′(G) as a bornological algebra in the sense that any bounded subset ofE ′(G) is contained
in Sn for a bounded subsetS ⊆ C1(G)′. A C1-representation gives rise to a bounded lin
mapC1(G)′ → End(V ), which we can then extend to an algebra homomorphism o
of E ′(G). Hence (2) implies (3). The set ofδg , g ∈ K, is bounded inE ′(G) and we have
convergencet−1(δexp(tX) − δ1)→ X in E ′(G) for all X ∈ g. Hence (3) implies (4). The
proof of the implication(4)⇒ (1) is similar to the proof of Theorem 3.14 and therefo
omitted. ✷

Conditions (i) and (ii) above are the same as in Theorem 3.14. Thus the only diffe
between smoothness and differentiability is condition (iii) of Theorem 3.14.

Remark 3.16.It follows immediately from Theorem 3.15 that the regular representa
on E ′(G) andD′(G) are differentiable. However, these representations are not sm
One can verify directly that the third condition of Theorem 3.14 fails. It is also clear
they are not essential as modules overD(G) because the convolution of a smooth funct
with a distribution is already a smooth function.

Proposition 3.17.Let G be a locally compact group that is countable at infinity a
let V be a metrizable bornological vector space. LetI be a fundamental system of smoo
compact subgroups inG. Then

SG
(
E(G,V ),λ

)∼= lim−→
k∈I

E(k\G,V )∼= lim−→
k∈I

E(k\G) ⊗̂ V ;

SG
(
E(G,V ),ρ

)∼= lim−→E(G/k,V )∼= lim−→E(G/k) ⊗̂ V ;

k∈I k∈I
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SG×G
(
E(G,V ),λ� ρ

)∼= lim−→
k∈I

E(G//k,V )∼= lim−→
k∈I

E(G//k) ⊗̂ V.

Proof. We only compute the smoothening of the left regular representation, the other
are similar. LetU ⊆ G be an open almost connected subgroup. We can assume allk ∈ I
to be normal subgroups ofU . Let k ∈ I . SinceV is metrizable andk\G is countable a
infinity, Lemma 2.14 yieldsE(k\G,V ) ∼= E(k\G) ⊗̂ V and hence the last isomorphis
The spaceE(k\G) ⊗̂ V is metrizable as well. Hence there is no difference betw
smooth and differentiable Lie group representations on this space by Proposition
SinceE ′(U/k) evidently acts onE(k\G) ⊗̂ V by convolution, we conclude thatU/k acts
smoothly onE(k\G) ⊗̂ V for all k ∈ I . Therefore,X := lim−→E(k\G) ⊗̂ V is a smooth

representation ofG by Theorem 3.13. SinceW = lim−→W
k for any smooth representation,

is clear that any boundedG-equivariant mapW → E(G,V ) factors throughX. HenceX
is the smoothening ofE(G,V ). ✷

The assertion of the proposition becomes false ifG fails to be countable at infinity o
if V fails to be metrizable.

Proposition 3.18.Differentiable Lie group representations on metrizable bornolog
vector spaces are smooth.

Proof. This follows immediately from Lemma 2.5.✷
3.6. Smooth representations on topological vector spaces

LetG be a Lie group and letV be a complete locally convex topological vector spa
Let End(V ) be the algebra of continuous linear operators onV and let Aut(V ) be its
multiplicative group. We equip End(V ) with the equicontinuous bornology, so that
becomes a bornological algebra. There is a topological analogue of the spaceE(G,V ).
A representationπ :G→ Aut(V ) is calledsmoothif its adjoint is a continuous linea
mapπ∗ :V → E(G,V ) (see [3]). The following criterion is similar to the criterion f
differentiable representations in Theorem 3.15.

Proposition 3.19.The representationπ is smooth if and only if it can be extended to
bounded homomorphism∫π :E ′(G)→ End(V ).

Proof. First supposeπ to be smooth. We letD ∈ E ′(G) act onV as usual by∫π(D)(v) :=
〈D ⊗̂π id,π∗(v)〉. This is defined becauseE(G,V ) ∼= E(G) ⊗̂π V is Grothendieck’s
projective tensor product [8]. LetS ⊆ E ′(G) be bounded. ThenS is an equicontinuou
set of linear functionals onE(G) becauseE(G) is a Fréchet space. Hence∫π(S) is
equicontinuous as well. Suppose conversely that∫π :E ′(G) → End(V ) is a bounded
homomorphism extendingπ . Then the family of operatorsπg for g in a compact subse
of G is equicontinuous andt−1(exp(tX) · v − v)→ ∫π(X)(v) in the strong operato
topology fort→ 0. This implies thatπ is smooth, see [3]. ✷
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We now equipV with the von Neumann bornology, which consists of the subsetsV
that are absorbed by each neighborhood of zero. Any equicontinuous family of ope
on V is equibounded. Hence a topologically smooth representation is bornolog
differentiable. The converse implication holds ifV is “bornological”, that is, a subset th
absorbs all von Neumann bounded subsets is already a neighborhood of zero. In th
an equibounded set of linear maps is equicontinuous as well. Thus topologically s
representations on bornological topological vector spaces are the same as bornol
differentiable representations with respect to the von Neumann bornology.

Next we consider the precompact bornology. Let Pt(V ) be V equipped with the
precompact bornology. Letπ be topologically smooth. Since any bounded subse
E ′(G) is bornologically compact, the set of operators∫π(S) for boundedS ⊆ E ′(G) is
even bornologically relatively compact for the equicontinuous bornology on End(V ). This
implies that∫π(S)(T ) is again precompact for precompactT , that is,∫π is bounded for the
equibounded bornology on End(Pt(V )). The converse implication holds if a subset ofV
that absorbs all precompact subsets is already a neighborhood of zero. For instance
the case ifV is a Fréchet space.

As a result, the topological notion of smooth representation is equivalent to
bornological notion of differentiable representation under mild hypotheses on the top
of V . However, condition (iii) of Theorem 3.14 will usually be violated.

Analogous assertions for continuous representations are false unlessV is a Fréchet
space. For instance, ifV is a continuous representation on a Banach space, then the in
representation on the dual spaceV ′ is weakly continuous but usually not norm continuo
However, the weak and the norm topology onV ′ have the same von Neumann bornolo

Theorem 3.20.Letπ :G→ Aut(V ) be a group representation of a Lie group on a Fréc
space. Then the following are equivalent:

(1) π is smooth as a representation on a topological vector space;
(2) π is smooth with respect to the von Neumann bornology;
(3) π is smooth with respect to the precompact bornology.

Proof. A subset ofV that absorbs all null sequences is already a neighborhood of
Hence the above discussion shows that topological smoothness is equivalent to bo
ical differentiability for either the von Neumann or the precompact bornology. Since
bornologies onV are metrizable, the assertion now follows from Proposition 3.18.✷
Proposition 3.21.LetV be a Fréchet space equipped with the precompact or von Neum
bornology and letG be a Lie group. Letπ :G→ Aut(V ) be a representation. Then th
smoothening ofV is a Fréchet space with the precompact or the von Neumann borno
respectively. IfV is nuclear, so isS(V ).

Proof. LetW be the Fréchet space of smooth functionsG→ V in the usual topologica
sense, equipped with the precompact or von Neumann bornology, respectively. It is
in [14] that E(G,V ) = W as bornological vector spaces, for both bornologies. Here
use that the bornologies of locally uniform boundedness and locally uniform continu
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E(G,V ) coincide. Since S(V ) is a closed subspace ofE(G,V )∼=W , it is a Fréchet spac
as well. Furthermore, ifV is nuclear, so isW and hence its subspace S(V ). ✷

4. Essential modules versus smooth representations

Let G be a locally compact group. We are going to identify the category of sm
representations ofG with the category of essential modules over the convolu
algebraD(G). First we introduce the appropriate notion of an approximate identit
a bornological algebra and define the notion of an essential module. Then we co
essential modules overD(G) with smooth representations ofG. Finally, we investigate
analogues of the smoothening, restriction, compact induction and induction functo
representations.

4.1. Approximate identities and essential modules

Definition 4.1.LetA be a bornological algebra. We say thatA has anapproximate identity
if for each bornologically compact subsetS ⊆ A there is a sequence(un)n∈N in A such
thatun · x andx · un converge tox uniformly for x ∈ S.

A subset of a bornological vector spaceV is bornologically compactif it is a compact
subset ofVT for some bounded complete diskT ⊆ V . The uniform convergence in th
above definition means that there is a bounded complete diskT ⊆ A such thatunx and
xun converge tox uniformly for x ∈ S in the Banach spaceVT .

Since we may take a different sequence(un) for each bornologically compact subs
we are really considering a net(un,S) in A, indexed by pairs(S,n) whereS ⊆ A is
bornologically compact andn ∈ N. It is more convenient to work with sequences
in Definition 4.1, however. The above definition is related to the usual notion o
approximate identity in a Banach algebra:

Lemma 4.2.LetA be a Banach algebra with a(multiplier) bounded approximate identit
in the usual sense. ThenA equipped with the von Neumann or precompact bornology
an approximate identity in the sense of Definition4.1.

Proposition 4.3. The bornological algebraD(G) has an approximate identity for an
locally compact topological groupG.

Proof. LetU ⊆G be open and almost connected. Any element ofD(G) can be written as
a finite sum of elements of the formδg ∗ f or of elements of the formf ∗ δg with g ∈G,
f ∈D(U). Therefore, it suffices to construct an approximate identity forD(U). Let I be
a fundamental system of smooth compact subgroups ofU . SinceD(U) = lim−→D(U/k), it
suffices to construct approximate identities inD(U/k). Consequently, we may assumeG
to be a Lie group.



R. Meyer / Bull. Sci. math. 128 (2004) 127–166 151

y
set

ann
uence

r
p

p

p

d

ical
t

Let (un)n∈N be a sequence inD(G) with

lim
n→∞

∫
G

un(g) dg = 1, lim
n→∞ suppun = {1}.

The latter condition means that the support ofun is eventually contained in an
neighborhood of 1. We claim that(un) is an approximate identity for any bounded sub
S ⊆D(G). We only check the convergenceun ∗ f → f . The convergencef ∗ un→ f is
proved similarly, using that lim

∫
G
un(g

−1) dg= 1 as well.
There is a compact subsetK ⊆ G such thatf and f ∗ un are supported inK for

all f ∈ S, n ∈ N. Hence we are working in the nuclear Fréchet spaceE0(K). It is
straightforward to see thatun ∗ f converges tof with respect to the topology ofE0(K),
even uniformly forf ∈ S. SinceE0(K) is a Fréchet space equipped with the von Neum
bornology, the topological and bornological notions of uniform convergence of a seq
of operators on precompact subsets inE0(K) are equivalent (see [14]). Hence(un) is a left
approximate identity in the sense of Definition 4.1.✷

Let V be a right andW a left bornologicalA-module. Then we defineV ⊗̂A W as the
cokernel of the map

b′1 :V ⊗̂A ⊗̂W → V ⊗̂W, v⊗ a⊗w �→ va ⊗w− v⊗ aw.
That is, we divideV ⊗̂W by theclosureof the range ofb′1. ForV = A we also conside
the mapb′0 :A ⊗̂W →W , a⊗w �→ aw. Sinceb′0 ◦ b′1= 0, the mapb′0 descends to a ma
A ⊗̂A W →W . If V is aB-A-bimodule andW a leftA-module, thenV ⊗̂A W is a left
B-module in an obvious fashion. In particular,A ⊗̂A W is a leftA-module and the ma
A ⊗̂A W →W is a module homomorphism.

Lemma 4.4.LetA be a bornological algebra with an approximate identity and letW be a
bornological leftA-module. The natural mapA ⊗̂A W →W is always injective. The ma
b′0 :A ⊗̂W → W is a bornological quotient map if and only if the mapA ⊗̂A W → W

induced byb′0 is a bornological isomorphism.

Proof. Everything follows once we know that the range ofb′1 :A ⊗̂ A ⊗̂ W → A ⊗̂ W
is dense in the kernel ofb′0 :A ⊗̂ W → W . Pick ω ∈ Kerb′0. Then there exist bounde
complete disksS ⊆ A, T ⊆ W such thatω ∈ AS ⊗̂ WT . SinceAS andWT are Banach
spaces, we can find null sequences(an) in AS , (wn) in WT and(λn) in ;1(N) such that
ω = ∑

λnan ⊗ wn (see [8]). Since the set{an} is bornologically compact inA, there
is a sequence(um) in A such thatuman → an for m→∞ uniformly for n ∈ N. Thus
um · ω→ ω for m→∞. We have

b′1(um ⊗ω)= um ·ω− um⊗ b′0(ω)= um ·ω.
Thusω is the limit of a sequence in the range ofb′1. ✷
Definition 4.5.LetA be a bornological algebra with approximate identity. A bornolog
left A-moduleV is calledessentialif the mapb′0 :A ⊗̂ V → V is a bornological quotien



152 R. Meyer / Bull. Sci. math. 128 (2004) 127–166

ned

ot as

e

ator

oth by
n

th

d

also
.

t

at
map or, equivalently,A ⊗̂A V ∼= V . Essential right modules and bimodules are defi
analogously.

If A is unital, then a leftA-module is essential if and only if it is unital, that is, 1A acts
as the identity. The term “essential” is a synonym for “non-degenerate”, which is n
widely used for other purposes. Grønbæk [6] calls such modules “A-induced”.

Let M̂G be the category of all bornological left modules overD(G). Let MG be its full
subcategory of essential left modules. We writeV ∈MG if V is an object ofMG and write
f ∗ v for f ∈D(G), v ∈ V , for the module structure.

Proposition 4.6. For any V ∈ MG there is a natural smooth representationπ :G→
Aut(V ) such that

f ∗ v = ∫π(f dg)(v)=
∫
G

π(g, v) · f (g) dg

for all f ∈D(G), v ∈ V . Naturality means that bounded module homomorphisms arπ -
equivariant.

Proof. SinceV is essential, it is naturally isomorphic to the cokernel of the oper
b′1 :D(G) ⊗̂ D(G) ⊗̂ V → D(G) ⊗̂ V . We letG act on the source and target ofb′1 by
the left regular representation on the first tensor factor. This representation is smo
Lemma 3.4 andb′1 is G-equivariant. Therefore, its cokernelV carries a representatio
π :G→ Aut(V ), which is smooth by Lemma 3.5. It is trivial to check∫π(f1 dg)(f2∗v)=
f1∗f2∗v. SinceV is essential, this implies∫π(f dg)(v)= f ∗v for all f ∈D(G), v ∈ V .
The construction ofπ is evidently natural. ✷
4.2. Representations as modules over convolution algebras

We have seen how an essential module overD(G) can be turned into a smoo
representation ofG. Conversely, we now turn a continuous representationπ :G→ Aut(V )
into a module overD(G). Continuity implies thatWf (g) := πgf (g) defines a bounde
linear operator fromD(G,V ) to L1(G,V ) := L1(G) ⊗̂ V , whereL1(G) carries the
von Neumann bornology. We remark without proof that the converse implication
holds: ifW is a bounded linear mapD(G,V )→ L1(G,V ), thenπ is already continuous
If π is continuous, then

∫π(f ⊗ v) :=
∫
G

πg(v) · f (g) dg

defines a bounded linear map fromD(G,V )∼= D(G) ⊗̂ V to V . By adjoint associativity
we obtain a bounded linear map∫π :D(G)→ End(V ). It is straightforward to check tha
this is an algebra homomorphism, so thatV becomes a module overD(G). A morphism
in R̂G between continuous representations is aD(G)-module homomorphism as well. Th
is, we have a functor from the category of continuous representations ofG to M̂G.
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Proposition 4.7.Letπ :G→ Aut(V ) be a continuous representation. Then the follow
assertions are equivalent:

(i) π is a smooth representation, that is, the adjoint ofπ is a bounded linear map
V → E(G,V );

(ii) the map∫π :D(G,V )→ V has a bounded linear right section, that is, there is
bounded linear mapσ :V →D(G,V ) such that∫π ◦ σ = idV ;

(iii) V is an essential module overD(G), that is, the map∫π :D(G,V )→ V is a borno-
logical quotient map.

If π is smooth, then the sectionσ in (ii) can be constructed explicitly as follows. Choo
φ ∈D(G) with

∫
G φ(g) dg = 1 and define

σφ :V →D(G,V ), σφ(v)(g) := φ(g)π
(
g−1, v

)
.

If H ⊆G is compact, the sectionσ in (ii) can be chosenH -equivariant.

Proof. If π is smooth, then the formula forσφ defines a bounded linear map in
D(G,V ) by Lemma 3.2. A trivial computation shows thatσφ is a section for∫π . Thus
(i) implies (ii). If H ⊆ G is compact, we can chooseφ left-H -invariant. Then the
operatorσφ is H -equivariant. The implication (ii)⇒ (iii) is trivial. Suppose (iii). The
map∫π :D(G,V )→ V is equivariant with respect to the left regular representation oG

on D(G,V ). The latter is smooth by Lemma 3.4. Thusπ is a quotient of a smoot
representation. Lemma 3.5 shows thatπ is smooth. ✷
Theorem 4.8. Let G be a locally compact group. Then the categories of smo
representations and of essential modules are isomorphic. The isomorphism se
representationπ :G→ Aut(V ) to its integrated form∫π :D(G)→ End(V ). In particular,
π is smooth if and only if∫π is essential.

Proof. The two constructions in Propositions 4.6 and 4.7 are clearly inverse to each
They provide the desired isomorphism of categories.✷
4.3. Constructions with modules and homological algebra

Most functors between module categories are special cases of two constructio
balanced tensor product and the Hom functor. LetW be aB-A-bimodule. Then we have
functorW ⊗̂A �� from leftA-modules to leftB-modules and a functor HomB(W,��) from
left B-modules to leftA-modules. The leftA-module structure on HomB(W,V ) is given
by a ·L(w) := L(w · a). These two functors are linked by the adjoint associativity rela

HomB(W ⊗̂A V,X)∼=HomA
(
V,HomB(W,X)

)
. (11)

Of course, there are similar constructions for right modules.
Let H ⊆ G be a closed subgroup. The embeddingH ⊆ G induces an algebr

homomorphismE ′(H)→ E ′(G). EmbeddingD(H) ⊆ E ′(H) as usual, using a left Haa
measuredHh on H , we obtain an algebra homomorphismD(H)→ E ′(G). This does
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not suffice to define a restriction functor̂MG→ M̂H . However, we can viewD(G) as a
bimodule overD(H) on the left andD(G) on the right byf0∗f1∗f2 := (f0 dHh)∗f1∗f2
for f0 ∈D(H), f1, f2 ∈D(G). This yields two functors

SHG : M̂G→ M̂H , SHG(V ) :=D(G) ⊗̂D(G) V ,

IGH : M̂H → M̂G, IGH(V ) :=HomD(H)
(
D(G),V

)
,

called (smooth) restriction functor and (rough) induction functor, respectively. An
analogous formula allows us to viewD(G) as a bimodule overD(G) on the left andD(H)
on the right. This yields two functors

IcGH : M̂H → M̂G, IcGH(V ) :=D(G) ⊗̂D(H) V ,

RHG : M̂G→ M̂H , RHG(V ) :=HomD(G)
(
D(G),V

)
,

called (smooth) compact induction functorand rough restriction functor, respectively.
Finally, we define

S := SGG = IcGG : M̂G→ M̂G, S(V ) :=D(G) ⊗̂D(G) V ,

R :=RGG = IGG : M̂G→ M̂G, R(V ) :=Hom
(
D(G),V

)
,

thesmootheningandrougheningfunctors.
Our treatment of the compact induction functor as a tensor product is analogous to

Rieffel’s approach to induced representations [18]. The Banach algebra variant of Ri
theory by Niels Grønbæk is even closer to our setup [6,7]. The only difference i
Grønbæk works withL1(G) instead ofD(G).

The following theorem shows that the smoothening deserves its name. We u
natural map S(V )→ V induced byb′0(f ⊗ v) := f ∗ v.

Theorem 4.9.The natural mapS(V )→ V is always injective and an isomorphism if a
only if V ∈MG. The smoothening is an idempotent functor onM̂G whose range isMG. As
a functorM̂G→MG it is left adjoint to the embeddingMG→ M̂G. Letπ :G→ Aut(V )
be a continuous representation ofG. Then the smoothenings ofG as a module and as
representation agree.

Proof. We know from Lemma 4.4 that the map S(V ) → V is always injective and
an isomorphism if and only ifV is essential. Since the left regular representation
D(G) is smooth,D(G) is an essential left module over itself by Theorem 4.8. Tha
D(G) ⊗̂D(G) D(G) ∼= D(G). Since the balanced tensor product is associative, we o
S2= S. SinceS(V )∼= V if and only if V ∈MG, the range of S isMG.

LetW be an essential module. Since the map S(V )→ V is always injective, the induce
map Hom(W,S(V ))→ Hom(W,V ) is injective. Any bounded module homomorphis
W → V restricts to a bounded module homomorphismW = S(W)→ S(V ), so that the
map Hom(W,S(V ))→Hom(W,V ) is also surjective. This means that the embedding
smoothening functors are adjoint.

Let π be a continuous representation. LetV0 andV1 be the smoothenings ofV as
a representation and as a module, respectively. The natural mapsV0 → V andV1 → V
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are both injective. SinceV1 is an essential module, it is a smooth representation ofG as
well. Hence the mapV0 → V factors throughV0 → V1 by the universal property of th
smoothening. Similarly, sinceV0 is an essential module, the mapV1→ V factors through
V1→ V0. Both mapsV0→ V1 andV1→ V0 are injective and bounded, hence bornolog
isomorphisms. ✷

Eq. (11) specializes to natural isomorphisms

HomD(G)
(
IcGH(V ),W

)∼=HomD(H)
(
V,RHG(W)

)
, (12)

HomD(H)
(
SHG(V ),W

)∼=HomD(G)
(
V, IGH(W)

)
. (13)

That is, compact induction is left adjoint to rough restriction and rough induction is
adjoint to smooth restriction.

Especially, S is left adjoint to R. Being adjoint to an idempotent functor, R is idemp
as well. Thus R is a projection onto a subcategory ofM̂G. We may call these module
rough. They are usually not smooth, but ifG is a Lie group they are differentiable b
Theorem 3.15 because they are evidently modules overE ′(G). We have R◦S∼=R because

HomD(G)
(
V,R◦S(W)

)∼=HomD(G)
(
S(V ),S(W)

)
∼=HomD(G)

(
S(V ),W

)∼=HomD(G)
(
V,R(W)

)
for all V,W ∈ M̂G. We will prove shortly that S◦R∼= S. Summarizing, we have

S◦S∼= S, S◦R∼= S, R◦S∼=R, R◦R∼=R. (14)

The natural mapV → R(V ) is injective if and only if no non-zero vectorv ∈ V satisfies
f ∗ v = 0 for all f ∈ D(G). Let us restrict attention to this class of modules. Then
natural maps S(V )→ V → R(V ) are injective. If we have injective maps S(V )→W →
R(V ), then S(V )= S(W) because already SR(V )= S(V ) and the smoothening preserv
monomorphisms. Conversely, if S(W)∼= S(V ), then R(W)∼=RS(W)∼=RS(V )∼=R(V ) as
well, so that we have injective maps S(V )→W → R(V ). This means that a moduleW
satisfies S(W)= S(V ) if and only if it lies between S(V ) and R(V ).

In the following we tacitly identifyMG with RG using Theorem 4.8. If we have to vie
a smooth representation as a right module, we always use the antipodef̃ (1) defined in (7)
to turn a left into a right module.

Since S(V )= V for V ∈ MG, we have SHG |MG
∼= ResHG . The universal property of th

smoothening and (13) imply that S◦ IGH(W) : MH → MG is right adjoint to ResHG . This
means that

S◦ IGH ∼= IndGH . (15)

Since IndGG is the identical functor, we get the relation S◦ R= S claimed in (14). The
relationship between IcGH and c-IndGH is more complicated. Before we discuss it we ne
some other useful results.

LetX andY be a right and left module overD(G) and letW be a bornological vecto
space. Then Hom(X,W) is a left module overD(G) in a canonical way and (11) yields

Hom(X ⊗̂D(G) Y,W)∼=HomD(G)
(
Y,Hom(X,W)

)
. (16)
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Let C(1) be the trivial representation ofG onC viewed as a right module overD(G). The
spaceC(1) ⊗̂D(G) Y is called thecoinvariant spaceof Y . If Y is a smooth representatio
viewed as a left module overD(G) andW =C, then (16) asserts that the dual space of
coinvariant space ofY is the space ofG-invariant linear functionals onY .

Let X,Y,Z be smooth representations ofG. We let G act on Hom(Y,Z) by the
conjugation action(g · l)(y) := g · l(g−1y) and onX ⊗̂ Y by the diagonal action
g · (x ⊗ y) := gx ⊗ gy. These two constructions are adjoint in the sense that

HomG
(
X,S Hom(Y,Z)

)∼= HomG
(
X,Hom(Y,Z)

)∼=HomG(X ⊗̂ Y,Z). (17)

The first isomorphism is the universal property of the smoothening. The seco
proved by identifying both sides with the space of bilinear mapsl :X × Y → Z that
satisfy the equivariance conditionl(gx, gy)= gl(x, y). If we letX := C(1) be the trivial
representation ofG on C, we haveC(1) ⊗̂ Y ∼= Y and

HomG
(
C(1),S Hom(Y,Z)

)∼=HomG(Y,Z). (18)

Next we claim that

C(1) ⊗̂D(G) (Y ⊗̂Z)∼= Y ⊗̂D(G) Z, (19)

where we viewC(1) andY as right modules overD(G). Eq. (19) can easily be verifie
directly. For the fun of it we use adjointness relations to prove the equivalent ass
that Hom(C(1) ⊗̂D(G) (Y ⊗̂ Z),W) ∼= Hom(Y ⊗̂D(G) Z,W) for all bornological vector
spacesW . Eq. (16) implies

Hom(Y ⊗̂D(G) Z,W)∼=HomG
(
Z,Hom(Y,W)

)
,

Hom
(
C(1) ⊗̂D(G) (Y ⊗̂Z),W

)∼= Hom
(
Y ⊗̂Z,Hom(C(1),W)

)
∼=Hom(Y ⊗̂Z,W),

whereG acts on Hom(Y,W) by g · l(y) := l(g−1y) and trivially onW . Since the action on
Hom(Y,W) is the conjugation action for the trivial representation onW , both spaces ar
isomorphic by (17). This finishes the proof of (19).

Now we are ready to relate the functors IcG
H and c-IndGH . Recall thatµG:H denotes

the quasi-characterµG/µH :H → R
×+. For a representationπ :H → Aut(V ) we write

µG:H · V for the representationµG:H · π onV .

Theorem 4.10.There is a natural isomorphismIcGH (V )
∼= c-IndGH(µG:H · V ) for all

V ∈MH .

Proof. First we explain the source of the relative modular function in IcG
H(V ). The

right D(G)-module structure onD(G) is the integrated form of the twisted right regu
representationρ · µG becausef (g) dGg ∗ δx−1 = f (gx)µG(x) dGg. We equipD(G) and
D(H)with the canonicalD(H)-bimodule structure. The restriction mapD(G)→D(H) is
a left module homomorphism, but we pick up a factorµG:H for the right module structure
Therefore, it induces anH -equivariant map IcGH(V )→ µG:H ·V and hence aG-equivariant
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H(µG:H ·V ). We now

construct it more explicitly. Define

Φ :D(G,V )→ E(G,V ), Φf (g) :=
∫
H

h · f (
g−1 · h)µG:H (h) dHh,

wheredHh is a left invariant Haar measure onH . Clearly, suppΦf ⊆ H · (suppf )−1

is uniformly compact inH\G for f in a bounded subset ofD(G,V ). Moreover,
Φf (hg) = µG:H(h)h · Φf (g) for all h ∈ H , g ∈ G. This means that the range ofΦ
is contained in c-IndGH(µG:HV ). Moreover, one computes easily thatΦ(fh) = Φ(f ) if
fh(g) := µG(h)h · f (gh) for h ∈ H . This means thatΦ is H -invariant for the diagona
action ofH on D(G) ⊗̂ V that occurs in (19). Therefore,Φ descends to a bounde
linear map onD(G) ⊗̂D(H) V = IcGH(V ). Finally,Φ isG-equivariant, that is,Φλg = ρgΦ.
Summing up, we have constructed a natural transformation

Φ : IcGH(V )→ c-IndGH(µG:H · V ).
It remains to verify thatΦ is an isomorphism for allV . This is easy for the left regula

representations onD(H,V ), where we can compute both sides explicitly. Any essen
module overD(H) is the cokernel of a mapb′1 :D(H ×H,V )→D(H,V ) between left
regular modules. The functor IcGH preserves cokernels because it has a right adjoint.
functor c-IndGH also preserves cokernels by Proposition 3.12. HenceΦ is an isomorphism
for all V . ✷
Corollary 4.11. If H ⊆G is cocompact, then there is a natural isomorphism

S◦ IGH(µG:H · V )∼= IcGH(V ).

Proof. It is clear from the definition that c-IndGH = IndGH in this case. Hence the asserti
follows from Theorem 4.10 and (15).✷

We continue with some further properties of our functors. LetL ⊆ H ⊆ G. Since the
right D(H)-module structure onD(G) comes from a smooth representation, we h
D(G) ⊗̂D(H) D(H)∼=D(G) and hence

IcGH ◦ IcHL (V )=D(G) ⊗̂D(H) D(H) ⊗̂D(L) V ∼=D(G) ⊗̂D(L) V = IcGL(V ).

The assertion SLH ◦SHG = SLG is proved similarly. By adjointness we also obtain IG
H ◦ IHL =

IGL and RLH ◦RHG = RLG. We evidently have ResLH ResHG = ResLG and hence IndGH ◦ IndHL =
IndGL by adjointness. As special cases we note that

R◦ IGH = IGH = IGH ◦R, S◦ IcGH = IcGH ◦S= IcGH . (20)

Together with (14), we obtain further relations like IG
H ◦S= IGH and IcGH ◦R= IcGH .

Let V andW be a right and a left module overD(G) andD(H), respectively. Then we
trivially have

V ⊗̂D(G) IcGH(W)∼= V ⊗̂D(G) D(G) ⊗̂D(H) W ∼= SHGV ⊗̂D(H) W. (21)
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LetX be a bornological vector space, equip Hom(W,X) with the canonical right modul
structure. Then we have canonical isomorphisms

HomD(G)
(
V, IGH Hom(W,X)

)∼=HomD(H)
(
SHGV,Hom(W,X)

)
∼=Hom

(
SHGV ⊗̂D(H) W,X

)
∼=Hom

(
V ⊗̂D(G) IcGHW,X

)
∼=HomD(G)

(
V,Hom(IcGHW,X)

)
.

SinceV is arbitrary, we conclude that

IGH Hom(W,X)∼=Hom
(
IcGHW,X

)
(22)

as left modules overD(G). HereW is a right module overD(H) andX is a bornologica
vector space. ForX = C this is an assertion about induction of dual spaces.
smoothening of the dual is thecontragradientrepresentatioñW . Eq. (22) implies

IndGHW̃ ∼= (
c-IndGH(µG:H ·W)

)∼
. (23)

The analogous statements

RHG Hom(W,X)∼=Hom
(
SHGW,X

)
, R Hom(W,X)∼=Hom(SW,X), (24)

about restriction follow easily from (11).
Finally, we do some homological algebra and begin by recalling a few standard no

Let A+ be the augmented unital algebra obtained by adjoining a unit element
bornological algebraA. The category of left modules overA is isomorphic to the categor
of unital left modules overA+. Hence the correct definition of afree left moduleoverA
is A+ ⊗̂ V with the evident left module structure overA. Similar remarks apply to righ
modules and bimodules. The free module has the universal property that bounded
homomorphismsA+ ⊗̂ V →W correspond bijectively to bounded linear mapsV →W .
As a consequence, free modules are projective for linearly split extensions. In the foll
we say that a module isrelatively projectiveif it is projective for this class of extension
In general, the modulesA ⊗̂ V need not be relatively projective.

Proposition 4.12.LetH ⊆G. ThenD(G) is relatively projective as a left or right modu
overD(H).

Proof. It suffices to prove thatD(G) is projective as a left module overD(H). We are
going to construct a boundedD(H)-linear sectionσ for the convolution map

µ :D(H ×G)∼=D(H) ⊗̂D(G)→D(G), µf (g) :=
∫
H

f
(
h,h−1g

)
dh.

Let µ+ be the extension ofµ to D(H)+ ⊗̂D(G), thenµ+ ◦ σ = id as well. ThusD(G)
is relatively projective as a retract of the free moduleD(H)+ ⊗̂ D(G). The mapσ is
defined byσf (h,g) := f (hg) · φ(g) for some functionφ ∈ E(G). This defines a map t
D(H ×G) if suppφ ∩ H · L is compact for all compactL ⊆ G. It is a section forµ if
and only if

∫
H
φ(h−1g) dHh= 1 for all g ∈G. Functionsφ with these properties clearl

exist. ✷



R. Meyer / Bull. Sci. math. 128 (2004) 127–166 159

and
ively
the

ms.
ts to

actness

t Ic
r R
that
they
ions,

n
es
lidity
llows
class

e [16,

.

ral. We
.14
Theorem 4.13.Let H ⊆ G be a closed subgroup. The functorsIcGH and SGH preserve
bornological extensions, locally linearly split extensions, linearly split extensions
injectivity of morphisms. They commute with arbitrary direct limits. They map relat
projective objects to relatively projective objects. In particular, all this applies to
smoothening functor.

The functorsIGH andRGH preserve linearly split extensions and injectivity of morphis
They commute with arbitrary inverse limits. They map relatively injective objec
relatively injective objects. In particular, all this applies to the roughening functor.

Proof. For the exactness assertions we can forget the module structure on IcG
H(V ) and

SHG(V ) and view these spaces just as bornological vector spaces. Thus the ex
assertions about SHG follow from the corresponding statements about IcG

G. Proposition 4.12
implies that the functor IcGH is a retract of the functorV �→D(G) ⊗̂ V ∼=D(G,V ). Hence
it inherits the properties of the latter functor listed in Proposition 2.10. Since IcG

H and SHG
have right adjoints, they commute with direct limits. Furthermore, the assertion thaG

H

preserves relative projectivity is equivalent to the statement that its right adjoint functoG
H

is exact for linearly split extensions. This follows from Proposition 4.12. It is evident
IGH and RGH preserve injectivity of morphisms. Since they have left adjoint functors,
commute with inverse limits. Since their left adjoints are exact for linearly split extens
they preserve relatively injective objects.✷
Theorem 4.14.LetK �E �Q be a bornological extension in̂MG. ThenE ∈MG if and
only if bothK ∈MG andQ ∈MG.

Proof. LetK ′,E′,Q′ be the smoothenings ofK,E,Q. Consider the diagram

K ′ E′ Q′

K E Q.

Both rows are bornological extensions by Theorem 4.13. IfK andQ are essential, the
the vertical arrowsK ′ → K andQ′ → Q are bornological isomorphisms. This impli
that the middle arrow is a bornological isomorphism by the Five Lemma. The va
of the Five Lemma for bornological vector spaces can be proved directly. It also fo
easily from the observation that the category of bornological vector spaces with the
of bornological extensions is an exact category in the sense of Daniel Quillen (se
17]). HenceE is essential if bothK andQ are essential. Conversely, ifE is essential, then
the module actionD(G) ⊗̂Q→Q is a bornological quotient map, so thatQ is essential
Another application of the Five Lemma shows thatK is essential as well. ✷

We have seen in Section 3.2 that the class of smooth representations ofG is hereditary
for subrepresentations and quotient representations, but not for extensions in gene
have to assume the representation onE to be continuous. Then we can use Theorem 4
to obtain the smoothness ofE.
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Theorem 4.15.The categoryMG
∼= RG has enough relatively projective and injecti

objects.
The functor IndGH : RH → RG is exact for linearly split extensions. It preserv

monomorphisms and relatively injective objects. It commutes with inverse limits in
subcategories(they differ from those in the larger categoriesR̂G or M̂G!).

The functorsc-IndGH and ResHG are exact for any class of extensions and prese
monomorphisms and relatively projective objects. They commute with direct limits.

Proof. The exactness assertions about ResH
G are trivial. The exactness properties

IndGH
∼= S ◦ IGH follow immediately from those of S and IGH . Since ResGH and IndGH are

adjoint, the first preserves direct and the latter preserves inverse limits. The exa
properties imply that IndGH and ResHG preserve relatively injective and projective objec
respectively. The assertions about c-IndG

H follow immediately from the correspondin
properties of IcGH and Theorem 4.10. For the trivial groupE, linearly split extensions ar
already direct sum extensions. Thus any object is relatively injective and projectiv
Theorem 4.13 we obtain that IcGE(V ) = D(G,V ) is relatively projective and IndGE(V ) =
SE(G,V ) is relatively injective. IfV is an arbitrary smooth representation, then we h
a linearly split surjectionD(G,V )→ V by Proposition 4.7 and a linearly split injectio
V → SE(G,V ). ✷

Thus we can derive functors on the category of smooth representations using rel
projective and injective resolutions. Let us writeL∗F andR∗F , ∗ ∈ N, for the left and
right derived functors of a functorF from RG to some additive category. The left deriv
functors ofV ⊗̂D(G) �� are denoted TorG∗ (V ,W), the right derived functors of HomG(V,��)
are denoted Ext∗G(V,W). If we takeV to be the trivial representation onC, we obtain group
homology and cohomology, denotedH∗(G,V ) andH∗(G,V ), respectively.

The general machinery of derived functors yields the following results. Since
compact induction functor is exact and preserves relatively projective objects, we
L∗(F ◦ IcGH) = (L∗F) ◦ IcGH . Since the induction functor IndGH is exact and preserve
relatively injective objects, we haveR∗(F ◦ IndGH) = (R∗F) ◦ IndGH . Therefore, the
adjointness of restriction and induction and (21) imply

Ext∗G
(
V, IndGH(W)

)∼= Ext∗H
(
ResHG V,W

)
, (25)

TorG∗
(
V,c-IndGH (µG:H ·W)

)∼= TorH∗
(
ResHG V,W

)
, (26)

H∗(G, IndGH (W)
)∼=H∗(H,W), (27)

H∗
(
G,c-IndGH(µG:H ·W)

)∼=H∗(H,W). (28)

The functorsW �→ V ⊗̂ W with diagonal action andW �→ Hom(V ,W) with
conjugation action are evidently exact for linearly split extensions. Since they are a
by (17), the first preserves relative projectivity and the second preserves relative inje
Reasoning as above (18) and (19) imply

Ext∗G(V,W)∼= Ext∗G
(
C(1),S Hom(V ,W)

)=H∗(G,S Hom(V ,W)
)
, (29)

TorG∗ (V ,W)∼= TorG∗
(
C(1),V ⊗̂W)=H∗(G,V ⊗̂W). (30)
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That is, group homology and cohomology already determine the bivariant homolog
cohomology theories.

4.4. The Gårding subspace

The smoothening for modules is closely related to the Gårding subspace. LetV be
a continuous representation of a locally compact group on a bornological vector
TheGårding subspaceof V is defined as the linear subspace spanned by∫π(f )(v) with
f ∈ D(G), v ∈ V . This is the image of the uncompleted tensor productD(G) ⊗ V

in V . In contrast, S(V ) is the image of the completed tensor productD(G) ⊗̂ V . It
seems that everything that can be done with the Gårding subspace can also be do
D(G) ⊗̂D(G) V . However, it is actually true that the Gårding subspace is always e
to S(V ). This is proved by Jacques Dixmier and Paul Malliavin in [5] for Lie gro
representations on Fréchet spaces. The same argument actually works in much
generality:

Theorem 4.16.Let π :G→ Aut(V ) be a continuous representation of a locally comp
groupG on a bornological vector spaceV . The Gårding subspace ofV is equal toS(V ).
Especially, any element ofD(G) is a finite linear combination of productsf1 ∗ f2 with
f1, f2 ∈D(G).

Proof. We may assume that the representationV is already smooth because we only ma
the problem more difficult if we shrinkV to S(V ). Any v ∈ V already belongs toV k for
some smooth compact subgroupk ⊆G. We can replace the representation ofG onV by
the smooth representation of the Lie groupNG(k)/k on V k . Thus we may assumeG to
be a Lie group without loss of generality. The class of smooth representations for
the theorem holds is evidently closed under inductive limits and under quotients. IfV is a
smooth representation, then it is a quotient of the left regular representation onD(G,V ).
The latter is the inductive limit of the left regular representations onD(G,VT ) for the
small complete disksT ⊆ V . Hence it suffices to prove the assertion for the left reg
representation onD(G,VT ) for a Banach spaceVT . This case can be dealt with by literal
the same argument that Jacques Dixmier and Paul Malliavin use in [5] to prove th
Gårding subspace ofD(G) is D(G). ✷

5. The center of the category of smooth representations

Definition 5.1.LetA be a bornological algebra with the property thatA ·A spans a dens
subspace ofA.

Let Ml(A) andMr(A)
op be the algebras of bounded right and left module homom

phismsA→ A, equipped with the equibounded bornology. These are theleft and right
multiplier algebrasof A. By convention, the multiplication inMr(A) is the opposite o
the composition of operators. The(two-sided)multiplier algebraM(A) ofA is the algebra
of pairs(l, r) of a left and a right multiplier such thata · (l · b)= (a · r) · b for all a, b ∈A.
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All three multiplier algebras are unital bornological algebras and there are ob
bounded algebra homomorphisms fromA into them. We claim thatA is a bornologica
unital Ml(A)-Mr(A)-bimodule. The only point that is not obvious is that(l · a) · r =
l · (a · r) for all a ∈ A, l ∈Ml(A), r ∈Mr(A). If a = bc with b, c ∈A, then(l · bc) · r =
(lb) ·(cr)= l ·(bc ·r). The claim follows because the linear span of elements of the forbc

is dense inA.
We denote the center of an algebraA by Z(A). A left multiplier l of A is calledcentral

if a · l · b = l · a · b for all a, b ∈ A. That is, the pair(l, l) is a two-sided multiplier ofA.
Since we know that left and right multipliers commute with each other, it follows thl
commutes with any left or right multiplier onA. Thusl belongs to the centers of all thre
multiplier algebras. Conversely, ifl is central, say, inMl(A), then it is a central multiplie
in the above sense becauseA ⊆Ml(A). As a result, the multiplier algebras all have t
same center, which consists exactly of the central multipliers.

Definition 5.2. The center Z(C) of an additive categoryC is the ring of natura
transformations from the identity functor id :C→ C to itself.

Equivalently, an element of Z(C) is a family of morphismsγX :X → X for each
objectX of C such thatf ◦ γX = γY ◦ f for any morphismf :X→ Y in C. The center of
the category of smooth representations of a totally disconnected group on vector sp
studied by Joseph Bernstein in [1] and plays a crucial role in the representation the
reductive groups over non-Archimedean local fields.

Lemma 5.3. Let A be a bornological algebra with an approximate identity. Supp
that A ⊗̂A A ∼= A. Then the center of the category of essentialA-modules is naturally
isomorphic to the algebra of central multipliers ofA.

Proof. Let C be the category of essential bornological leftA-modules. The center ofC
maps into the center of the endomorphism ring ofA becauseA ∈ C. By definition, this
endomorphism ring isMr(A)

op. Hence its center is the algebra of central multiplie
Thus we obtain a homomorphismα : Z(C)→ ZM(A). We have to check that this map
bijective.

For injectivity suppose thatΦ ∈ Z(C) vanishes onA. Let V ∈ C andv ∈ V . Then the
mapa �→ av is a morphismA→ V in C. HenceΦV (av)=ΦA(a)v = 0. Since element
of the formav generateV , we getΦV = 0. Thusα is injective. For surjectivity letl be a
central multiplier. SinceA is a bimodule overMl(A) andA, there is a canonicalMl(A)-
module structure onA ⊗̂A V , that is, on any essential module. Thusl acts in a canonica
way on anyV ∈ C. Centrality implies thatl acts by left module homomorphisms. Thus
obtain an element of Z(C). ✷

The center of the category of all modules overA is equal to the center ofA+ because
modules overA are the same as essential modules overA+. Hence we may get a muc
smaller center than for essential modules.
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Theorem 5.4.Let G be a locally compact group. Then the center of the categor
smooth representations ofG is naturally isomorphic toZM(D(G)), the algebra of centra
multipliers ofD(G).

Proof. Theorem 4.8 asserts thatRG is isomorphic toMG and hence has an isomorph
center. We know thatD(G) satisfies the hypotheses of Lemma 5.3. Hence Z(RG) ∼=
ZM(D(G)). ✷
Lemma 5.5. A left multiplier L of D(G) is of the formf �→ D ∗ f for a uniquely
determined distributionD ∈ D′(G). A right multiplier is of the formf �→ f ∗ D for a
uniquely determined distributionD ∈D′(G). If a pair (D1,D2) of distributions gives an
element ofM(A), thenD1 = D2. ThusM(A) is the intersection ofMl(A) andMr(A)

insideD′(G).

Proof. Let L ∈ Ml(D(G)). Then we define a distributionDL ∈ D′(G) by DL(f ) :=
L(f )(1G). We viewD(G) as an essential right module overD(G) andL as a bounded
module homomorphism. The right module structure onD(G) is the integrated form o
the representationµG · ρ. Theorem 4.8 yields thatL is equivariant with respect to th
representation ofG. A straightforward computation now shows thatLf = DL ∗ f for
all f ∈ D(G). If D ∗ f = 0 for all f ∈ D(G), thenD ∗ f (1) = 0 for all f and hence
D = 0. Thus the distribution and the left multiplierD ∗ �� determine each other unique
The antipode onD(G) extends to an algebra isomorphism betweenMl(D(G)) and
Mr(D(G)). Hence the description of left multipliers above yields a description of r
multipliers. If the pair(D1,D2) determines a two-sided multiplier, then(a ∗ D2) ∗ b =
a ∗ (D1 ∗ b) for all a, b ∈ D(G). Thus the right multiplier associated to the distribut
(D2−D1) ∗ b vanishes for allb. This implies(D2−D1) ∗ b = 0. Sinceb is arbitrary, we
obtainD2=D1. ✷

It remains to identify the distributions onG that give rise to left, right and two-side
multipliers. LetI be a fundamental system of smooth compact subgroups ofG. Fork ∈ I
let µk be the normalized Haar measure onk, viewed as a distribution onG. Thus the
convolution withµk on the left and right averages a function over left or rightk-cosets.

Proposition 5.6. A distributionD ∈ D′(G) is a left multiplier ofD(G) if and only if
D ∗ µk ∈ E ′(G) for all k ∈ I and a right multiplier if and only ifµk ∗ D ∈ E ′(G) for
all k ∈ I . There are bornological isomorphisms

Ml
(
D(G)

)∼= lim←−
k∈I

E ′(G/k)∼=
(

lim−→
k∈I

E(G/k)
)′;

Mr
(
D(G)

)∼= lim←−
k∈I

E ′(k\G)∼=
(

lim−→
k∈I

E(k\G)
)′
.

Proof. We only prove the isomorphisms forMl(D(G)). The structure maps in th
projective systemE ′(G/k) are right convolution withµk . Recall thatD(G)= lim−→D(k\G)
and that left convolution withµk is a projection ontoD(k\G). ThusD ∈Ml(D(G)) if and
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only if left convolution withD ∗µk is a bounded map fromD(k\G) toD(G). Clearly, this
is the case ifD ∗ µk has compact support. Conversely, ifD ∗ µk does not have compa
support, then there exist functions(φn)n∈N in D(k\G) whose support is contained in
fixed compact subsetL ⊆ G for which D ∗ µk ∗ φn does not have a common compa
support. Multiplying the functionsφn by appropriate scalars we can achieve that{φn} is a
bounded subset ofD(k\G). By construction,D ∗ {φn} is not a bounded subset ofD(G),
so thatD is not a left multiplier. ThusD ∈Ml(D(G)) if and only ifD ∗µk has compac
support for allk ∈ I . An analogous computation for a setS ⊆D′(G) of distributions shows
thatS is bounded inMl(D(G)) if and only if S ∗µk is bounded inE ′(G/k) for all k ∈ I .
This proves the first isomorphism. The second one follows from the universal prope
direct limits. ✷
Corollary 5.7. If G is a projective limit of Lie groups, then

Ml
(
D(G)

)=Mr
(
D(G)

)=M
(
D(G)

)
.

If G is a Lie group then all three multiplier algebras are equal toE ′(G).

The spacesE(G/k) for k ∈ I are nuclear Fréchet spaces and hence reflexive. We
rewrite the inductive limit lim−→k∈I E(G/k) as a direct sum. IfG is metrizable, this is quite
easy: chooseI to be a sequence and notice thatE(G/kn) is a retract ofE(G/kn+1) for any
n ∈N. If G is not metrizable, the assertion is still correct, but the proof is more complic
Therefore, lim−→E(G/k) is reflexive, so thatMl(D(G))′ ∼= lim−→E(G/k). Furthermore, ifG
is countable at infinity, then Proposition 3.17 shows that lim−→k∈I E(G/k) is the smoothening
of the right regular representation onE(G).

Proposition 5.8.LetD ∈ D′(G). ThenD is a central multiplier ofD(G) if and only if
µk ∗D ∗ µk ∈ ZE ′(G//k) for all k ∈ I . There is a natural isomorphism of bornologic
algebras

ZM
(
D(G)

)∼= lim←−ZE ′(G//k).

Proof. If D is a central multiplier ofD(G), thenµk ∗ D ∗ µk belongs to the cente
of µkM(E(G))µk . Proposition 5.6 yields an isomorphism of bornological algeb
µkM(E(G))µk = E ′(G//k). Hence we have a bounded homomorphism ZM(D(G))→
lim←−ZE ′(G//k).

Suppose conversely thatµkDµk be a central element ofE ′(G//k) for all k ∈ I . For any
j ∈ I , j ⊆ k, f ∈D(G//k), we have

µj ∗D ∗ f = µj ∗D ∗µj ∗ f ∗µk = f ∗µj ∗D ∗µj ∗µk = f ∗µk ∗D ∗µk.
Since this is independent ofj , we obtainD ∗ f = f ∗ µk ∗D ∗ µk . In particular,D is a
left multiplier. A similar computation forf ∗D showsf ∗D = D ∗ f becauseµkDµk
commutes withf . HenceD is central, so that we obtain an isomorphism ZM(D(G))∼=
lim←−ZE ′(G//k). It is easy to check that it is bornological.✷

If G is totally disconnected, then the spacesG//k are all discrete, so thatE ′(G//k)=
D(G//k). This special case is covered in [1]. Now letG be a connected Lie group.
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(1955),
[D,X] = 0 for all X ∈ g, then [D,δg] = 0 for all g ∈ G and henceD is central. Thus
a distribution is central if and only if it commutes withg. In particular, the center of th
universal enveloping algebra ofG is contained in the center ofE ′(G). The latter can be
bigger thanZU(G). This happens, for instance, ifG has non-trivial center or ifG is
compact. However, there are also many Lie groups for which we haveZU(G)= ZE ′(G),
that is, any central distribution is supported at 1. The following proposition only gives
class of examples.

Proposition 5.9. Let G be a connected complex Lie group with trivial center. Th
ZM(D(G)) is equal to the center of the universal enveloping algebra.

Proof. SinceG has trivial center, the adjoint representation ofG on its Lie algebrag is
faithful, so thatG⊆Gl(g). LetD ∈ ZE ′(G) andy ∈ suppD. Since suppD is compact and
conjugation invariant, the holomorphic function

C $ s �→ exp(sX)y exp(−sX) ∈Gl(g)

is bounded for anyX ∈ g. Liouville’s Theorem yields that it is constant, that is,[X,y] = 0.
This implies suppD = {1} becauseG has trivial center. Now use the identification
distributions supported at 1 with the universal enveloping algebra. SinceG is connected, a
distribution is central if and only if it commutes withg. ✷
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