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1. Introduction and preliminaries

Let A be a ring (or algebra) with the unit I. An additive or linear mapping § from A into itself is
called a derivation if §(ST) = &(S)T + S8(T) for any S, T € A and is said to be a Jordan derivation
if 5(ST + TS) = §(S)T + S6(T) + 6(T)S + TS(S) for any S, T € A. We say that a mapping § is
Jordan derivable at a given point G € A if 6(ST + TS) = 6(S)T + S6(T) + 6(T)S + TS(S) for any
S,T € A with ST = G, and G is called a Jordan all-derivable point of A if every Jordan derivable
mapping at G is a derivation. We say that D = {D,} C L(A) is a Jordan higher derivable mapping at
G if Dp(ST + TS) = 2i4j=n(Di(S)D;(T) + Di(T)D;(S)) for any S, T € A with ST = G. An element
G € Aiscalled aJordan higher all-derivable point of A if every Jordan higher derivable linear mapping
D = {D,} at G is a higher derivation. There have been a number of papers on the study of conditions
under which derivations of operator algebras can be completely determined by the action on some
sets of operators. In [3], Jing showed that I is a Jordan all-derivable point of B(#) with % is a Hilbert
space. In [7], Zhu proved that every invertible operator in nest algebra is an all-derivable point in the
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strong operator topology. Also it was showed that every element in the algebra of all upper triangular
matrices is a Jordan all-derivable point by Sha and Zhu [6].

With the development of derivation, higher derivation has attracted much attention of mathemati-
cians as an active subject of research in algebras. In [4] Xiao and Wei showed that any Jordan higher
derivation on a triangular algebra is a higher derivation. In this paper we will extend the conclusion
of [6] to the case of Jordan higher derivations. For other relative reference, see [1,2,5].

Let A and B be two unital rings (or algebras) with the unit I, I, and M be a unital (A4, B)-bimodule,
which is faithfull as a left A-module and as a right B-module. The ring (or algebra)

am
T = ra€e A, me M,beByt,
0b

under the usual matrix operations is said to be a triangular algebra. We mainly proved that 0 and

I1 X
|: 1o } are Jordan higher all-derivable points for any given point Xo € M.
0L

2. Jordan higher all-derivable points in ring algebras

In this section, we always assume that the characteristics of .4 and 3 are not 2 and 3, and for any
X € A, Y € B, there are some integers ni, ny such that nyI; — X and nyI, — Y are invertible. The
following two theorems are the main results in this paper.

Theorem 2.1. Let D = (Dy)nen be a family of additive or linear mappings on T with Dy = id7 (identical

mapping on 7). If D is Jordan higher derivable at O, then D is a higher derivation.

XY
Proof. Forany T = [ } € 7, we can write
0z

5 ([x yD 30 + 93" (V) + 1,1@2) 8200 + 97 (V) + 1,2(2)

n =
02z 0 52 (X) + ¢t (V) + 17 (2)

where 8;{ A= Aj, gag M = Ay, r,l;j i B — Aj, 1 < i< j< 2are additive maps with Ay = A,

App = M, Ayp = B. It follows from the fact Dy = id; that wheni =j =1, 83 = idy, else 68 =0;

wheni=1,j = 2,<pg = idM,elsegog =0;wheni=j = 2,1:(;] = idB,elser(')] =0.

ow X0 0 XW
WesetS = andT = foreveryX € A,W € M.ThenST = 0and TS = .
00 00 00

So
on' OW) g OW) =Dp(ST+TS) = > (Di(S)Dj(T) + Di(T)D;(S))
0 (p,%Z(XW) =Un —i+j:n i j i j
_ 5 ol'w) 2wy || 81100 52X
e 0 ¢P?w 0 5200

81100 8200 | | ¢fw) ¢f2w)
+ 2 2
0 S0 || 0 ePw



3074 J. Zhao, J. Zhu / Linear Algebra and its Applications 436 (2012) 3072-3086

ot W)l 00 + 611 0g W) ot W)52xX) + 8! 02 W)
_ 5 +p2W)872 (X) + 812 ()92 (W)
i+j=n
0 PP WIS (X) + 672 (X0 (W)

This implies that

op W) = D" (9" W) X) + 8] (X (W), (1)
i+j=n

P W) = > (@' W32 0 + 8] X2 (W) + 0> (W)872(X) + 82 X)g (W), (2)

i+j=n
and
PREXW) = D (9P (W) (X) + 872 () ¢g7* (W) (3)
i+j=n
forany X € A, W € M. One obtains that
Pr (W) = > (9" W) (1) + 8 (g W), (4)
i+j=n
PR2(W) = > (@2 (W)872 (1) + 872 (e (W) (5)
i+j=n

by taking X = I in Egs. (1) and (3). Now we prove the fact that go,ll (W) = 0and <p§2 W) =0
by induction on n. When n = 0, it is easily verified that goél (W) = 0and <p32(W) = 0 from the
characterizations of (p(l)l and (péz. Whenn =1, gz)]” (W) = 0and (p122 (W) = 0 can be obtained by the
proof in [6, Theorem 2.1]. We assume that <pg11 (W) = 0and (p,ff (W) =0forall1 < m < n.In fact,
by the Eq. (4) and 8(1,1 = id 4, we have (p%l w) = go,ll W) + <,0,111(W) = Z(p,}] (W). Thus go,P (W) =o.
Similarly combining Eq. (5) with the fact that §3%(I;) = 0, we can get p2(W) = O forany W € M

ow X0
andn € N.ForanyX € A, W € MandY € B, setting S = |: }andT: { },thenST:O,
0Y 00

0 XW
TS = . One gets
00

0 0 i+j=n

0 @2 (XW)
= Dp(ST +T1S) = > (Di(S)Dj(T) + D;i(T)D;(S))
_ 5 () o2 W) +2(Y) || 81 (%) 82(X%)
ifj=n 0 t2(Y) 0 52X)
L300 800 | 1) g +52m) )
0 82 0 T2 (Y)
Hence the following three equations hold

> @ msteo + 50 () =0, (6)
i+j=n
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> @WK + 872 (X)) =0, 7)
i+j=n

oarXW) = 37 (5 (X + 9P W00 + 72 (182 (X)

i+j=n
+ 8 X2 W) + 5 X)) + 520077 (V) (8)
forany X € A, W € M. One can see that
> @ msta) + 8 an () =0 (9)

i+j=n

by taking X = I in Eq. (6). Using Eq. (9) and induction, one has 7,! (Y) = 0 for every n € N. Similarly
taking Y = I in Eq. (7), by inducting and using the fact that 72%(Y) = Y, we get §22(X) = 0 for every
neNandX € A.

We can obtain that

> @G0T + 82Xt () =0 (10)
i+j=n
by 51'22 X) =0, r,-” (Y) = 0 and taking W = 0in Eq. (8).
By Eq. (2) and the fact that 8,32 X) =0, (p,ll (W) =0, (pﬁz (W) =0and (p(l)z = id 4, we have

e W) = 3 8T (X)ew). (11)
i+j=n

We claimthat§ = {8,11 : n € N}isahigher derivation on A. In fact, we know that 8}1 is a derivation
by [6, Theorem 2.1]. It follows that 5}1 X1X2) = 8}1 X)Xz + X16}1 (Xy) for any X7, X5 in A. Now we
assume that 811 (X1X2) = iy jom 81 (X1)6j11 (Xy) forany 1 < m < nwith m € N. Summing up Eq.
(11) and @f? = idy, we get

e X aw)) = > 8 (X)e 2 XW)

i+j=n
= > senstoow+ > T8 e w) (12)
i+e=n i+e+k=n,k>0

for any X1, X, € Aand W € M. On the other hand

o ((XW) = 37 81 (XiX)e (W) + 8 (KiXo)W

i+j=n,j>0

> 8D (X)) (W) + 8 (X X)W (13)
e+k+j=n,j>0

for any X;,X, € Aand W € M. Combining Eq. (12) with Eq. (13), we get [8,},1 (X1X2)
— D etizn 51-" (X1)<S;l (Xz)] W = 0. Since M is faithful, we get 8;1 X1X2) = Zisj=n 8,11 (X1)8j" (X32),
i.e.8 = {8]! : n € N} is a higher derivation.

) 0 —X"'wy X W ) )
Letting S = andT = foranyY € B,W € M, and invertible X € A.Then
0 Y 00

ST =TS = 0. So we get
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OO CpTHT = X DSDIT) + Di(T)Dy(S)
00 i+j=n
_ 5 0 —p2(X~Twy) + rilz(Y)} [5]]1 *X) 812(X) +¢J]2(W)}
iti=n \| O 22(Y) 0 0
N [8,-“ () 8200 + g2 W) } {o —pP(XWY) + 2(¥) D
0 0 0 T22(Y) '
The above equation implies that
0= > [8" 00— > XT'WY) + 2(Y)) + (57 X) + 92 (W) T2 (V)]. (14)

i+j=n
By replacing W by AW in the above equation, dividing the equation by A and letting A — +o00, we
obtain that
0= > [-8!" 009> (XTTWY) + 2 (W)t (V)]. (15)
i+j=n
So we can get
0= > [=5"Ig>(WY) + o> (W) (V)] (16)
i+j=n
by setting X = I; in the above equation. Since § = {(Srll1 : n € N} is a higher derivation, 8311 (i) =0
when n > 1.1t follows from Eq. (16) that

P (WY) = D P W)t (Y). (17)
i+j=n

We claim that 7 = {tn22 : n € N}is a higher derivation on B. In fact, by the proof of [6, Theorem
2.1] we know that 772 is a derivation. This implies that t22(Y1Y,) = t22(Y1)Y, + Y1t22(Y,) for any
Y1, Yo € B.We now assume that rﬁf (Y1Y2) = Xitjzm Tizz (Y1)tj22 (Yy) foralll < m < nwithm € N.
It follows from Eq. (17) that

P (WY1Y2) = @12 (W(Y1Y2))

=wr2nY) + Y 9P (NYy)
i+j=n,j<n
=wr2nY) + D oWt ()T (Ya) (18)
i+e+k=n,i>0
forany Yy, Y, € Band W € M. On the other hand by Eq. (17) and the fact that M is a (A4, B)-bimodule,
we have
P2 (WY1Y2) = @,° (WY1)Y2)

= 2 oW = D 9l WP ()t (Ya)

i+j=n e+k+j=n
=W > M)+ Y @l WMTP )T (V). (19)
k+j=n e+k+j=n,e>0

Combining Eq. (18) with Eq. (19), we get W[rn22 (Y1Y2) — >ktj=n Tkzz (Y1)rj22(Y2)]W = 0. Since M is
faithful, we get rnzz (Y1Y2) = Xitj=n rizz(Yl )rjz2 (Y7).



J. Zhao, J. Zhu / Linear Algebra and its Applications 436 (2012) 3072-3086 3077

. . I X1 Wy X2 Wy
Now we prove that (Dy,)nen is a higher derivation. For any S = , T = eT,
0 Y 0 Y,

where X1,X, € A W;,W, € M and Yy, Y, € B. Summing up the above results and using the
definition of D;,, we obtain that

X1Xy XqW3 + WiY:
D,(ST) = D, 142 XK1W3 112
0 YiY;

| 8 aXe) 82 (XaX) + ¢’ (aWp 4 WiY2) + 7,7 (Y1Y2)
- 0 22 (Y1Ya) ’
and
> Di(S)D;(T)
i+j=n
> 8IT(X1) 81201 + 2 (Wy) + 12 (Y1)
a i+j=n 0 22(Y1)
81(X2) 8/2(X2) + 92 (W) + 12(Y2)
x
0 7% (Y2)

SpL(X1X2) }Z (31'11(X1)5J-12(X2) + 81 (Xl)fju(yz) + 5}2(X1)7§22(Y2)
i+j=n

+72 (Y1) T2 (Y2) + ¢p” (i Wa + Wi Y2)

0 22 (V1Y)
by Eq. (17) and the fact that both § and t are higher derivations. So D is a higher derivations if and only
if the equation
82 (X1X2) + @pE(XaWa + Wi Ya) + 7,2(Y1Y2)

= > (¢ XN§? X)) + 8 X)) T (Y2) + 87 (1) T (Y2) + 72 (Y1) T (Y2))
i+j=n

+ PR (X W + Wi Yy)

holds.
We get that .['122 (I,) = 0(n > 1) from [4, Lemma 2.2]. So we can write

) =— > 8071
i+j=n

by setting Y = I, in Eq. (10). Letting X = I; in the above equation, one gets 8;2 () = —r,}z(lz). So

5200 = 3 8 082a). (20)
i+j=n
Similarly by taking X = I; in Eq. (10) and noting the fact 8,111 (I;) = 0(n > 1), we have
2V =~ X §PUNTA). 1)
i+j=n
Thus it follows from Eq. (20) and Eq. (21) that



3078 J. Zhao, J. Zhu / Linear Algebra and its Applications 436 (2012) 3072-3086

82 (X1Xa) + 1,0 (V1Y) = D0 811 (XiX)8/2 (1) — D 82 ()T (V1Ya)
i+j=n i+j=n

> 3;11()(1)31“()(2)5}2(11)— > 5P (YD TR (Y.
k+1+j=n i+k-+I=n

(22)
On the other hand
2 (67 (8% (X2) + 51 (X)) (Y2) + 67 (X017 (V2) + 12 (YD) 7 (Y2)
i+j=n
= 2> > 8ens )8 — X > 8T X8 )T (Y2)
i+j=n k+1=j i+j=n k+1=j

+ > > 8;1(X1)8112(11)Tj22(Y2)_ > > 3;1](11)7122(3/1)1}22(1/2)

i+j=n k-+l=i i+j=n k+l=i

= > X8 )82 — Y SPUNT(YD)TE(Ya). (23)
i+k+I=n j+k+I1=n

Thus combining Eq. (22) with Eq. (23), we arrive at

S12(X1X2) + 92 (X Wy + WiYp) + 12 (Y1 Y2)

= > (8082 (X) + 8! (X)) (Y2) 4+ 82 (X)) T (Y)
i+j=n
+ 72 (1) (V) + 9> (W + WhYa).

Finally we obtain the desired result. [

Theorem 2.2. Let D = {D,} be a family of additive or linear mappings on T with Dg = id+. If D is Jordan
I X
higher derivable at G = 1A , then D is a higher derivation.
I

X0 X1 x71X, , ,
Proof. We setS = and T = | for every invertible element X € Aand Y € B.
oY 0o Y

I X~ XY

Then ST = Gand TS = |: } so we obtain
0 I

2810 (1y) + 2711 (1) 2812(I) + 272(Ip)
+o5' (Xo + X' XoY) +2(Xo + X 1XoY)

0 2822(I) + 922 (Xo + X" 1XoY) + 2122 (I)
=Dp(ST+TS) = >  (Di(S)Dj(T) + Di(T)D;j(S))
i+j=n
SO0 + 1Y) 8200 + 12(Y)
-z | }

i+j=n 0 872 (X) 4+ 72(Y)
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ST e X)) 52X 492X X0)
X +.L.]]1 (Yf'l) +.L.j]2(yf‘l)

ST + 0T (X Xo) 82X + 92X X0)
+ +et vy +r2(rh

81100 +51(V) 81200 + 7/2(¥)
0 §2(X) +12(v) |)

So according to the above matrix equation, we get

2811(1) + 2711 (1) + ¢ (Xo + X7 XoY)

= 21+ ONET KT + ¢! X T X) + 5T (rT)
i+j=n

+ X+ KT X) + TN E 0 + 1T ),

2812(17) + 212 (1) + 9,2 (Xo + X' XoY)

= 21670+ 5 MG X + 92X X0) + 72 ()
i+j=n

+ (82X + PN EP X 4+ ¢ (X Xo) + (YY)
+ XD+ XX + T T)EP X0 +17(1)
+ G2 X + 92X X0) + (TP 0 + 2 ()],

2822(I) + 212 () + 92 (Xo + X' XoY)

= > IR0 + 2 W)EPE T + 9P X Xo) + 2 )
i+j=n

+ P + P2 (X Xo) + T2 NP0 + TP

We claim that 8,1,1 (h) = rn“ (L) = (,0,11 (Xo) = 0whenn > 1.In fact, we could obtain

281 (1) + 273 (1) + @' (Xo + Xo)

= > 16 ) + 1M )6 1) + ¢ (Xo) + 1 (1)
i+j=n

+ 6 () + ¢ Xo) + 1 (1)) (6 () + 5 ()]

0 82X + 9P X ' Xo) + 72 (r ) |

0 §P(XTH + o2 (XXo) + 12 (YT |

3079

(24)

(25)

(26)

(27)

by settingX = I and Y = I, in Eq.(24). Whenn = 1, the result that 8] (I)) = 7{'(b) = ¢1'(Xo) =0
holds according to the [6, Theorem 2.2]. So we assume that 8} (I1) = 7)1 () = ¢l (Xo) = 0 for all
1 < m < n,m € N. Combining Eq. (27) with the fact §}'(Iy) = I, 74" (I,) = 0 and using the

induction hypothesis, we have

2801 (1) + 270 (1) + 20 (Xo) = 8) (1) + 7, () + 8, (1) + 7, ()

+ 2810 (1) + 22 (1) 4 2911 (Xo).
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Hence 8,11 (L) + t,}l (I,) = 0(n > 1). Similarly we also can set that X = [; and Y = —I, in Eq.
(24). Using the induction hypothesis, we get 8} (I) — 7,1(I,) = —¢!(Xo). Summing up the above
equations we get 28)1 (I1) = =271 () = ¢} (Xp). O

Setting X = 11; and Y = I in Eq. (24) and using 8! (I1) + 7, (1) = 0, we have
1
3¢, (Xo) = [(56,»“ (I) + r,-”(lz)) @8 (1) + 7' (1) + 2 (X))
i+j=n
1
+ @) + 511 + 201 00 (5800 + 5 () .

Thus combining 28}11 (L) = —2rn“ (L) = <pr111 (Xo) with the assumption and using 861 (Iy) = L,
one obtains

1
3¢, (Xo) = 5(28}3 (1) + 7' (1) + 201 (Xo)) + 28 (1) + 7' (1) + 281 (1) + 7, (1))

1
+ 5(2833 () + 7' (1) + 201 (X))

So (p,ll Xo) = 48,11 () + SI,}l (I). We can claim that 8,}1 () = tn“ (L) = go,P (Xo) = 0.Hence the Eq.
(24) can be rewritten into

o X' XoY) = 201G X+ 1T KT X)) + 1) + 8T T)
i+j=n
+ XY o' X X)) + 1 TNE 0 + ()] (28)
Similarly by setting X = I; and Y = I, in Eq. (26) and using the induction, we can get §2%(I;) +

1,32 (I;) = 0. We also can obtain 5,212 (h) = 1,122(12) = <p,§2(x0) =0ifwetakeX =l andY = %12 in
Eq. (26). Thus

PR2 (X XoY) = D0 (7200 + 12 () (9 (X' Xo) + 12 (T + 872 (x )
i+j=n
+ P XN + @7 X Xo) + 2N 00 + 12 (N)]. (29)
We take X = I; and Y = I, in Eq. (25), then we can get 8,12 (h) + rnlz (I,) = 0. Letting respectively
Y=DLhLandY = %12 in Eq. (25) and using the above equation we have
Ko +XXo) = D0 181 0P XTY + ¢ (X Xo) + 1 (1))

i+j=n
+ (8700 + 12X + 97 (X' Xo))
+ G + o X X)) (82 () + 12 (1)
+ P X + 92 (X Xo) + 1% (12))877 (0]
+ 8,700 4+ 1,7 () + 87X + 92 (X Xo) + 7,2 (), (30)

1
On (xo - Ex—lxo) = > OGP X + 92X Xo) + 21,2 (1))
i+j=n

6100 + 52N + R )

F OO+ X600 + )
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+ P X + 92X X0) + 272 (12))877 (0]
1 1
+ 2802 (X) + 102 (1) + 55,12(x—1) - 5<p,12(x—1x0) +12(L), (31)

which implies that

1 _ 1 _ -
S0 XX = 30 161007 (I) + Sr () (6 (X7 + ¢ (X 'X0))
i+j=n

210 + ol ) g0 - 18R] - 5200

1 1
+55,12(x*1) + 5go,l,z(x*lxo).

So

1
2 P8 + 8 (D5 (1)
i+j=n

N |

_ _ 1 _
+ 77 ()9 (X Xo) + ¢ X Xo) 5 ()] + 28,7 (X

= > 161005 (0) + 72 (12)877 ()] + 8,2 (X). (32)
i+j=n

Thus we get

I's (5212872 (X) + 811 0072 (1) + 1 (1) 9f* (XX0) + o' (XXo) 2 (12)] + %633 X)
i+j=n
= > I8 X DR + 1P )8R X DI+ 87X (33)
i+j=n

for any invertible X € A by replacing X! by X in Eq. (32). It follows that

2|2

! {] 3 15206200 + 87 (0072(1) + 12(1)pP (XX + 0! (%) 52 (1)] + ;6,1200}
i+j=n

1
+5 2 P06 KXo + ¢l X X0 (1)
i+j=n
= > 1610072 () + 72 ()87 (0] + 8,7 (X).
i+j=n
So

% [ > I521)82(X) + 81 (07 ()] + B;Z(X)}

i+j=n

1

+ - > [P ()e (XX0) + ¢! (X0) 72 (12)]
4 i+j=n
1 _ _

+5 2 506X X0) + ¢ (X X0) 5 ()]

i+j=n
= > 52187700 + 5 X072 ()] + 8,2 (X) (34)
i+j=n
for any invertible X € A.
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Similarly by letting X = I; and X = 2I; in Eq. (25), it is easily checked that

o (Xo+XoY) = >[5 (¢*Xo) + 72 (Y ) + 82 (1)
i+j=n

+ (8 + 2T + 1N HE M) + 1R (Y)
+ (9*Xo) + 12 () 4+ 82 () 172 (V)]
+ 02 Xo) + T2y 4+ 2812 (1) + 4(Y), (35)
12 1
o (Xo+ XY ) = D
( 2 ) i+j=n
+ @872 + 522 + Ty H @ m) + 52 (1)

1 _ 1
[q“ (v) (Esojz(xo) +2 () + 55;201))

1 1
+ (501200 + 520 + Sa2an) rj”m}

1
t+¢n’ (X0) + 27,2 () + 2657 (h) + S (1), (36)
which implies that
1 1 _
“orl (oY) = Y [r,-“m(gofz(xo)+8}2(11)>—832<11)rfz<y p)
2 i+j=n 2
_ 1
-5 (Y H5Mh) +2(€0,~12(X0)+51~]2(11))Tj22(Y)}
1 _
+om (N =5 (T, (37)

By considering Eq. (28) and (,0,11 (Xo) = 0 and letting X = I; and X = 2I; respectively, it is easily
verified that

o' XoY) = > [T + T 1+ 25 (v + 25 (1), (38)
i-Hj=n
Sl = X g o) o g o1+l D el 69)
i+j=n

Whenn = 0, 7d!(Y) = 0. Whenn = 1, 7/!(Y) = 0 according to [6, Theorem 2.2]. We assume
that rnlf (Y) =0foranyY € Band 1 < m < n.So combining Eq. (38) with Eq. (39) and using the
induction hypothesis, we have

ol (XoY) = 2t (Y1) + 2771(Y), (40)
1 _
Egogl XoY) =4t (v + (). (41)

By direct computation, one can verify that 7,'(Y™!) = 0. There exists n € N such that nl — Y is
invertible for any Y € Band 7' (I,) = 0,s0 7)1 (Y) = Oforany Y € 5.

When n = 0, 83%(X) = 0 for any X € A. we have §#2(X) = 0 by [6, Theorem 2.2]. So now we
assume that §22(X) = 0forall 1 < m < nand X € A. Taking respectively Y = I, and Y = 2, in Eq.
(29) and using t?%(l) = 0, n > 1, 13? = idy we have
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PR (X" 'X0) = D I8P (X 4 ¢ (X' X0)) 4 (97 X' Xo) 4 672 (X 1))8 (X)]
i+j=n
4 2822(X) + 2922 (X 'Xo) + 282 (x7 1), (42)
and
20 (X7 1X0) = D0 I8C0 X + ¢ (X T1X0)) + (9 (X 'X0) + 872 (X)) (0]
i+j=n
+ 872(X) + 4922 (X' Xo) + 4822 (X7 ). (43)
Combining the assumption and the above equations, we have the following equations:
—n (X Xo) = 2672(X) + 28,7 (X1,
=207 (X" 'Xo) = 872 (X) + 452 (X 1).

By direct computation, one can verify that 8,212 (X) = 0 for any invertible X € A and n € N. Because

there is some integer n such that nl; — X is invertible for every X € A, the conclusion of 8,212 X)=0
holds for every X € A.

X XW X1 Xx71Xy — wy !
We set S = and T = forany Y € B, W € M, and for any
0Y

0 y~!
. . I] X_1X0Y .. 12 12 .
invertible X € A, then ST = Gand TS = . So combining §,°(I1) + 7,“(I2) = 0 with
0 I

the characterization of D, we obtain the following equation:
ol (X7 1XoY) 2 (Xo + X' XoY)
0 P22 (X" 1XoY)
=Du(ST+TS) = > (Di(S)D;(T) + Di(T)D;(S))

i+j=n
_ 8110 + @l W) §2(X) + > (XW) + 72 (Y)
B +,Z= ([ 0 T2(Y) + P2 (XW) }
[8].“ KD+ @ XX — Wy 1) §2(X) + 92X X — Wy ) + (v ) }
0 (YT 4+ 92X X —wy T

N STXTH + o' XX — WY §P(XT) + 2 (XX — WY + 12 (YT
0 2D + ¢ (XX —wy ™)
81100 + ¢ (xw) (X)) + 9> (XW) + *(Y)
0 TP (Y) + g2 (XW)
which implies the following three equations:
On (X~ XoY)

= > 1M+ W)X 4+ ¢l (XX — Wy )
i+j=n

+ O + oM X X0 — WY TG (X0) + ¢ w1, (44)
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P2 (Xo + X' XoY)
= DI04+ @ W) KT + 92X X — Wy T + 2 (v )
i+j=n
+ (82 (X) + 92 (XW) + 2N (D + 9 (XX —wyTh)
+ X + oMK X — WY T (820 + 2 (XW) + 1Y)

+ G X+ 92X X — WY + 2T (YY) + o (xw))l, (45)
22(X—]Xoy)
= > @) + @ W) () 4+ 92 (XX — Wy )
i+j=n
+ (@20 4 92X X0 — WY ) (5P(Y) 4 ¢ (XW))]. (46)

Now we take X = 2I; and Y = I, in Eq. (44) and Eq. (46), it is checked that

Soioo = 3 [@lta+ 26wy (a8 + ¢! (% - W)

i+j=n

(a0 + e (20— w)) @30 + 261wy .

S0 = 3 [0 + 202w 2w + ¢ (3% - w))

i+j=n
1
+ (@2 (h) + ¢ (Exo - )) (2(1y) + 2¢22(W)>]

By the fact that 811 (I;) = 0(n > 1), t22(I,) = 0(n > 1) and ¢} (Xo) = 0, p2%(Xp) = O for any
n > 0, it follows that
0= 2011 11 11
=20, W) +4 > ¢/ W' (W),
i+j=n
0=2¢"W) +4 3 ¢ (W)g*W).
i+j=n
When n = 0, go Lw) = (pOZ(W) = 0,Whenn =1, <p w) = golz(W) = 0, So we assume that
(W) = (p Z(WW) =0 for all1 < m < nand W € M. Combining the above equation with the

assumptlon, we get that (pn Tw) = nZ(W) =0foralll<m<n.
By setting respectively Y = %12 and Y = I, in Eq. (45), the following two equations hold

1
90,12 (Xo + EX_lXO) = Z

[8,“ X)X + 92 (KXo —2W) + 252 (12))
i+j=n

+ 8 (x™ )(5”(X)+¢ (XW) + — 12(12))} + 2812 (X)

+ 202 (xw) + 12 (1) + 58,111 x 1

+ wnz(x—lxo 2W) + 1,2(1), (47)
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o Xo+XX0) = > [ 0GP 4+ 92X X0 — W) + 2 (12))
i+j=n
+ 81 (TG00 + ¢ XW) + 5 ()] + 8, (X)
+ o2 XW) 4+ 72 () + 81X + @2 (X 'Xo — W) + 12(Iy).  (48)
which implies that
1 _ 1 _
— ) = 3 [0 ) + 811005 ) + 8 o g
i+j=n
1 _ 1 _
+ 83700 + @’ OW) — 8, (X7 = S0P (X' Xo). (49)
It follows from Eq. (34) and the fact 6,32 X)) = (p,ll w) = (przlz(W) = 0, we have
) == > 81075 (h). (50)
i+j=n
Hence combing Eq. (49) with Eq. (50), we can see that
oW = 37 81 X)g* (W)
i+j=n

for any invertible X € A. There exists some n € N such that nl; — X is invertible for every X € 4, one
can check that

oWy = Y 8T (X)e* (W) (51)
i+j=n

forany X € A.
Now we take respectively X = I; and X = 2I; in Eq. (45), one gets

P Ko+ XoY) = D [(82() + 9> (W) + 2 () (v )
i+j=n

+ (82 (h) + ¢ Ko — WY + 12 (YT + 8,7 (1)
+ 02X — WY ) + 2y +812(1) + 1 2() + 92 (W), (52

o200+ Xor) = 3 @820 + 20 W) + 720N
i+j=n

1 1 _ _
+ (5822(11) +¢ (Exo - wy 1) +1%(Y 1)) T2 (V)] + 8,2(1)

1 B B 1
+ 292 (gxﬂ — WY 1) +2r2(v Y +82) + 5r,}z(y) + o2(w),

(53)
which implies that
1 1
SRV = 3 [0+ gPwW)TP ) + 2 621 + o Gen g |
i+j=n
+olwy™ — 2y + %t,}z(Y). (54)

Combining the above equation with Eq. (37) and the fact 7)1 (Y) = 0, we get
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1 1 1
P (820720 + J8RITEW) + e g 0] + S rw) - o)

= 3 [P0 o ) + S8R agm + Sl sorRm)]

i+j=n
= 3 PR 4 r W) - o) g, (55)
i+j=n
So
o WY = D P w2 (v . (56)

i+j=n
Replacing Y by Y~ in the above equation, we obtain for any invertible Y € B
P (WY) = 3 W)t (Y). (57)
i+j=n

Since there is some integer n such that nl, — Y is invertible for every Y € 3, it is easy to see that Eq.
(57)is true for every Y € Band W € M, Summing up Eq. (54) and Eq. (56), Eq. (57), we obtain that

> RunTRO ) A T2 = - | 3 62 gEm) + 12 | (58)
i+j=n 2 i+j=n 4
Thus
1 -
2 ST+ = ['Z 5PN + 5,2 (r ) (59)
i+j=n i+j=n J

by replacing Y~! by Y in the Eq. (58). Combining Eq. (58) with Eq. (59), we can obtain

% [ > 8T + r,lz(vh} =2 [ > 8PP + r,?(Y‘)} :

i+j=n i+j=n
So using the direct computation, we can claim that

T2 (Y) =— D 52T (Y). (60)
i+j=n

Now summing up all the above equations and using similar arguments as that in the proof of Theo-
rem 2.1, it is easily checked that both {8 },en and {t*}nen are higher derivations. Therefore it is also
an easy computation to see that {Dy},cy is a higher derivation. [
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