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1. Introduction

Backward stochastic differential equations (BSDEs in short) were first introduced in [1] in order to give a probabilistic
interpretation (Feynman–Kac formula) for the solutions of semilinear parabolic PDEs, one can see [2,3]. Moreover, BSDEs
have been considered with great interests in the past decade because for its connections with mathematical finance [4] as
well as stochastic optimal control and stochastic games [5].

On the other hand, backward doubly stochastic differential equations (BDSDEs in short) driven by two Brownian motions
were introduced in [6] in order to give a probabilistic representation for a class of quasilinear stochastic partial differential
equations (SPDEs in short). Following this, Bally and Matoussi [7] gave a probabilistic representation of the solutions to
parabolic semilinear stochastic PDEs in Sobolev spaces by means of BDSDEs. Furthermore, Matoussi and Scheutzow [8]
discussed BDSDEs and applications in SPDEs, where the nonlinear noise term was given by the Itô–Kunita stochastic integral.
Recently, Zhu and Shi [16] derived the existence and uniqueness of the solutions to BDSDEs driven by Brownian motions
and a Poisson process.

The main tool in the theory of BSDEs is the martingale representation theorem, which is well known for martingales
which are adapted to the filtration of the Brownian motion, or that of the Poisson point process [1,13] or that of a Poisson
random measure [14]. Recently, Nualart and Schoutens [9] gave a martingale representation theorem associated with the
Lévy process. Furthermore, they showed the existence and uniqueness of solutions to BSDEs driven by Teugels martingales
in [10]. The results were important from a pure mathematical point of view as well as in the world of finance, which could
be used for the purpose of option pricing in a Lévy market and the related partial differential equation which provided
an analogue of the famous Black–Scholes partial differential equation. Following that, Bahlali et al. [15] generalized the
above case to the BSDEs driven by Teugels martingales and an independent Brownian motion and gave the probabilistic
representation for the solutions to a class of PDIEs.
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Then it is natural to extend BDSDEs to the case of Lévy processes. The purpose of the present paper is to consider BDSDEs
driven by Lévy processes of the kind considered in [15]. This allows us to give a probabilistic interpretation for the solutions
to a class of stochastic partial differential integral equations (SPDIEs in short).

The paper is organized as follows. In Section 2, we introduce some preliminaries and notation. Section 3 is devoted to
the proof of the existence and uniqueness of the solutions to BDSDEs driven by Lévy processes. In Section 4, we give a
probabilistic interpretation of solutions to a class of SPDIEs.

2. Preliminaries and notation

Let T > 0 be a fixed terminal time. Let (Ω,F , {Ft}0≤t≤T, P) be a filtered probability space, {Bt : t ∈ [0, T]}, {Wt : t ∈ [0, T]}
and {Lt : t ∈ [0, T]} be three mutually independent processes. {Bt : t ∈ [0, T]}, {Wt : t ∈ [0, T]} are two standard
Brownian motions in R and {Lt : t ∈ [0, T]} is a R-valued Lévy process corresponding to a standard Lévy measure ν such
that

∫
R(1 ∧ y)ν(dy) <∞,

Let N denote the totality of P-null sets of F . For each t ∈ [0, T], we define
Ft , F B

t,T ∨ F W
t ∨ F L

t ,

where for any process {ηt},F
η
s,t = σ{ηr − ηs : s ≤ r ≤ t} ∨N ,F

η
t = F

η
0,t.

Note that {Ft, t ∈ [0, T]} is neither increasing nor decreasing, so it does not constitute a filtration.
Let H2 denote the space of real-valued, square integrable and Ft-progressively measurable processes ϕ = {ϕt : t ∈ [0, T]}

such that

|ϕ|2 = E
∫ T

0
|ϕt|

2dt <∞

and denote by P 2 the subspace of H2 formed by the predictable processes.
Let l2 be the space of real-valued sequences (xn)n≥0 such that

∑
∞

i=0 x2
i is finite. We shall denote by H2(l2) and P 2(l2) the

corresponding spaces of l2-valued processes equipped with the norm

‖ϕ‖2
=

∞∑
i=0

E
∫ T

0
|ϕ

(i)
t |

2dt.

Finally, set H 2
T = H2

×P 2
×P 2(l2).

Let S2 be the set of real-valued, Ft-measurable processes ϕ = {ϕt : t ∈ [0, T]} such that
E( sup

0≤s≤T
|ϕs|

2) <∞.

We denote by E = S2
× P 2

× P 2(l2) the set of R× R× l2-valued processes (Y,U, Z) defined on R+ × Ω which are Ft−

adapted and such that

‖(Y,U, Z)‖2
= E

(
sup

0≤t≤T
|Yt|

2
+

∫ T

0
|Us|

2ds+
∫ T

0
‖Zs‖

2ds
)

< +∞.

Then, the couple (E, ‖ · ‖) is a Banach space.
We denote by (H(i))i≥1 the Teugels martingale associated with the Lévy process {Lt : t ∈ [0, T]} (see [9,10,15]) which is

given by

H(i)
t = ci,iY

(i)
t + ci,i−1Y

(i−1)
t + · · · + ci,1Y

(1)
t ,

where Y(i)
t = L(i)t −E[L(i)t ] = L(i)t −tE[L(i)1 ] for all i ≥ 1 and L(i)t are power-jump processes. That is, L(i)t = Lt and L(i)t =

∑
0<s≤t(4Lt)

i

for i ≥ 2, where it was shown in [13] that the coefficients ci,k correspond to the orthonormalization of the polynomials
1, x, x2, . . . with respect to the measure µ(dx) = x2ν(dx)+ σ2δ0(dx):

qi−1 = ci,ix
i−1
+ ci,i−1x

i−2
+ · · · + ci,1.

We set
pi(x) = xqi−1(x) = ci,ix

i
+ ci,i−1x

i−1
+ · · · + ci,1x.

Remark 1. If ν = 0, we are in the classic Brownian case and all non-zero-degree polynomials qi(x) will vanish, giving
H(i)

t = 0, i = 2, 3, . . .. If µ only has mass at 1, we are in the Poisson case; here also H(i)
t = 0, i = 2, 3, . . .. Those two

cases are degenerate in this Lévy framework.

Definition 2. By definition, a solution to a BDSDE (ξ, f , g) is a triple (Y,U, Z) ∈ E such that for any 0 ≤ t ≤ T

Yt = ξ+

∫ T

t
f (s, Ys−,Us, Zs)ds+

∫ T

t
g(s, Ys−,Us, Zs)dBs −

∫ T

t
UsdWs −

∞∑
i=1

∫ T

t
Z(i)
s dH(i)

s . (1)

Here the integral with respect to {Bt} is the classical backward Itô integral (see [11]) and the integral with respect to {Wt}

and {H(i)
t } are two standard forward Itô integrals (see [12]).
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In order to attain the solution of Eq. (1), we propose the following conditions:
(H1) The terminal value ξ ∈ L2(Ω,FT, P);
(H2) The coefficients f : [0, T] × Ω × R× R× l2 → R and g : [0, T] × Ω × R× R× l2 → R are progressively measurable,

such that

f (·, 0, 0, 0), g(·, 0, 0, 0) ∈ H2
;

(H3) There exists some constants C > 0 and 0 < α < 1 such that for every (ω, t) ∈ Ω × [0, T], (y1, u1, z1), (y2, u2, z2) ∈
R× R× l2,

|f (t, y1, u1, z1)− f (t, y2, u2, z2)|
2
≤ C(|y1 − y2|

2
+ |u1 − u2|

2
+ ‖z1 − z2‖

2),

|g(t, y1, u1, z1)− g(t, y2, u2, z2)|
2
≤ C|y1 − y2|

2
+ α(|u1 − u2|

2
+ ‖z1 − z2‖

2).

The result depends on the following extension of the well-known Itô formula. Its proof follows the same program as
Lemma 1.3 of [6].

Lemma 3. Let α ∈ S2,β, γ,η and ζ(i) ∈ H2 be such that

αt = α0 +

∫ t

0
βsds+

∫ t

0
γsdBs +

∫ t

0
ηsdWs +

∞∑
i=1
ζ(i)s

∫ t

0
dH(i)

s , 0 ≤ t ≤ T.

Then

|αt|
2
= |α0|

2
+ 2

∫ t

0
αsβsds+ 2

∫ t

0
αsγsdBs + 2

∫ t

0
αsηsdWs

+ 2
∞∑
i=1

∫ t

0
αsζ

(i)
s dH(i)

s −

∫ t

0
|γs|

2ds+
∫ t

0
|ηs|

2ds+
∞∑
i=1

∞∑
j=1

∫ t

0
ζ(i)s ζ

(j)
s d[H(i),H(j)

]s.

Note that 〈H(i),H(j)
〉t = δijt; we have

E|αt|
2
= E|α0|

2
+ 2E

∫ t

0
αsβsds− E

∫ t

0
|γs|

2ds+ E
∫ t

0
|ηs|

2ds+
∞∑
i=1

E
∫ t

0
(ζ(i)s )2ds.

3. Existence and uniqueness of the solutions

Our goal in this section is to prove the following result.

Theorem 4. Assume (H1)–(H3) hold. Then, there exists a unique triple (Y,U, Z) ∈ E satisfying Eq. (1).

Proof. For f , g ∈ H2, ξ ∈ L2(Ω,FT, P), we set the filtration {Gt, t ∈ [0, T]}

Gt = F L
t ∨ F W

t ∨ F B
t

and the Gt-square integrable martingale

Mt = E
[
ξ+

∫ T

0
f (s)ds+

∫ T

0
g(s)dBs|Gt

]
, 0 ≤ t ≤ T.

The predictable representation property (see [15] Proposition 2.1) yields that there exist U ∈ P 2 and Z ∈ P 2(l2) such that

Mt = M0 +

∫ t

0
UsdWs +

∞∑
i=1

∫ t

0
Z(i)
s dH(i)

s .

Hence

MT = Mt +

∫ t

0
UsdWs +

∞∑
i=1

∫ T

t
Z(i)
s dH(i)

s .

Let

Yt = Mt −

∫ t

0
f (s)ds−

∫ t

0
g(s)dBs

= MT −

∫ t

0
f (s)ds−

∫ t

0
g(s)dBs −

∫ T

t
UsdWs −

∞∑
i=1

∫ T

t
Z(i)
s dH(i)

s

from which we deduce that

Yt = ξ+

∫ T

t
f (s)ds+

∫ T

t
g(s)dBs −

∫ T

t
UsdWs −

∞∑
i=1

∫ T

t
Z(i)
s dH(i)

s .
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So for each (Y t,Ut, Zt) ∈ H 2
T , there exists (Yt,Ut, Zt) satisfying−dYt = f (t, Y t−,Ut, Zt)dt + g(t, Y t−,Ut, Zt)dBt −

∫ T

t
UsdWs −

∞∑
i=1

Z(i)
t dH(i)

t ,

YT = ξ.

First, we give a mapping defined by

Φ : H 2
T → H 2

T , Φ(U
′

t) = U′t,

where U′t = (Yt,Ut, Zt),Φ(U
′

t) = (Y t,Ut, Zt).

Next, we prove that Φ is a strict contraction on H 2
T with the norm

‖(Y,U, Z)‖β =

(
E

[∫ T

0
eβs(|Ys−|

2
+ |Us|

2
+

∞∑
i=1
|Z(i)

s |
2)ds

]) 1
2

,

for a suitable β > 0.

Let (K,G, V) and (K′,G′, V ′) be two elements of H 2
T and set Φ(K,G, V) = (Y,U, Z) and Φ(K′,G′, V ′) = (Y ′,U′, Z′). Denote

(K̄, Ḡ, V̄) = (K − K′,G− G′, V − V ′) and (Ȳ, Ū, Z̄) = (Y − Y ′,U − U′, Z − Z′).
Applying Itô formula to eβs(Ys − Y ′s)

2, from s = t to s = T, it follows that

eβt(Yt − Y ′t)
2
= −β

∫ T

t
eβs(Ys− − Y ′s−)

2ds+ 2
∫ T

t
eβs(Ys− − Y ′s−)[f (s, Ks−,Gs, Vs)− f (s, K′s−,G

′

s, V
′

s)]ds

+ 2
∫ T

t
eβs(Ys− − Y ′s−)[g(s, Ks−,Gs, Vs)− g(s, K′s−,G

′

s, V
′

s)]dBs

+ 2
∫ T

t
eβs(Ys− − Y ′s−)(Zs − Z′s)dWs − 2

∫ T

t
eβs(Ys− − Y ′s−)

∞∑
i=1

(Z(i)
s − Z′(i)s )dH(i)

s

+

∫ T

t
eβs|g(s, Ks−,Gs, Vs)− g(s, K′s−,G

′

s, V
′

s)|
2ds−

∫ T

t
eβs(Us − U′s)

2ds

−

∫ T

t
eβs

∞∑
i=1

∞∑
j=1

(Z(i)
s − Z′(i)s )(Z(j)

s − Z′(j)s )d[H(i),H(j)
]s.

Taking mathematical expectation on both sides, we obtain

E[eβt(Yt − Y ′t)
2
] +

∫ T

t
eβs(Us − U′s)

2ds+
∞∑
i=1

E
∫ T

t
eβs(Z(i)

s − Z′(i)s )2ds

= −βE
∫ T

t
eβs(Ys− − Y ′s−)

2ds+ 2E
∫ T

t
eβs(Ys− − Y ′s−)[f (s, Ks−,Gs, Vs)− f (s, K′s−,G

′

s, V
′

s)]ds

+ E
∫ T

t
eβs|g(s, Ks−,Gs, Vs)− g(s, K′s−,G

′

s, V
′

s)|
2ds.

Furthermore, we have

E[eβt(Yt − Y ′t)
2
] + βE

∫ T

t
eβs(Ys− − Y ′s−)

2ds+
∫ T

t
eβs(Us − U′s)

2ds+
∞∑
i=1

E
∫ T

t
eβs(Z(i)

s − Z′(i)s )2ds

≤
2C

1− α
E
∫ T

t
eβs(Ys− − Y ′s−)

2ds+
1− α

2
E
∫ T

t
eβs(|Ks− − K′s−|

2
+ |Gs − G′s|

2
+ ‖Vs − V ′s‖

2)ds

+E
∫ T

t
eβs(C|Ks− − K′s−|

2
+ α|Gs − G′s|

2
+ α‖Vs − V ′s‖

2)ds

=
2C

1− α
E
∫ T

t
eβs(Ys− − Y ′s−)

2ds+
(
C +

1− α
2

)
E
∫ T

t
eβs|Ks− − K′s−|

2ds

+
1+ α

2
E
∫ T

t
eβs|Gs − G′s|

2ds+
1+ α

2
E
∫ T

t
eβs‖Vs − V ′s‖

2ds.

Thus, we obtain

E[eβt(Yt − Y ′t)
2
] +

(
β−

2C
1− α

)
E
∫ T

t
eβs(Ys− − Y ′s−)

2ds+
∫ T

t
eβs(Us − U′s)

2ds+ E
∫ T

t
eβs‖Zs − Z′s‖

2ds

≤

(
C +

1− α
2

)
E
∫ T

t
eβs|Ks− − K′s−|

2ds+
1+ α

2
E
∫ T

t
eβs|Gs − G′s|

2ds+
1+ α

2
E
∫ T

t
eβs‖Vs − V ′s‖

2ds.



Y. Ren et al. / Journal of Computational and Applied Mathematics 223 (2009) 901–907 905

Let γ = 2C
1−α , C̄ = 2(C + 1−α

2 )/1+ α and β = γ + C̄, we get

E[eβt|Yt − Y ′t |
2
] + C̄E

∫ T

t
eβs(Ys− − Y ′s−)

2ds+ E
∫ T

t
eβs|Us − U′s|

2ds+ E
∫ T

t
eβs‖Zs − Z′s‖

2ds

≤
1+ α

2
E
∫ T

t
eβs(C̄|Ks− − K′s−|

2
+ |Gs − G′s|

2
+ ‖Vs − V ′s‖

2)ds.

Note that E[eβt(Yt − Y ′t)
2
] ≥ 0, we finally obtain

E
∫ T

t
eβs(C̄|Ys− − Y ′s−|

2ds+ |Us − U′s|
2
+ ‖Zs − Z′s‖

2)ds ≤
1+ α

2
E
∫ T

t
eβs(C̄|Ks− − K′s−|

2
+ |Gs − G′s|

2
+ ‖Vs − V ′s‖

2)ds.

That is

‖(Y,U, Z)‖2
β ≤

1+ α
2
‖(K,G, V)‖2

β.

From this it follows that Φ is a strict contraction on H 2
T with the norm ‖ · ‖β where β is defined as above. Then, Φ has a

unique fixed point (Y,U, Z) ∈ H 2
T . From the Burkholder–Davis–Gundy inequality, it follows that (Y,U, Z) ∈ E which is the

unique solution of Eq. (1). �

4. Application to SPDIEs

In this section, we study the link between BDSDEs driven by Lévy processes and the solution of a class of SPDIEs. Suppose
that our Lévy process has the form of Lt =

∫ t
0 σ(Ls)dWs+ Xt where Xt is a Lévy process with Lévy measure ν(dx), which takes

the form Xt = at + lt , where lt is a pure jump process.
In order to attain our main result, we give a Lemma that appeared in [10].

Lemma 5. Let c : Ω × [0, T] × R→ R be a measurable function such that

|c(s, y)| ≤ as(y
2
∧ |y|) a.s.,

where {as, s ∈ [0, T]} is a non-negative predictable process such that E
∫ T

0 a2
s ds <∞. Then, for each 0 ≤ t ≤ T, we have

∑
t<s≤T

c(s,∆Ls) =
∞∑
i=1

∫ T

t
〈c(s, ·), pi〉L2(ν)dH

(i)
s +

∫ T

t

∫
R
c(s, y)ν(dy)ds.

Consider the following BDSDEs:

Yt = h(LT)+
∫ T

t
f (s, Ys−,Us, Zs)ds+

∫ T

t
g(s, Ys−,Us, Zs)dBs −

∫ T

t
UsdWs −

∞∑
i=1

Z(i)
s dH(i)

s , 0 ≤ t ≤ T, (2)

where E|h(LT)|2 <∞.
Define

u1(t, x, y) = u(t, x+ y)− u(t, x)−
∂u

∂x
(t, x)y,

where u is the solution of the following SPDIEs:

∂u

∂t
(t, x)+

1
2
σ2(x)

∂2u

∂x2 (t, x)+ a′
∂u

∂x
(t, x)+

∫
R
u1(t, x, y)ν(dy)

+ f
(
t, u(t, x),σ(x)

∂u

∂x
(t, x), {u(i)(t, x)}∞i=1

)
+ g

(
t, u(t, x),σ(x)

∂u

∂x
(t, x), {u(i)(t, x)}∞i=1

)
Ḃtdt = 0,

u(T, x) = h(x),

(3)

where a′ = a+
∫
{|y|≥1} yν(dy), Ḃt is a white noise and

u(1)(t, x) =
∫

R
u1(t, x, y)p1(y)ν(dy)+

∂u

∂x
(t, x)

(∫
R
y2ν(dy)

) 1
2
,

and for i ≥ 2

u(i)(t, x) =
∫

R
u1(t, x, y)pi(y)ν(dy).
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In order to give the meaning to Ḃtdt, we write the above SPDIEs in the following integral form:

u(t, x) = h(x)+
∫ T

t

[
1
2
σ2(x)

∂2u

∂x2 (s, x)+
∫

R
u1(s, x, y)ν(dy)+ a′

∂u

∂x
(s, x)+ f

(
s, u(s, x),σ(x)

∂u

∂x
(s, x),

{u(i)(s, x)}∞i=1

)]
ds+

∫ T

t
g(s, u(s, x),σ(x)

∂u

∂x
(s, x), {u(i)(s, x)}∞i=1)dBs. (4)

Suppose that u is C1,2 function such that ∂u
∂t

and ∂2u
∂x2 is bounded by a polynomial function of x, uniformly in t. Then we have

the following:

Theorem 6. The unique adapted solution of (2) is given by

Yt = u(t, Lt),

Ut = σ(Lt)
∂u

∂x
(t, Lt),

Z(i)
t =

∫
R
u1(t, Lt−, y)pi(y)ν(dy), i ≥ 2,

Z(1)
t =

∫
R
u1(t, Lt−, y)p1(y)ν(dy)+

∂u

∂x
(t, Lt−)

(∫
R
y2ν(dy)

) 1
2
.

Proof. Applying Itô formula to u(s, Ls), we obtain

u(T, LT)− u(t, Lt) =
∫ T

t

∂u

∂s
(s, Ls−)ds+

1
2

∫ T

t
σ2(Ls)

∂2u

∂x2 (s, Ls)ds

+

∫ T

t
σ(Ls)

∂u

∂x
(s, Ls)dWs +

∫ T

t

∂u

∂x
(s, Ls−)dLs

+
∑

t<s≤T

[u(s, Ls)− u(s, Ls−)−
∂u

∂x
(s, Ls−)4Ls]. (5)

Lemma 5 applied to u(s, Ls− + y)− u(s, Ls−)−
∂u
∂x

(s, Ls−)y shows

∑
t<s≤T

[u(s, Ls)− u(s, Ls−)−
∂u

∂x
(s, Ls−)4Ls]

=

∞∑
i=1

∫ T

t

(∫
R
u1(s, Ls−, y)pi(y)ν(dy)

)
dH(i)

s +

∫ T

t

∫
R
u1(s, Ls−, y)ν(dy)ds. (6)

Note that

Lt = Y(1)
t + tEL1 =

(∫
R
y2ν(dy)

) 1
2
H(1)

t + tEL1, (7)

where EL1 = a+
∫
{|y|≥1} yν(dy).

Hence, substituting (6) and (7) into (5) yields

h(LT)− u(t, Lt) =
∫ T

t

[
∂u

∂s
(s, Ls−)+

1
2
σ2(Ls)

∂2u

∂x2 (s, Ls)+ a
∂u

∂x
(s, Ls−)+

∫
{|y|≥1}

yν(dy)

+

∫
R
u1(s, Ls−, y)ν(dy)

]
ds+

∫ T

t
σ(Ls)

∂u

∂x
(s, Ls)dWs +

∫ T

t

[
u1(s, Ls−, y)p1(y)ν(dy)

+
∂u

∂x
(s, Ls−)

(∫
R
y2ν(dy)

) 1
2
]

dH(1)
s +

∞∑
i=2

∫ T

t

(∫
R
u1(s, Ls−, y)pi(y)ν(dy)

)
dH(i)

s .

From which we get the desired result of the theorem. �

Next, we give a example of SPDIEs.

Example 7. Assume that ν(dx) =
∑
∞

i=1 αiδβi(dx), where δβi(dx) denotes the positive mass measure at βi ∈ R of size 1.
Furthermore, we assume that

∑
∞

i=1 αi|βi|
2 <∞. Then, the process L can be written as Lt =

∫ t
0 σ(Ls)dWs+at+

∑
∞

i=1(N
(i)
t −αit),
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where {N(i)
}
∞

i=1 is a sequence of independent Poisson processes with parameters {αi}
∞

i=1. Recall that H(1)
t =

∑
∞

i=1
β1√
αi

(N(i)
t −α1t)

and H(i)
t = 0, i ≥ 2 (see [9]). Let (Y,U, Z) be the unique solution of the following BDSDEs:

Yt = h(LT)+
∫ T

t
f (s, Ys−,Us, Zs)ds+

∫ T

t
g(s, Ys−,Us, Zs)dBs −

∫ T

t
UsdWs −

∞∑
i=1

∫ T

t
Z(i)
s d(N(i)

s − αis).

Then

Yt = u(t, Lt),

Ut = σ(Lt)
∂u

∂x
(t, Lt),

Z(1)
t = α1u

1(t, Lt−,β1)p1(β1)+

(
∞∑
i=1
αi|βi|

2

) 1
2 ∂u

∂x
(t, Lt−),

Z(i)
t = αiu

1(t, Lt−,βi)pi(βi), i ≥ 2,

where u is the solution of the following SPDIEs:

∂u

∂t
(t, x)+

1
2
σ2(x)

∂2u

∂x2 (t, x)+
∞∑
i=1
αiu

1(t, x,βi)+ a′
∂u

∂x
(t, x)

+ f
(
t, u(t, x),σ(x)

∂u

∂x
(t, x),

∂u

∂x
(t, x)

)
+ g

(
t, u(t, x),σ(x)

∂u

∂x
(t, x),

∂u

∂x
(t, x)

)
Ḃtdt = 0,

u(T, x) = h(x).

(8)
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