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Abstract

W.C.K. Yen introduced BOTTLENECK DOMINATION and BOTTLENECK INDEPENDENT DOMINATION. He presented an \(O(n \log n + m)\)-time algorithm to compute a minimum bottleneck dominating set. He also obtained that the BOTTLENECK INDEPENDENT DOMINATING SET problem is NP-complete, even when restricted to planar graphs.

We present simple linear time algorithms for the BOTTLENECK DOMINATING SET and the BOTTLENECK TOTAL DOMINATING SET problem. Furthermore, we give polynomial time algorithms (most of them with linear time-complexities) for the BOTTLENECK INDEPENDENT DOMINATING SET problem on the following graph classes: AT-free graphs, chordal graphs, split graphs, permutation graphs, graphs of bounded treewidth, and graphs of clique-width at most \(k\) with a given \(k\)-expression.
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1. Introduction

We consider undirected, finite and simple graphs \(G = (V, E)\). We denote by \(G[W]\) the subgraph of \(G = (V, E)\) induced by the vertex set \(W \subseteq V\). For a vertex \(x \in V\) in a graph \(G = (V, E)\) we use \(N(x)\) to denote its neighborhood and \(N[x] = N(x) \cup \{x\}\) to denote its closed neighborhood. For \(S \subseteq V\), let \(N(S) = \bigcup_{s \in S} N(s)\) and \(N[S] = \bigcup_{s \in S} N[s]\).

Let \(w : V \to \mathbb{Z}\) be a function assigning to each vertex \(v\) of \(G\) a weight \(w(v)\) such that all arithmetic operations on vertex weights can be performed in \(O(1)\)-time. We call \(w\) a vertex weight function and \((G, w)\) a weighted graph.

There is a collection of NP-complete graph problems having as input a weighted graph and the goal is to find the minimum (resp. maximum) weight of a certain type of vertex subset, as e.g. MAXIMUM WEIGHT INDEPENDENT SET and MINIMUM WEIGHT DOMINATING SET. Thereby the weight of a vertex set \(U \subseteq V\) is usually defined to be \(w(U) = \sum_{u \in U} w(u)\). This definition of the weight of a subset determines the objective function of the problem to be considered to be one particular function, namely \(\text{SUM}\): minimize (resp. maximize) \(\sum_{i=1}^{n} w_i x_i\), where in a standard
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weight $V = \{v_1, v_2, \ldots, v_n\}$, and for all $i = 1, 2, \ldots, n$, $w_i = w(v_i)$, and $x_i \in \{0, 1\}$. Although this might seem to be the only interesting objective function, we feel that other objective functions (maybe even nonsymmetric ones) are worth studying. Following earlier work on bottleneck problems we replace the objective function $\text{SUM}$ by $\text{MAX}$ (resp. $\text{MIN}$):

$$\text{minimize } \max_{i=1,\ldots,n} w_i x_i \text{ (resp. maximize } \min_{i=1,\ldots,n} w_i x_i \text{).}$$

We were motivated by the work of W.C.K. Yen who introduced bottleneck domination and bottleneck independent domination in [22]. He showed that the above approach turns the NP-complete graph problem, (MINIMUM WEIGHT) DOMINATING SET, into the $O(m + r \log n)$-time solvable graph problem BOTTLENECK DOMINATING SET, while (MINIMUM WEIGHT) INDEPENDENT DOMINATING SET is turned into the NP-complete problem BOTTLENECK INDEPENDENT DOMINATING SET (which remains NP-complete on planar graphs). He also gave a linear time algorithm to compute a minimum bottleneck independent dominating set on interval graphs.

Domination is a fundamental concept in graph theory and it also plays an important role as an often studied NP-complete problem. In algorithmic graph theory a huge number of efficient algorithms for the computation of various types of minimum cardinality and minimum weight dominating sets has been published. A special issue of Discrete Mathematics has been published in 1990 [12]. Two books dedicated to domination in graphs have been published in 1998 [10,11].

We recall some notations. A dominating set of $G = (V, E)$ is a set $D$ of vertices such that every vertex in $V - D$ has at least one neighbor in $D$. A total dominating set of $G = (V, E)$ is a set $D$ of vertices such that every vertex has at least one neighbor in $D$ (i.e. $G[D]$ has no isolate vertices).

**Definition 1.** Let $(G, w)$ be a weighted graph. For any set of $V' \subseteq V(G)$, the bottleneck of $V'$ is defined to be $\max\{w(x)|x \in V'\}$.

**Definition 2.** The BOTTLENECK (TOTAL) DOMINATING SET problem, $\text{B(T)DS}$, asks for a (total) dominating set $D$ of a weighted graph $(G, w)$ such that the maximum weight over the vertices in $D$ is as small as possible.

The main subject of our paper is the bottleneck variant of the INDEPENDENT DOMINATING SET problem. Recall that an independent dominating set of a graph $G$ is a set $D$ of $G$ which is a dominating and an independent set of $G$.

**Definition 3.** The BOTTLENECK INDEPENDENT DOMINATING SET problem (BIDS) asks for an independent dominating set $D$ of a weighted graph $(G, w)$ such that the maximum weight over the vertices in $D$ is as small as possible.

In a similar way the problems BOTTLENECK CONNECTED DOMINATING SET (where $G[D]$ is connected) and BOTTLENECK DOMINATING CLIQUE (where $D$ is a clique) can be defined.

In our paper we present the following results. In Section 2 we show that there are simple linear time algorithms to compute a minimum bottleneck dominating set and a minimum bottleneck total dominating set. Similar results can be obtained for bottleneck $k$-tuple domination, bottleneck distance two domination, etc.

The remainder of the paper is dedicated to the BOTTLENECK INDEPENDENT DOMINATING SET problem. In Section 3 we consider the relationship between BIDS and some closely related problems. In Section 4 we present polynomial time algorithms for BIDS on various graph classes. Most of these algorithms have linear time complexities. In Section 4.1 we show that BIDS can be solved in $O(n^4)$-time for AT-free graphs (a class properly containing the interval graphs). In Section 4.2, we show that this problem can be solved in $O((n + m) \log n)$-time for chordal graphs and in $O(n \log n + m)$-time for split graphs. In Section 4.3 we give a linear time algorithm to solve BIDS on permutation graphs. In Section 4.4 we show that when restricted to graphs of bounded treewidth, BIDS can also be solved in linear time. Finally for graphs of bounded clique-width, in Section 4.5 a linear time algorithm to solve BIDS is given. Assuming that a so-called $k$-expression is part of the input, we show that there is an $O(5^k k^3 n)$-time algorithm.

Definitions of graph classes and their relevant properties will be given in the corresponding section. For definitions of graph classes or their properties not given in our paper we refer to [4].

Finally let us mention that the bottleneck problems of this paper do not really need weights on the vertices. These weights are only used to induce a linear preference order on the vertices, i.e. the vertex with highest weight is the less wanted. Throughout this paper we shall consider weighted graphs. Clearly if the input graph $G = (V, E)$ is given with a preference order on the vertices this can easily be transformed into a corresponding vertex weight function $w$. 

We recall some notations. A dominating set of a weighted graph $(G, w)$ is a set $D$ of vertices such that every vertex in $V - D$ is not dominated by any vertex in $D$. The size of $D$ is $\text{card}(D)$. Similar results can be obtained for bottleneck $k$-tuple domination, bottleneck distance two domination, etc.
Theorem 3. There is a linear time algorithm to compute a minimum bottleneck double dominating set in a weighted graph.

The minimum bottleneck of a dominating set in a weighted graph is defined as follows: given a graph \( (G, w) \) with a set \( D \) of vertices, the minimum bottleneck is the smallest weight \( w(x) \) for any vertex \( x \) not in \( D \). Note that any superset of a dominating set, respectively, is also a dominating set, total dominating set, respectively. Hence if \( D_\eta \) is a dominating set, total dominating set, respectively, then there exists a dominating set, total dominating set, respectively, with bottleneck at most \( \eta \). Otherwise, not. In [22] this observation is used to devise a binary search based algorithm that runs in \( O(n \log n + m) \)-time to solve the BOTTLENECK DOMINATING SET problem.

In this section we show that the BOTTLENECK DOMINATING SET problem can be solved in linear time for all weighted graphs \( (G, w) \).

Definition 4. For each vertex \( x \), let \( m(x) = \min\{w(u) | u \in N(x)\} \). Let \( \rho = \max_{x \in V} m(x) \).

Theorem 1. The minimum bottleneck of a dominating set in a weighted graph \( (G, w) \) is \( \rho \).

Proof. Consider a dominating set \( D \) of \( G \) with bottleneck \( \eta \). Then, since for every vertex \( x \) of \( G \) its closed neighborhood \( N(x) \) has a vertex in \( D \), \( m(x) \leq \eta \) for all vertices \( x \) of \( G \). Hence \( \rho \leq \eta \). On the other hand, there exists a dominating set with bottleneck \( \rho \). This can be seen by choosing any one vertex \( y \) from every closed neighborhood \( N(x) \) with \( w(y) \leq \rho \) in \( D \) (such a vertex must exist). Since every closed neighborhood has a vertex in \( D \), this set must be dominating. \( \square \)

Clearly, \( \rho \) can be computed in \( O(n + m) \)-time, and thus

Corollary 1. The BOTTLENECK DOMINATING SET problem can be solved in \( O(n + m) \)-time for any weighted graph \( (G, w) \).

We now turn to the BOTTLENECK TOTAL DOMINATING SET problem.

Definition 5. For each vertex \( x \) let \( m'(x) = \min\{w(u) | u \in N(x)\} \). Let \( \rho' = \max_{x \in V} m'(x) \).

Theorem 2. The minimum bottleneck of a total dominating set in \( (G, w) \) is \( \rho' \).

Proof. Consider a total dominating set \( D \) with bottleneck \( \eta' \). Then, since for every vertex \( x \) of \( G \) its neighborhood \( N(x) \) has a vertex in \( D \), for every vertex \( x \) of \( G \), \( m'(x) \leq \eta' \) holds. Hence \( \rho' \leq \eta' \). On the other hand, there exists a total dominating set with bottleneck \( \rho' \). This can be seen by choosing any one vertex \( y \) from every neighborhood \( N(x) \) with \( w(y) \leq \rho' \) in \( D \) (such a vertex must exist). Since every neighborhood has a vertex in \( D \), this set must be total dominating. \( \square \)

Corollary 2. The BOTTLENECK TOTAL DOMINATING SET problem can be solved in \( O(n + m) \)-time for any weighted graph \( (G, w) \).

Our approach can also be applied to the bottleneck version of some generalized domination problems. Let us consider double domination introduced in [9]. A double dominating set of a graph \( G = (V, E) \) is a set \( D \) such that for all \( x \in V \), \( |N(x) \cap D| \geq 2 \). (Of course, we need the minimum degree to be at least 1, otherwise such a double dominating set cannot exist.)

To find a bottleneck double dominating set in linear time, we define \( m_2(x) = \min_2\{w(y) | y \in N(x)\} \), where \( \min_2 \) is the smallest but one value in the multiset. Then define \( \rho_2 = \max_{x \in V} m_2(x) \). Clearly \( \rho_2 \) is the smallest weight of a double dominating set in \( G \). We obtain

Theorem 3. There is a linear time algorithm to compute a minimum bottleneck double dominating set.
3. Bottleneck, constrained and minimum weight IDS

The following three problems are closely related to the BOTTLENECK INDEPENDENT SET PROBLEM.

Definition 6. The CONstrained INDEPENDENT DOMINATING SET DECISION problem (CIDS-DECISION) is the following problem:

INSTANCE: A graph \( G = (V, E) \) and a set \( V' \subseteq V \).

QUESTION: Does \( G \) have an independent set \( S \subseteq V - V' \) which dominates \( V' \), i.e. every vertex of \( V' \) has a neighbor in \( S \)?

Definition 7. The MINIMUM WEIGHT INDEPENDENT DOMINATING SET problem (WIDS) asks for an independent dominating set \( D \) of a weighted graph \( (G, w) \) such that the weight of \( D \) is minimum, i.e. \( \sum_{v \in D} w(v) \) is minimum over all independent dominating sets of \( G \).

Definition 8. The (0–1) INDEPENDENT DOMINATING SET problem ((0–1)IDS) asks for an independent dominating set \( D \) of a weighted graph \( (G, w) \) such that the weight of \( D \) is minimum.

In the rest of this section, we discuss the relationship between BIDS and the above three problems. We also consider the following decision problems corresponding to BIDS, (0–1)IDS, and WIDS.

Definition 9. The BOTTLENECK INDEPENDENT DOMINATING SET DECISION problem (BIDS-DECISION) is the following problem:

INSTANCE: A weighted graph \( (G, w) \) and a real number \( \eta \).

QUESTION: Does \( G \) have an independent dominating set \( S \) of bottleneck at most \( \eta \)?

Definition 10. The (0–1) INDEPENDENT DOMINATING SET DECISION problem ((0–1)IDS-DECISION) is the following problem:

INSTANCE: A weighted graph \( (G, w) \) with 0–1 vertex weight function \( w \).

QUESTION: Does \( G \) have an independent dominating set \( S \) of weight 0?

Definition 11. The MINIMUM WEIGHT INDEPENDENT DOMINATING SET DECISION problem (WIDS-DECISION) is the following problem:

INSTANCE: A weighted graph \( (G, w) \) and a real number \( k \).

QUESTION: Does \( G \) have an independent dominating set \( D \) of weight at most \( k \)?

An examination of the proof of Lemma 4 in [22] shows that Yen (who claimed only polynomial equivalence) established the following:

Lemma 1. The problems, CIDS-DECISION and BIDS-DECISION, are reducible to each other in \( O(n) \)-time.

His reductions go as follows: Given \( (G, w, \eta) \) as input for BIDS-DECISION, take \( (G, V') \) as input for CIDS-DECISION where \( v \in V' \) iff \( w(v) > \eta \). Given \( (G, V') \) as input for CIDS-DECISION, take \( (G, w, \eta) \) as input for BIDS-DECISION where \( \eta = 1.5 \), and for all \( v \in V \), \( w(v) = 2 \) if \( v \in V' \) and \( w(v) = 1 \) otherwise.

Lemma 2. BIDS-DECISION can be reduced in \( O(n) \)-time to WIDS-DECISION. Moreover, BIDS-DECISION and (0–1)IDS-DECISION are reducible to each other in \( O(n) \)-time.

Proof. Consider an instance \( (G, w, \eta) \) of BIDS-DECISION. Construct an instance \( (G, w', 0) \) of WIDS-DECISION as follows. To each vertex \( v \) of \( G \) assign weight \( w'(v) = 0 \) if \( w(v) \leq \eta \) and \( w'(v) = 1 \) otherwise. Then there is an independent dominating set of \( G \) with bottleneck at most \( \eta \) if and only if \( (G, w') \) has an independent dominating set of weight 0. □

Lemma 3. CIDS-DECISION can be reduced in \( O(n) \)-time to WIDS-DECISION and to (0–1)IDS-DECISION.
Consequently using binary search on the weights of the vertices (and possibly some preprocessing sorting step) BIDS can be solved using WIDS-DECISION or (0–1)IDS-DECISION with an overhead of a log \( n \) factor. CIDS-DECISION can be solved using BIDS without increase of the time bound.

Finally let us emphasize that none of the reductions of this section changes the graph, thus all of the above lemmas remain true when restricted to any graph class.

**Theorem 4.** Let \( \mathcal{G} \) be any class of graphs. Let \( t_B(n, m), t'_C(n, m), t'_{01}(n, m) \) and \( t'_W(n, m) \) be the best worst-case running time of an algorithm for BIDS, CIDS-DECISION, (0–1)IDS-DECISION, and WIDS-DECISION on graph class \( \mathcal{G} \). Then

(i) \( t_B(n, m) = O(\log n t'_C(n, m)) \),
(ii) \( t_B(n, m) = O(\log n t'_{01}(n, m)) \),
(iii) \( t_B(n, m) = O(\log n t'_W(n, m)) \),
(iv) \( t'_{01}(n, m) = O(t'_W(n, m)) \),
(v) \( t'_C(n, m) = O(t_B(n, m)) \),
(vi) \( t'_C(n, m) = O(t'_{01}(n, m)) \),
(vii) \( t'_C(n, m) = O(t'_W(n, m)) \).

Consequently if WIDS, (0–1)IDS or CIDS-DECISION is polynomial time solvable on some graph class \( \mathcal{G} \), then BIDS is also polynomial time solvable on \( \mathcal{G} \). However it remains possible that WIDS is NP-complete on a graph class \( \mathcal{G}' \) while BIDS is polynomial time solvable on \( \mathcal{G}' \).

**Remark.** The problem, CIDS-DECISION, is also introduced in [15] where it is called RED MAXIMAL INDEPENDENT SET. It was shown that CIDS-DECISION can be solved in polynomial time for circle graphs. This is very interesting since it shows that BIDS is polynomial time solvable on circle graphs while even the CARDINALITY INDEPENDENT DOMINATING SET problem remains NP-complete on circle graphs [7]. Thus the complexities of BIDS and the CARDINALITY INDEPENDENT DOMINATING SET problem differ on circle graphs, and this is the only example we know about.

### 4. Bottleneck independent dominating set

In this section we present algorithms to compute a minimum bottleneck independent dominating set on the following graph classes: AT-free graphs, chordal graphs, split graphs, permutation graphs, graphs of bounded treewidth and graphs of bounded clique-width. Most of these algorithms have linear time-complexities.

#### 4.1. AT-free graphs

In this subsection, we show that the BOTTLENECK INDEPENDENT DOMINATING SET problem can be solved in \( O(n^4) \)-time for AT-free graphs.

**Definition 12.** An *asteroidal triple* in a graph \( G \) is a set of three vertices in \( G \) such there exists a path between every pair of them that avoids the neighborhood of the third. A graph is *asteroidal triple free* (or AT-free) if it contains no asteroidal triple.

The class of AT-free graphs properly contains interval, permutation and cocomparability graphs. In [5] the following theorem was shown.

**Theorem 5.** Let \( (G, w) \) be a weighted AT-free graph. Then the MINIMUM WEIGHT INDEPENDENT DOMINATING SET problem can be solved in \( O(n^4) \)-time for \( (G, w) \).

Using Theorem 4 we obtain

**Corollary 3.** CIDS-DECISION can be solved in \( O(n^4) \)-time for AT-free graphs.
Using Lemma 2 we obtain

**Corollary 4.** *BIDS-DECISION* can be solved in $O(n^4)$-time for AT-free graphs.

By Theorem 4 we also obtain

**Corollary 5.** The bottleneck independent dominating set problem can be solved in $O(n^4 \log n)$-time for AT-free graphs.

Since BIDS is a modification of WIDS arising from a change in the objective function it is natural to ask whether any known algorithm for WIDS can be transformed into an algorithm for BIDS by appropriate (and small) changes.

**Definition 13.** Let $G = (V, E)$ be an AT-free graph, and let $x$ and $y$ be two distinct nonadjacent vertices of $G$. We use $C^x(y)$ to denote the component of $G - N[x]$ containing $y$, and $r(x)$ to denote the number of components of $G - N[x]$.

**Definition 14.** A vertex $z \in V - \{x, y\}$ is between $x$ and $y$ if $x$ and $z$ are in one component of $G - N[y]$, and $y$ and $z$ are in one component of $G - N[x]$.

Equivalently, $z$ is between $x$ and $y$ in $G$ if there is an $x,z$-path avoiding $N[y]$ and there is an $y,z$-path avoiding $N[x]$.

**Definition 15.** The interval $I = I(x, y)$ of $G$ is the set of all vertices of $G$ that are between $x$ and $y$.

**Definition 16.** For a weighted graph $(G, w)$, the minimum weight of an independent dominating set of $G$ is denoted by $\gamma(w)(G)$.

Broersma et al. [5] propose an $O(n^4)$-time algorithm to solve the minimum weight independent dominating set problem for a weighted AT-free graph $G = (V, E)$ by using dynamic programming on intervals and components of $G$. All intervals and all components are sorted according to a nondecreasing number of vertices. Following this order, their algorithm computes $\gamma(w)(C)$ and $\gamma(w)(I)$ for each component $C$ and each interval $I$ in the order using the formulas given in Lemmas 4–6.

**Lemma 4 (Broersma et al. [5]).** Let $(G, w)$ be a weighted graph, $G = (V, E)$. Then

$$\gamma_i^w(G) = \min_{x \in V} \left\{ w(x) + \sum_{j=1}^{r(x)} \gamma_i^w(C^x_j) \right\},$$

where $C^x_1, C^x_2, \ldots, C^x_{r(x)}$ are the components of $G - N[x]$.

**Lemma 5 (Broersma et al. [5]).** Let $(G, w)$ be a weighted AT-free graph, $G = (V, E)$. Let $x \in V$ and let $C^x$ be a component of $G - N[x]$. Then

$$\gamma_i^w(C^x) = \min_{y \in C^x} \left\{ w(y) + \gamma_i^w(I(x, y)) + \sum_j \gamma_i^w(D^y_j) \right\},$$

where the $D^y_j$’s are the components of $G - N[y]$ contained in $C^x$.

**Lemma 6 (Broersma et al. [5]).** Let $(G, w)$ be a weighted AT-free graph, $G = (V, E)$. Let $I = I(x, y)$ be an interval. If $I = \emptyset$, then $\gamma_i^w(I) = 0$. Otherwise,

$$\gamma_i^w(I) = \min_{s \in I} \left\{ w(s) + \gamma_i^w(I(x, s)) + \gamma_i^w(I(s, y)) + \sum_j \gamma_i^w(C^x_j) \right\},$$

where the $D^x_j$’s are the components of $G - N[s]$ contained in $I(x, y)$.
Upon closer examination of the methods used in [5] it is clear that the BOTTLENECK INDEPENDENT DOMINATING SET problem can also be solved directly on AT-free graphs in $O(n^4)$-time. The only changes necessary in the formulas of Lemmas 4–6 are changing the summation into a maximization as follows.

**Definition 17.** For a weighted graph $(G, w)$, the minimum bottleneck of an independent dominating set of $G$ is denoted by $\gamma_b^w(G)$.

**Lemma 7.** Let $(G, w)$ be a weighted graph, $G = (V, E)$. Then

$$\gamma_b^w(G) = \min_{x \in V} \left\{ \max \left\{ w(x), \max_{1 \leq j \leq r(x)} \gamma_b^w(C_j^x) \right\} \right\},$$

where $C_1^x, C_2^x, \ldots, C_{r(x)}^x$ are the components of $G - N[x]$.

**Lemma 8.** Let $(G, w)$ be a weighted AT-free graph, $G = (V, E)$. Let $x \in V$ and let $C^x$ be a component of $G - N[x]$. Then

$$\gamma_b^w(C^x) = \min_{y \in C^x} \left\{ \max \left\{ w(y), \gamma_b^w(I(x, y)), \max_j \gamma_b^w(D_j^y) \right\} \right\},$$

where the $D_j^y$'s are the components of $G - N[y]$ contained in $C^x$.

**Lemma 9.** Let $(G, w)$ be a weighted AT-free graph, $G = (V, E)$. Let $I = I(x, y)$ be an interval. If $I = \emptyset$, then $\gamma_b^w(I) = -\infty$. Otherwise,

$$\gamma_b^w(I) = \min_{s \in I} \left\{ \max \left\{ w(s), \gamma_b^w(I(x, s)), \gamma_b^w(I(s, y)), \max_j \gamma_b^w(C_j^s) \right\} \right\},$$

where the $D_j^s$'s are the components of $G - N[s]$ contained in $I(x, y)$.

The correctness, design, and analysis of our algorithm for computing $\gamma_b^w(G)$ of a weighted AT-free graph $(G, w)$ are similar to those of the one for computing $\gamma_i^w(G)$. We refer to [5] for the details. Therefore, we can compute $\gamma_b^w(G)$ in $O(n^4)$-time. It is easy to see that the algorithm for computing $\gamma_b^w(G)$ of a weighted AT-free graph $(G, w)$ can be modified to find an independent dominating set realizing the bottleneck $\gamma_b^w(G)$ with the same time bound. Hence, we have the following theorem.

**Theorem 6.** The BOTTLENECK INDEPENDENT DOMINATING SET problem can be solved in $O(n^4)$-time on AT-free graphs.

### 4.2. Chordal and split graphs

We consider BIDS on chordal and split graphs.

**Definition 18.** A graph is said to be chordal if it does not contain any cycle of length greater than three as an induced subgraph.

In [8] Farber presents a linear time algorithm to locate a minimum weight independent dominating set in a chordal graph with 0–1 vertex weights based on a linear programming formulation of the problem. Using Theorem 4 we obtain immediately

**Theorem 7.** There is an $O((n + m) \log n)$-time algorithm to compute a minimum bottleneck independent set on chordal graphs.
In [8] Farber also mentions a private communication by Chang saying that WIDS on chordal graphs is NP-complete. Thus chordal graphs are another graph class for which the complexities of BIDS and WIDS differ. In fact the difference in complexity is based on a difference in complexity of WIDS and (0–1)IDS first discovered by Farber.

We consider the following well-known subclass of chordal graphs.

**Definition 19.** A split graph is a graph $G = (C, S)$, where the vertices of $G$ are partitioned into a clique $C$ and an independent set $S$.

Without loss of generality we may assume that $S$ is maximal, i.e., every vertex of $C$ has at least one neighbor in $S$.

First we consider the CONSTRAINED INDEPENDENT DOMINATING SET DECISION problem on split graphs. Let $G = (C, S)$ and $V' \subseteq S \cup C$ be an instance of CIDS. For simplicity, we ask for a maximal independent set without vertices of $V'$.

**Theorem 8.** There exists a maximal independent set in $G$ without any vertex of $V'$ if and only if either $S$ contains only vertices of $V - V'$, or there exists a vertex $r$ of $V - V'$ in $C$ such that all vertices of $V'$ are contained in $N(r)$.

**Proof.** Each maximal independent set of $G$ contains at most one vertex of $C$. Let $D$ be a maximal independent set in $G$ without any vertex of $V'$. If $D$ contains no vertex of $C$ then $D \subseteq S$, and $N(D) \subseteq C$ implies $D = S$ and $V' \subseteq C$. Otherwise let $r$ be the unique vertex in $D \cap C$. Then all vertices of $S$ being nonadjacent to $r$ must belong to $D$ and thus to $V - V'$. Consequently $V' \subseteq N(r)$. \(\square\)

**Corollary 6.** The CONSTRAINED INDEPENDENT DOMINATING SET DECISION problem can be solved in linear time for split graphs.

By Theorem 4 we obtain immediately that there is an $O((n+m) \log n)$-time algorithm to solve BIDS on split graphs. The following theorem shows that there is a faster algorithm.

**Theorem 9.** The BOTTLENECK INDEPENDENT DOMINATING SET problem can be solved in $O(n \log n + m)$-time for split graphs.

**Proof.** First the algorithm sorts the vertices of the independent set $S$ according to non-decreasing weights. Say $S = \{s_1, \ldots, s_\ell\}$ with $w(s_1) \geq \cdots \geq w(s_\ell)$.

Now, for each vertex $r \in C$, the algorithm determines the minimum index $j(r)$ such that $s_{j(r)} \notin N(r)$ in the following way: for each vertex $r \in C$ the algorithm initializes $j(r) = 1$. Then for $i = 1$ to $\ell$ it passes through the adjacency list of $s_i$ and for all neighbors $r \in C$ of $s_i$ with $j(r) = i$ it increments $j(r)$.

Let $m(r) = \max\{w(r), w(s_{j(r)})\}$. Clearly, computing $m(r)$ for all $r \in C$ takes $O(n + m)$-time. Finally, compute $\eta = \min_{r \in C} m(r)$.

If $\eta = w(s_1)$ then $\eta$ is the minimum bottleneck of an independent dominating set. Otherwise the minimum bottleneck is $w(s_1)$. \(\square\)

Note that the above algorithm runs in linear time when the graph is given with a preference order on the vertices or when the vertex weight function allows a linear sort of the vertex weights.

### 4.3. Permutation graphs

In this section we show that there is a linear time algorithm to compute a minimum bottleneck independent dominating set for permutation graphs.

**Definition 20.** Let $\pi$ be a permutation of $V_n = \{1, \ldots, n\}$. The inversion graph $G(\pi) = (V, E_\pi)$ has vertex set $V = V_n$ and for all $x, y \in V, \{x, y\} \in E_\pi$ iff $(x - y)(\pi^{-1}(x) - \pi^{-1}(y)) < 0$. Here $\pi^{-1}(i)$ denotes the position of the number $i$ in the sequence $(\pi(1), \ldots, \pi(n))$. A graph $G$ is a permutation graph if there exists a permutation $\pi$ such that $G$ is isomorphic to the inversion graph $G(\pi)$.
It is convenient to view upon permutation graphs as intersection graphs as follows. Write the number 1 up to n horizontally from left to right. Underneath write the numbers $\pi(1), \ldots, \pi(n)$ also from left to right. Then connect the two 1's, the two 2's etc. by straight line segments. Then two vertices $x$ and $y$ are adjacent whenever the corresponding line segments intersect. This intersection model is called a permutation diagram. We label the line segment joining the two i's with label $i$ and in the following we identify the line and its corresponding vertex in the graph $G(\pi)$.

Permutation graphs can be recognized in linear time (and a permutation diagram can be obtained within linear time if the input graph is indeed a permutation graph) [21]. WIDS can be solved in $O(n + m)$-time for permutation graphs [19] (see also [17]).

In this section we show that the linear time algorithm for solving WIDS on permutation graphs can be modified such that the new algorithm solves BIDS on permutation graphs in linear time.

Note that given a permutation diagram of the graph $G = (V, E)$ and a vertex weight function $w$, then for a line $x$ we could define an immediate successor as a line such that $y$ lies to the right of $x$ and there is no other parallel line between $x$ and $y$, i.e. there is no line $z \notin \{x, y\}$ between $x$ and $y$ that crosses neither $x$ nor $y$.

**Definition 21.** Any two lines $i, j \in V_n$ with $i \leq j$ are a crossing pair, denoted by $X_{ij}$, if $i = j$ or $i$ and $j$ intersect.

For each crossing pair $X_{ij}$ define $V_{ij} = \{k | k \leq j \land \pi^{-1}(k) \leq \pi^{-1}(i)\}$ and $V_{ij}' = \{k | k < i \land \pi^{-1}(k) < \pi^{-1}(j)\}$. Hence, $V_{ij}'$ consists of those lines which lie completely to the left of the lines $i$ and $j$.

We denote by $D_{ij}$ any independent dominating set of smallest possible maximum weight of $G[V_{ij}]$. Consequently $D_{\pi(n)n}$ is a minimum bottleneck independent dominating set of $G$.

**Definition 22.** For a crossing pair $X_{ij}$, if $V_{ij}' = \emptyset$ then define $\beta(X_{ij}) = \emptyset$. Otherwise let $\beta(X_{ij})$ be the crossing pair $X_{ib,jb}$ satisfying $i_b, j_b \in V_{ij}'$, $j_b$ is the largest number in $V_{ij}'$, and $\pi^{-1}(i_b) \geq \pi^{-1}(k)$ for all $k \in V_{ij}'$.

Hence $X_{ib,jb}$ is the crossing pair having $j_b$ as the rightmost top endpoint among all lines in $V_{ij}'$ and having $i_b$ as the rightmost bottom endpoint among all lines in $V_{ij}'$.

**Lemma 10.** Let $j \in V_n$. If $V_{jj}' \neq \emptyset$ then $\beta(X_{jj}) = X_{ib,jb}$ and $D_{jj} = D_{ib,jb} \cup \{j\}$. If $V_{jj}' = \emptyset$ then $\beta(X_{jj}) = \emptyset$ and $D_{jj} = \{j\}$.

**Proof.** The vertex $j$ is isolated in $G[V_{jj}]$. Hence any dominating set must contain $j$. Thus, if $\beta(X_{jj}) \neq \emptyset$, then $V_{bj} \cup \{j\} = V_{jj}$. Therefore $D$ is an independent dominating set of $G[V_{jj}]$ if and only if $j \in D$ and $D - \{j\}$ is an independent dominating set of $G[V_{bj}]$. □

**Definition 23.** For each crossing pair $X_{ij}$ with $i < j$ define the clique $C(X_{ij})$ as the set of all lines $k$ with $i \leq k \leq j$ and $\pi^{-1}(j) \leq \pi^{-1}(k) \leq \pi^{-1}(i)$, and such that there is no line $\ell$ with $k \leq \ell < j$ and $\pi^{-1}(k) < \pi^{-1}(\ell) < \pi^{-1}(i)$.

**Lemma 11.** Let $X_{ij}$ be a crossing pair with $i < j$. Then there is a line $k \in C(X_{ij})$ such that $D_{kk}$ is an independent dominating set of minimum bottleneck in $G[V_{ij}]$.

**Proof.** Let $D$ be an independent dominating set of $G[V_{ij}]$ of smallest maximum weight. Clearly $|D \cap C(X_{ij})| \leq 1$. Let $k$ be the rightmost line in $D$. Since $D$ is a dominating set, there cannot be any line $\ell$ completely to the right of $k$. Hence $k \in C(X_{ij})$. By Lemma 10, $D_{kk}$ is an independent dominating set in $G[V_{ij}]$ of smallest maximum weight and $D_{kk}$ has rightmost line $k$ for some $k \in C(X_{ij})$. Hence the bottleneck of $D$ is equal to the bottleneck of $D_{kk}$. □

**Definition 24.** Define $\delta(X_{ij}) = i$, and for $i < j$, define $\delta(X_{ij})$ to be the largest number in $C(X_{ij}) - \{j\}$.

Hence $\delta(X_{ij})$ is the line in $C(X_{ij})$ with rightmost top endpoint, and its top endpoint is closest to $j$ among all lines of $C(X_{ij})$.

**Lemma 12.** Let $i < j$ and $t = \delta(X_{ij})$. Then the smallest maximum weight of an independent dominating set of $G[V_{ij}]$ is equal to the minimum of the maximum weight of $D_{ij}$ and the maximum weight of $D_{it}$. 
Theorem 10. There is a linear time algorithm to compute a minimum bottleneck independent dominating set for permutation graphs.

Proof. Define an ordering $X_{ij} < X_{kl}$ if and only if $j < l$ or $j = l$ and $i > k$. Use the formulas of Lemmas 10 and 12 to compute the minimum bottleneck of an independent dominating set in $G[V_{ij}]$ in increasing order of the crossing pairs $X_{ij}$ using dynamic programming. Finally, $D_{\pi(n)}$ is a minimum bottleneck independent dominating set of the graph $G \cong G(\pi)$. □

4.4. Graphs of bounded treewidth

In this section we show that the BIDS problem can be solved in linear time for graphs of bounded treewidth. Let $(G, w)$ be a weighted graph and assume that $G$ has treewidth at most $k$ (for some constant $k$). The method we describe has already been used for other problems (see e.g. [14]).

It is well-known that when a problem can be formulated in monadic second order logic (MSOL) then it can be solved in $O(n)$-time for graphs of bounded treewidth [6]. It is easy to see that the INDEPENDENT DOMINATING SET problem can be formulated in MSOL. Hence, WIDS can be solved in $O(n)$-time for graphs of bounded treewidth.

We will present an explicit $O(n)$-time algorithm making use of tree decompositions. Treewidth has originally been defined via tree decompositions of a graph (see e.g. [13]). A tree decomposition of a graph $G = (V, E)$ is a pair $(T, \mathcal{F})$, where $T$ is a tree and $\mathcal{F} = \{S_i \subseteq V \mid i \in V(T)\}$ is a collection of subsets of $V$ (called bags), one for each node $i$ of the tree $T$, such that the following three conditions are satisfied. Every vertex $x \in V$ appears in at least one subset $S_i$. Also, for every edge $e$ in $G$ there is at least one subset $S_i$ containing both endpoints of $e$. Finally, if a vertex $x$ appears in two bags $S_i$ and $S_j$ then it appears in every bag $S_k$ for $k$ on the (unique) path from $i$ to $j$ in $T$.

Definition 25. The width of a tree decomposition $(T, \mathcal{F})$ (of a graph $G$) is the maximum width over all tree decompositions of $G$.

It was shown in [3] that for each constant $k$ it can be determined in linear time whether a graph $G$ has treewidth at most $k$.

A tree decomposition $(T, \mathcal{F})$ is rooted if the tree $T$ is equipped with some root node. Many problems can be solved efficiently for graphs when a tree decomposition of some constant width is known. For these algorithms it is often useful to make use of a tree decomposition in a certain normalized form. A rooted tree decomposition is called nice if every node of $T$ has at most two children and the following conditions are satisfied. If a node $i$ has two children $j$ and $k$ then $S_i = S_j = S_k$ and in this case we call the node $i$ a join node. Also, if a node $i$ has only one child $j$ then either $|S_i| = |S_j| + 1$ and $S_j \subseteq S_i$ (in which case the node $i$ is called an introduce node) or $|S_i| = |S_j| - 1$ and $S_i \subseteq S_j$ (and in this case the node $i$ is called a forget node). Finally, if a node $i$ has no children and is not the root, it is called a start node.

It is fairly easy to see that every graph with treewidth $k$ has a nice tree decomposition of width $k$ and that it can be obtained in linear time from an ordinary tree decomposition with the same width. Furthermore any graph on $n$ vertices has a nice tree decomposition with at most $4n$ nodes.

By [3,13] we may assume that a nice tree decomposition $(T, \mathcal{F})$ of $G$ of width $k$ is part of the input. For a node $i$ in the tree consider the subtree $T_i$ of $T$ rooted at $i$. We let $G_i$ stand for the subgraph of $G$ induced by vertices in bags $S_j \in \mathcal{F}$ with $j$ a node of $T_i$. Our algorithm works from the leaves in $T$ up to the root, computing partial solutions for $G_i$ on the way. These partial solutions are characterized by the status of the nodes in $S_j$. The status of a node $x \in S_j$ can be of three different types indicated by one of the colors black, grey, and white.
A partial solution for $G_i = (V_i, E_i)$ consists of an independent set $D_i \subseteq V_i$ such that all vertices of $V_i - S_i$ are dominated by vertices of $D_i$. Furthermore, vertices in $D_i \cap S_i$ are black. Vertices of $S_i - D_i$ which are dominated by $D_i$ are colored grey. And vertices of $S_i - D_i$ which are not dominated by $D_i$ are white.

For a node $i$ in the tree we keep a table of all colorings of the vertices of $S_i$ for which there exists some partial solution $D_i$ for $G_i$. Furthermore, for each such coloring we also store the minimum maximal weight of a partial solution $D_i$ giving rise to this coloring.

Note that the amount of information stored at each node $i \in T$ is bounded by $3^{k+1}$ since $S_i$ contains at most $k + 1$ vertices. Since $k$ is considered a constant, this is a constant amount of information.

We now describe how to obtain a table of partial solutions for a node $i$ from the tables of its children. We consider the four different cases.

Node $i$ is a start node: In this case all colorings of vertices in $S_i$ are stored if the black vertices are independent and the grey vertices are exactly those which have a black neighbor. For each such coloring the maximum weight of the black vertices is also stored. If there are no black vertices, this entry is given a value $\infty$.

Node $i$ is a forget node: Let $S_i = S_j \setminus \{x\}$. Consider the different colorings in the table stored at node $j$. If the color of $x$ is white, then this can no longer be a partial solution since for partial solutions it is required that all vertices in $V_i - S_i$ are dominated. In all other cases, the partial solution is stored as a partial solution in the table at node $i$, of course without the vertex $x$. The table at node $i$ is reduced so that it contains no multiple equal entries, i.e., equal except for the value stored. Of course, for the value of such ‘equal’ entries the minimum is taken.

Node $i$ is a join node: Let $j$ and $h$ be the two children of $i$ in $T$. Consider the partial solutions for $G_j$ and $G_h$ characterized by the tables at these nodes. Since $S_i = S_j = S_h$ a coloring for $S_i$ can correspond to a partial solution only if the two sets of black vertices in $S_j$ and $S_h$ are exactly the same. For such corresponding entries at $j$ and $h$ the table at node $i$ contains the union of the grey vertices (since a vertex is dominated in $G_i$ if it is dominated in at least one of $G_j$ and $G_h$). A vertex is white if and only if it is white both in the table entry for $j$ and $h$. The value of this partial solution stored at node $i$ is the maximum of the two values stored at $j$ and $h$. Again, the table (at node $i$) is reduced such that it contains no entries which are equal up to the value, and for such ‘equal’ entries the minimum value is taken.

Node $i$ is an introduce node: Let $S_i = S_j \cup \{x\}$. Consider again the partial solutions for $G_j$ characterized by the colorings in the table for node $j$. If $x$ has a black neighbor, then clearly it can only be colored grey. Assume that $x$ has no black neighbor. In that case it is not dominated by the partial solution since all neighbors of $x$ in $G_i$ must be vertices in $S_i$. We now have two possibilities for creating partial solutions at node $i$.

The first option is that we color $x$ white. In that case the smallest maximum weight of a partial solution does not change, and neither the color of any vertex in $S_i$ changes.

Secondly, we may choose to color the vertex $x$ black. First of all, we may now have to update the smallest maximal weight of a partial solution with this characteristic if the weight of $x$ exceeds this value. But also, vertices in $S_i$ which were colored white and which are neighbors of $x$ now are colored grey.

Correctness of the procedure described above is evident, and we obtain:

**Theorem 11.** For each constant $k \geq 1$, there is an $O(5^k n)$-time algorithm to solve BIDS for graphs of treewidth at most $k$.

**Proof.** Consider a join node $i$ with children $j$ and $h$. For one grey vertex in the table entry for $i$, one has to compute the minimum value of three entries in $j$ and $h$: grey and white, white and grey, and grey and grey. Let $s$ be the size of $S_i$, then there are at most $\sum_{m=0}^{s} \binom{s}{m} 2^{s-m} 3^{m}$ computations to make for the table at node $i$. This leads to the complexity of $O(5^k n)$-time for this algorithm (see also [1]).

Consider the partial solutions at the root node. Choose the table entry without white vertex with the smallest value attached to it. This corresponds to an independent dominating set of minimum maximal weight.

If we keep pointers at the table entries, telling where the solutions came from, we can also find a minimum bids of $G$ within the same timebound. □

### 4.5. Graphs of bounded clique-width

In this section we show that for graphs of clique-width at most $k$, BIDS can be solved in $O(5^k k^3 n)$-time. The method we use is similar to the one used in [16] to obtain an $O(2^{4k} k^2 n)$-time algorithm for the DOMINATION problem.
Graphs of clique-width at most $k$ can be recursively defined by the following four operations on graphs with vertex labels from $\{1, \ldots, n\}$. The clique-width of a graph is the smallest $k$ for which the graph can be constructed by these four operations such that only labels from $\{1, \ldots, k\}$ are used. A $k$-expression is a description of the construction of the graph via these four operations.

- **$i(v)$**: The operation creates a new vertex $v$ with label $i$ (incident with no edges).
- **$G_1 \oplus G_2$**: The operation takes as input two labelled graphs and creates their disjoint union.
- **$\eta_{i,j}(G)$**: The operation adds edges between all vertices with label $i$ and all vertices of label $j$ in a labelled graph $G$.
- **$\rho_{i\rightarrow j}(G)$**: The operation relabels all vertices with label $i$ to label $j$ in a labelled graph $G$.

Note that there always exists a $k$-expression with at most $O(k^2 n)$ operations (or a corresponding decomposition tree with at most $O(k^2 n)$ nodes). This follows since there is no operation removing any vertex from a graph.

**Definition 26.** Let $G$ be a labelled graph with vertex labels from $\{1, \ldots, k\}$. Let $S_1, S_2,$ and $S_3$ be three disjoint subsets of $\{1, \ldots, k\}$. We write $V_G(S_1)$ for the set of vertices of $V(G)$ with a label in $S_1$. Define $\gamma_G(S_1, S_2, S_3)$ as the minimum bottleneck of an independent dominating set of $G[V(G) - V_G(S_1)]$ which contains no vertex with a label in $S_2$, and which contains for each label in $S_3$ at least one vertex with this label. If $V(G) - V_G(S_1) = \emptyset$, we define $\gamma_G(S_1, S_2, S_3) = 0$; otherwise, if such an independent dominating set does not exist we define $\gamma_G(S_1, S_2, S_3) = \infty$.

Note that the minimum bottleneck of an independent dominating set of $G$ is equal to $\gamma_G(\emptyset, \emptyset, \emptyset)$.

For a set $S$, we use $S + x$ and $S - x$ to denote $S \cup \{x\}$ and $S - \{x\}$, respectively. Now we show how the values $\gamma_G(S_1, S_2, S_3)$ can be computed for each of the four operations.

By the definition, it is not hard to verify Lemmas 13 and 14.

**Lemma 13.** Suppose that $G = i(v)$. Then,

$$
\gamma_G(S_1, S_2, S_3) = \begin{cases} 
0, & i \in S_1, \\
\infty, & i \in S_2, \\
w(v), & (i \notin S_1 \cup S_2) \land ((S_3 = \{i\}) \lor (S_3 = \emptyset)), \\
\infty, & \text{otherwise}.
\end{cases}
$$

**Lemma 14.** Let $G_1$ and $G_2$ be two labelled graphs with vertex labels from $\{1, \ldots, k\}$. Suppose that $G = G_1 \oplus G_2$. Then,

$$
\gamma_G(S_1, S_2, S_3) = \min_{S', S'' \subseteq S_1} \left( \max(\gamma_{G_1}(S_1, S_2, S'), \gamma_{G_2}(S_1, S_2, S'')) \right),
$$

where the minimum is taken over all partitions of $S_3$ into two subsets $S'$ and $S'' = S_3 - S'$.

**Lemma 15.** Suppose that $H = \eta_{i,j}(G)$. Then,

$$
\gamma_H(S_1, S_2, S_3) = \begin{cases} 
\infty, & i, j \in S_3, \\
\gamma_G(S_1 + j, S_2 - j, S_3), & i \in S_3 \land j \notin S_1 \cup S_3, \\
\gamma_G(S_1 + i, S_2 - i, S_3), & j \in S_3 \land i \notin S_1 \cup S_3, \\
\min(\gamma_G(S_1 + i, S_2 - i, S_3 + j)), & \gamma_G(S_1, S_2 + j, S_3), \\
\min(\gamma_G(S_1 + j, S_2 - j, S_3 + i)), & \gamma_G(S_1, S_2 + i, S_3), \\
\min(\gamma_G(S_1 + i, S_2, S_3 + j)), & \gamma_G(S_1 + j, S_2, S_3 + i), \\
\gamma_G(S_1, S_2 + i + j, S_3), & i \notin S_1 \cup S_2 \cup S_3 \land j \in S_2, \\
\gamma_G(S_1, S_2, S_3), & i \in S_1 \lor j \in S_1 \lor i, j \in S_2.
\end{cases}
$$

**Proof.** We just show the correctness for the following two cases since other cases can be verified in similar ways.
Case 1: $i \in S_3 \land j \notin S_1 \cup S_3$. Consider an independent dominating set $D$ that realizes $\gamma_H(S_1, S_2, S_3)$ for this case. $D$ has no vertex with label $j$ and every vertex with label $j$ has at least one neighbor in $D$. Since any independent dominating set of $H[V(H) - V_H(S_1)]$ without any vertex of label $j$ is also an independent dominating set of $H[V(H) - V_H(S_1 + j)]$, therefore $\gamma_H(S_1 + j, S_2 - j, S_3) \leq \gamma_H(S_1, S_2, S_3)$. Let $D'$ be an independent dominating set that realizes $\gamma_H(S_1 + j, S_2 - j, S_3)$. $D'$ has no vertex with label $j$ and it contains at least one vertex with label $i$ to dominate all vertices with label $j$. $D'$ is also an independent dominating set of $H[V(H) - V_H(S_1)]$ without any vertex of label $j$. As discussed above, we have $\gamma_H(S_1, S_2, S_3) = \gamma_H(S_1 + j, S_2 - j, S_3)$. It is not hard to verify that $\gamma_H(S_1 + j, S_2 - j, S_3) = \gamma_G(S_1 + j, S_2 - j, S_3)$. Hence, $\gamma_H(S_1, S_2, S_3) = \gamma_G(S_1 + j, S_2 - j, S_3)$. Case 2: $i \in S_2 \land j \notin S_1 \cup S_2 \cup S_3$. Consider an independent dominating set $D$ that realizes $\gamma_H(S_1, S_2, S_3)$ for this case. $D$ has no vertex with label $i$. Suppose that $D$ contains at least one vertex with label $j$. Similar to the proof for Case 1, it is not hard to verify that $\gamma_H(S_1, S_2, S_3) = \gamma_G(S_1 + i, S_2 - i, S_3 + j)$. Suppose that $D$ has no vertex with label $j$. Clearly $\gamma_H(S_1, S_2, S_3) = \gamma_G(S_1, S_2 + j, S_3)$. Hence, we have $\gamma_H(S_1, S_2, S_3) = \min(\gamma_G(S_1 + i, S_2 - i, S_3 + j), \gamma_G(S_1, S_2 + j, S_3))$. □

Lemma 16. Suppose that $H = \rho_{i \to j}(G)$.

1. Assume that $i \notin S_1 \cup S_2 \cup S_3$. Then,

$$\gamma_H(S_1, S_2, S_3) = \begin{cases} 
\gamma_G(S_1 + i, S_2, S_3), & j \in S_1, \\
\gamma_G(S_1, S_2 + i, S_3), & j \in S_2, \\
\gamma_G(S_1, S_2, S_3 + i), & j \in S_3, \\
\gamma_G(S_1, S_2, S_3), & j \notin S_1 \cup S_2 \cup S_3.
\end{cases}$$

2. Assume that $i \in S_1 \cup S_2 \cup S_3$. Then,

$$\gamma_H(S_1, S_2, S_3) = \begin{cases} 
\gamma_H(S_1 - i, S_2, S_3), & i \in S_1, \\
\gamma_H(S_1, S_2 - i, S_3), & i \in S_2, \\
0, & i \in S_3 \land (V(H) - V_H(S_1) = \emptyset), \\
\infty, & i \in S_3 \land (V(H) - V_H(S_1) \neq \emptyset).
\end{cases}$$

Proof. Note that $H$ has no vertex with label $i$. Statement (2) can be easily verified according to the definition. For statement (1), we just show the correctness of the following two cases since other cases can be verified analogously. We let $V_j(H)$ (resp. $V_j(G)$) be the set of vertices of $V(H)$ (resp. $V(G)$) with label $j$ and let $V_i(G)$ be the set of vertices of $V(G)$ with label $i$.

Case 1: $j \in S_1$. Clearly $V_j(H) = V_i(G) \cup V_j(G)$. Hence, $\gamma_H(S_1, S_2, S_3) = \gamma_G(S_1 + i, S_2, S_3)$.

Case 2: $j \notin S_1 \cup S_2 \cup S_3$. In this case $i, j \notin S_1 \cup S_2 \cup S_3$. According to the definition, it is clear that an independent dominating set of $G$ that realizes $\gamma_G(S_1, S_2, S_3)$ can also realize $\gamma_H(S_1, S_2, S_3)$. Hence $\gamma_H(S_1, S_2, S_3) = \gamma_G(S_1, S_2, S_3)$. □

Theorem 12. For each $k \geq 1$, there is an $O(5^k k^3 n)$-time algorithm to compute a minimum bottleneck independent dominating set of graphs of clique-width at most $k$ assuming the graph is given with a $k$-expression.

Proof. The subsets $S_1, S_2$ and $S_3$ are disjoint. For the computation of the disjoint union we have to try all $O(2^{|S_3|})$ possible partitions of the set $S_3$. Note that

$$\sum_{0 \leq |S_1| + |S_2| + |S_3| \leq k} \binom{k}{|S_1|} \binom{k - |S_1|}{|S_2|} \binom{k - |S_1| - |S_2|}{|S_3|} 2^{|S_3|} = 5^k.$$ 

There are $O(k^2 n)$ nodes in the decomposition tree. To obtain explicit list of the sets $S_i$, we need $O(k)$-time per node in the decomposition tree. Finally an independent dominating set of minimum bottleneck can be found using pointers in the standard way. □

Remark. Note that the same method can be used to solve the MINIMUM WEIGHT INDEPENDENT DOMINATION problem. Only a slightly different formulation of the formulas is required.
For some graph classes such as cographs, forests and distance hereditary graphs $O(n+m)$-time algorithms to compute a $k$-expression (here $k = 2$ resp. $k = 3$) are known.

5. Conclusions

There are simple linear time algorithms for BDS and BTDS. Clearly the BOTTLENECK CONNECTED DOMINATING SET problem can be solved in a straightforward way in $O(m \log n)$-time.

We have presented linear time algorithms for BIDS on various graph classes. The following related questions do seem to be of interest.

Although the best known algorithms for WIDS as well as (Cardinality) IDS on AT-free graphs have complexity of $O(n^4)$-time there might still be a faster algorithm to solve BIDS on AT-free graphs.

Suppose we consider permutation graphs when a permutation diagram is part of the input. In [2] an $O(n \log n)$-time algorithm for WIDS was given under this assumption. Hence, this would lead to an $O(n \log^2 n)$-time algorithm for BIDS on permutation graphs. It would be interesting to know whether there is an $O(n)$-time algorithm for BIDS on permutation graphs (when the permutation diagram is part of the input).

For the related class of trapezoid graphs there exists an $O(n \log n)$-time algorithm for WIDS [20] when a trapezoid diagram is part of the input. Is there an $O(n)$-time algorithm for BIDS on trapezoid graphs (when a trapezoid diagram is part of the input)?

WIDS on cocomparability graphs can be solved by an $O(n^3)$-time dynamic programming algorithm [18]. Breu and Kirkpatrick mention an $O(n^{2.376})$-time algorithm that seemingly they never got published. The $O(n^3)$-time algorithm can easily be turned into an $O(n^3)$-time algorithm for BIDS since we only have to change the objective function for the dynamic programming. Is there a faster algorithm to solve BIDS on cocomparability graphs such as one with $O(n^2)$-time or even $O(n + m)$-time?

The algorithmic complexities of WIDS and BIDS differ for circle graphs and for chordal graphs. It would be nice to find more graph classes for which WIDS or even (0–1)IDS are NP-complete while BIDS is polynomial.
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