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Abstract

We prove an extended Lefschetz principle for a large class of pencils of hypersurfaces having isolated
singularities, possibly in the axis, and show that the module of vanishing cycles is generated by the images
of certain variation maps.
? 2003 Elsevier Ltd. All rights reserved.

MSC: 32S50; 14F45; 32S22

Keywords: Vanishing cycles; Nongeneric pencils; Second Lefschetz theorem; Monodromy; Variation map; Topology of
polynomial functions

1. Introduction

In this paper we extend the Lefschetz principle of slicing by pencils to nongeneric pencils of
hypersurfaces on singular non-compact spaces. We started to develop this point of view in [29] for
proving connectivity theorems of Lefschetz type for nongeneric pencils. Here, we go further and
introduce global variation maps in order to control vanishing cycles. As a result, we prove a far
reaching extension of the second Lefschetz hyperplane theorem.

To get an idea of the main result, let us ;rst brie<y recall the classical Lefschetz hyperplane
theorems (see also Note 3.4 for some references). For a projective manifold Y and some hyperplane
section Y0, the ;rst Lefschetz theorem tells us that the map (induced by inclusion):

Hj(Y0;Z) → Hj(Y;Z) (1)

is bijective for j¡n − 1 and surjective for j = n − 1. The kernel of the surjection in dimension
n− 1 is described by the second Lefschetz theorem, whenever Y0 is a generic member of a generic
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pencil, i.e. the pencil has only complex Morse critical points. Loosely speaking, each such critical
point produces a local vanishing cycle and those vanishing cycles together generate ker(Hj(Y0;Z) →
Hj(Y;Z)).

We consider here a very general situation: a complex analytic space X = Y\V with arbitrary
singularities, where Y is some compact complex space and V is a complex analytic subspace.
Considering pencils of hypersurfaces instead of pencils of hyperplanes, although not more general in
itself, has for instance the advantage to enfold, in some of its aspects, the local theory of hypersurface
singularities started by Milnor [21]. For more details on this viewpoint and for examples we refer
to [19,31].

On the other hand, we weaken the classical genericity condition “the axis of the pencil is in
general position in Y ” by allowing that the genericity of the axis fails at a ;nite number of points.
This conceptual extension is introduced and explained in detail in our paper [29, Section 2]. Pencils
which allow such “isolated singularities in the axis” (see Section 2.1 for the de;nitions) are natural
to consider since isolated singularities of functions on singular spaces are central objects of study
in modern singularity theory. (One may refer to the pioneering work, on strati;ed Morse theory by
Goresky and MacPherson [10], and on the topology of functions on singular spaces by Lê Dũng
TrKang [16].) The class of global polynomial functions Cn → C with isolated singularities is itself a
distinguished class of nongeneric pencils of hypersurfaces (see Section 5).

We show in Section 2 that one can de;ne the following variation map around each critical value
a of the pencil:

vara : H∗(Xc; (Xa)reg) → H∗(Xc)

and that the module of vanishing cycles at Xa, i.e., the kernel of the surjection similar to (1),
is generated by the images of these variation maps. Our variation maps can be viewed as global
versions of the local variation maps that one de;nes in singularity theory, see e.g. [15,20,27,3], [23,
Section 2]. It is well known that in case of non-isolated singularities, the local variation maps do
not exist. This is the main reason why the use of variation maps in our results would not extend
to this context. Let us remark that in case of one-dimensional singularities, Siersma [24] de;ned
other types of variation maps, but their behavior appears to be much more delicate and has not been
exploited yet in the literature.

As for our approach, it starts in the spirit of the Lefschetz method [17], as presented by Thom
in his Princeton talk in 1957 and by Andreotti and Frankel in their paper [1]. This vein has been
exploited in relatively few papers ever since; we may mention the interesting ones by Lamotke
[15], ChKeniot [3,4] and Eyral [7]. The use, in the statement of our Theorem 3.2, of the comparison
between the general element of the pencil and the axis comes from [15] and may evoke ChKeniot’s
statements in loc.cit. Our setting being far more general, we follow a diNerent strategy and use in
a crucial way speci;c geometric constructions and results of strati;ed singularity theory.

A highly nongeneric situation is encountered when the axis of the pencil is contained in V . We
show that if V contains a member of the pencil then, surprisingly, Theorem 3.2 and its proof still
work, with even less restrictive assumptions. Actually, one of the reasons to study such nongeneric
pencils is that the polynomial functions on Cn constitute a class of examples. We show in Section 5
how Theorem 4.1 can be extended to a polynomial function with isolated singularities, but without
any condition on the singularities along the axis (which are the so-called “singularities at in;nity”).
We arrive in this way to results on vanishing cycles of polynomials which have been discovered
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in somewhat diNerent form by Neumann and Norbury [22,23], such as an invariant cycle theorem
(Corollary 5.2).

In Section 4 we compare the assumptions of our main Theorem 3.2 to conditions involving the
recti4ed homological depth (de;ned by Grothendieck and thoroughly studied in [14]), showing that
the latter are more restrictive. We also point out how, by relaxing the generality of the setting, one
may recover several results in the literature. 1

2. Nongeneric pencils and variation maps

Let Y be a compact complex analytic space and let V ⊂ Y be a complex analytic subspace such
that X := Y\V is of dimension n, n¿ 2.

2.1. Pencils with singularities in the axis

Let us recall some de;nitions that we already used in [29]. By pencil (or meromorphic function)
we mean the ratio of two sections f and g of a holomorphic line bundle L → Y . This de;nes a
holomorphic function h := f=g over the complement Y\A of the axis of the pencil A := {f=g=0}.
A pencil is called generic with respect to X when Y is embedded in some manifold Z and the pencil
extends to one over Z which satis;es the following conditions: the axis Â of the extended pencil
is nonsingular and transversal to some Whitney strati;cation of the pair (Y; V ) and the holomorphic
map h=f=g : Y\A → P1 has only strati;ed double points as singularities. Notice that part of those
singularities might be on V , hence outside X .

Here we focus on a class of (nongeneric) pencils, namely pencils having at most isolated singu-
larities, possibly in the axis. Let us ;rst explain what we mean by singularities of a pencil.

We de;ne a new space by blowing-up along the base locus A. The idea of this construction is
due to Thom and was used by Andreotti and Frankel [1] in case of generic pencils on projective
manifolds. So, let

Y := closure{(y; [s : t]) ∈Y × P1|sf(y) − tg(y) = 0}:
This is a hypersurface in Y × P1 obtained as a Nash blowing-up of Y along A. It is clear that the
intersection Y ∩ (Y\A) × P1 is just the graph of h, hence it is isomorphic to Y\A. It also follows
that the subset A × P1 is included into Y.

Let us denote X := Y∩(X×P1). Consider the projection p : Y → P1, its restriction p|X : X → P1

and the projection to the ;rst factor � : Y → Y . Notice that the restriction of p to Y\(A×P1) can
be identi;ed with h.

Now ;x a strati;cation W on Y such that V is a union of strata. The restriction of W to the open
set Y\A induces a Whitney strati;cation on Y\(A×P1), via the above mentioned identi;cation. We
then denote by S the coarsest Whitney strati;cation on Y which coincides over Y\(A × P1) with
the one induced by W on Y\A. This strati;cation exists within a neighborhood of A×P1, by usual
arguments (see e.g. [9]), hence such strati;cation is well de;ned on Y. We call it the canonical

1 This paper is based on our preprint [28] and is a natural continuation of [29].
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strati4cation of Y generated by the strati;cation W of Y . The canonical strati;cation of X will be
the restriction of S to X.

De�nition 2.1. We call the singular locus of p with respect to S the following closed analytic
subset of Y:

SingS p :=
⋃

S�∈S
Singp|S�

:

We denote by � := p(SingS p) the set of critical values of p with respect to S.

Since p is proper and since S has ;nitely many strata, it follows that the set � is a ;nite set. By
Thom’s isotopy lemma [26], we get that the maps p : Y\p−1(�) → P1\� and p|X : X\p−1(�) →
P1\� are strati;ed locally trivial ;brations. In particular, h : Y\(A ∪ h−1(�)) → P1\� is a locally
trivial ;bration.

De�nition 2.2. We say that the pencil de;ned by the meromorphic function h=f=g is a pencil with
isolated singularities if dim SingS p6 0.

We shall say that X has the structure of a Lefschetz 4bration with isolated singularities if there
exists a pencil on X with isolated singularities.

We have pointed out in [29, Section 2] that in case Y is projective, the condition dim SingS p6 0
is equivalent to the following condition: the singularites of the function p at the blown-up axis A×P1

are at most isolated. We have moreover.

Proposition 2.3 (Tib$ar [29, Proposition 2.4]): Let Y ⊂ PN be a projective variety endowed with
some Whitney strati4cation W and let ĥ = f̂=ĝ de4ne a pencil of hypersurfaces in PN with axis
Â. Let S denote the set of points on Â∩ Y where some member of the pencil is singular or where
Â is not transversal to W. If dim S6 0 and the singular points of h : Y\A → P1 with respect to
W are at most isolated, then dim SingS p6 0.

2.2. Variation maps

We assume that our pencil de;ned by h: Y P1 has isolated singularities, as de;ned in 2.2.
Let us ;x some notation. For any M ⊂ P1, we denote YM := p−1(M), XM := X ∩ YM , YM :=
�(p−1(M)) and XM := X ∩YM . Let �={a1; : : : ; ap}. We denote by aij ∈Y some point of SingS p∩
p−1(ai). We then have SingS p = ∪i; j {aij}. For c∈P1\� we say that Yc, resp. Xc, is a general
4ber of p :Y → P1, resp. of p|X :X → P1. We say that Yc, resp. Xc, is a general member of the
pencil on Y , resp. on X .

At some singularity aij, in local coordinates, we take a ball Bij centered at aij. For a small enough
radius of Bij, this is a “Milnor ball” of the holomorphic function p at aij. Next we may take a small
enough disk Di ⊂ P1 at ai ∈P1, so that (Bij; Di) is Milnor data for p at aij. Moreover, we may do
this for all (;nitely many) singularities in the ;ber Yai , keeping the same disk Di, provided it is
small enough.

Now the restriction of p to YDi\∪j Bij is a trivial ;bration over Di. One may construct a strati;ed
vector ;eld which trivializes this ;bration and such that this vector ;eld is tangent to the boundaries
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of the balls YDi ∩ @ QBij. Using this, we may also construct a geometric monodromy of the ;bration
p| : Y@ QDi

→ @ QDi over the circle QDi, such that this monodromy is the identity on the complement of
the balls, Y@ QDi

\ ∪j Bij. The same is then true, when replacing Y@ QDi
by X@ QDi

.
Take some point ci ∈ @ QDi. We have the geometric monodromy representation:

!i : "1(@ QDi; ci) → Iso

(
Xci ; Xci\

⋃
j
Bij

)
;

where Iso(:; :) denotes the group of relative isotopy classes of strati;ed homeomorphisms (which are
C∞ along each stratum). It follows that the geometric monodromy restricted to Xci\ ∪j Bij is the
identity.

As shown above, we may identify, in the trivial ;bration over Di, the ;ber Xci\ ∪j Bij to the
;ber Xai\∪j Bij. Furthermore, in local coordinates at aij, Xai is a germ of a complex analytic space;
hence, for a small enough ball Bij, the set Bij ∩Xai\∪j aij retracts to @ QBij ∩Xai , by the local conical
structure of analytic sets [2]. Therefore X ∗

ai := Xai\ ∪j aij is homotopy equivalent, by retraction, to
Xai\ ∪j Bij.

Notation. From now on, we shall freely use X ∗
ai as notation for Xci\ ∪j Bij whenever we consider

the pair (Xci ; X
∗
ai), having in mind the homotopy equivalence between the two spaces.

It then follows that the geometric monodromy induces an algebraic monodromy, in any dimen-
sion q:

$i: Hq(Xci ; X
∗
ai ;Z) → Hq(Xci ; X

∗
ai ;Z);

such that the restriction $i :Hq(X ∗
ai) → Hq(X ∗

ai) is the identity.
Consequently, any relative cycle %∈Hq(Xci ; X

∗
ai ;Z) is sent by the morphism $i − id to an absolute

cycle. In this way we de;ne a variation map, for any q¿ 0:

vari : Hq(Xci ; X
∗
ai ;Z) → Hq(Xci ;Z): (2)

This enters, as a diagonal morphism, in the following diagram:

where j∗ is induced by inclusion.
Variation morphisms enter traditionally in the description of global and local ;brations of holo-

morphic functions at singular ;bers, see e.g. [15,21,24], [23, Section 2]. In dimension 2, already
Zariski used $i − id in his theorem for the fundamental group. ChKeniot [4] also works with a kind of
a variation map, diNerent from ours. Our de;nition is a direct extension of the local variation maps
(see e.g. [15,20]) to the global setting.

3. The main theorem

Let us recall the de;nition of the homological depth of a topological space at a point.
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De�nition 3.1. For a discrete subset & ⊂ X, we denote by Hd&X the homological depth of X at
&. We say that Hd&X¿ q + 1 if, at any point '∈&, there is an arbitrarily small neighborhood N
of ' such that Hi(N;N\{'}) = 0, for i6 q.

For a manifold M , at some point ', we have Hd'M¿ dimRM . Complex V -manifolds are rational
homology manifolds. So the homological depth measures the defect of being a homology manifold
(for certain coeTcients). For strati;ed complex spaces, Grothendieck [11] introduced the recti;ed
homotopical depth, respectively the recti4ed homological depth, denoted rHd. This were later inves-
tigated by Hamm and Lê [14], who proved several of Grothendieck’s conjectures regarding them.
See Proposition 4.2 for more details and results involving rHd.

We may now state our principal result, using the notations in Section 2. The homology is with
coeTcients in Z.

Theorem 3.2. Let h :Y → P1 de4ne a Lefschetz 4bration on X =Y\V with isolated singularities (cf
De4nition 2.2). Let the axis A be not included in V. For some k¿ 0, suppose that the following
conditions are ful4lled:

(C1) Hq(Xc; Xc ∩ A) = 0 for q6 k.
(C2) Hq(Xc; X ∗

ai) = 0 for q6 k and for all i.
(C3) HdX∩SingS pX¿ k + 3.

Then Hq(X; Xc)=0 for q6 k+1 and the kernel of the surjection Hk+1(Xc) � Hk+1(X ) is generated
by the images of the variation maps vari, for i = 1; p.

Note 3.3. For the vanishing of the relative homology we need in fact a weaker condition than (C3),
namely the following:

(C3i) HdX∩SingS pX¿ k + 2.

This will be clear from the proof, since (C3) is used (with k + 3) only in Corollary 3.8 and
Proposition 3.9(b). See also Proposition 4.3 for what become conditions (C2) and (C3) in special
cases, and Proposition 4.2 for comparison to the recti;ed homological depth condition. For instance,
it is well known from [14] that, in case X is a complete intersection, then rHd X ¿ dimC X . This
implies (see e.g. the proof of Proposition 4.2) that condition (C3) is satis;ed in this case for
k6 dimC X − 3.

In Section 4, we derive the form of this result in special cases, such as in case SingS p ∩ (A ×
P1) ∩X = ∅ (i.e. “no singularities in the axis”), in case the Lefschetz structure of the space X is
hereditary on slices and also in the complementary case A ⊂ V .

Note 3.4. During the time, Lefschetz hyperplane theorems have been generalized in several di-
rections, giving rise to an extended literature, which the limited space does not allow us to cite
here. May we just refer to Fulton’s general overview [8], Lamotke’s “classical” modern presen-
tation of Lefschetz theorems [15] and to Goresky-MacPherson’s book [10] which covers a lot of
material.
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On the other hand, the description of the kernel of the surjection stated above has been con-
sidered in a few papers only. The most recent results are for generic pencils of hyperplanes on
quasi-projective manifolds, by ChKeniot [4], and on complements in Pn of hypersurfaces with iso-
lated singularities and for higher homotopy groups, by Libgober [18]. The extension of Theorem 3.2
to homotopy groups is investigated in the preprints [28,30]; see also [5].

In Section 4 we compare the conditions of our Theorem 3.2 (and show that they are signi;cantly
less restrictive) to the conditions used by some other authors in more particular settings than ours:
the recti;ed homology depth condition used by Hamm and Lê [12–14] (see Section 4.2), respectively
conditions used by ChKeniot and Eyral [3,4,7] (see Section 4.3).

3.1. Proof of Theorem 3.2

Let K ⊂ P1 be a closed disk with K ∩ � = ∅ and let D denote the closure of its complement
in P1. We denote by S := K ∩D the common boundary, which is a circle, and take a point c∈ S.
Then take standard paths *i ⊂ D\ ∪i Di (non self-intersecting, non mutually intersecting) from c to
ci ∈ @ QDi. The con;guration ∪i( QDi ∪ *i) is a deformation retract of D. We shall also identify all ;bers
Xci to the ;ber Xc, by parallel transport along the paths *i.

We denote A′ := A ∩ Xc. Since A 
⊂ V , we have that A′ 
= ∅.

Proposition 3.5. If Hq(Xc; A′) = 0 for q6 k, then the morphism induced by inclusion:

Hq(XD; Xc)
–∗→Hq(X; Xc)

is an isomorphism for q6 k + 1 and an epimorphism for q = k + 2.

Proof. We claim that, if Hq(Xc; A′)=0, for q6 k, then Hq(XS; Xc)=0 for q6 k +1. Note ;rst that
XS is homotopy equivalent to the subset XS ∪ (A′ ×K) of XK . Let I and J be two arcs which cover

S. We have the homotopy equivalence (XS; Xc)
ht�(XI ∪ (A′ × K) ∪ XJ ∪ (A′ × K);XJ ∪ (A′ × K)).

Then, by excision, we have the isomorphism:

H∗(XS; Xc) � H∗(XI ∪ (A′ × K);X@I ∪ (A′ × K)):

Furthermore, we have the homotopy equivalences of pairs: (XI ∪ (A′ × K);X@I ∪ (A′ × K))
ht�(Xc ×

I;Xc × @I ∪ A′ × I) and the latter is just the product of pairs (Xc; A′) × (I; @I). Our claim follows.
Next, by examining the exact sequence of the triple (XD; XS ; Xc) and by using the vanishing of

Hq(XS; Xc) proved above, we see that (XD; Xc) ,→ (XD; Xc) gives, in homology, an isomorphism in
dimensions q6 k + 1 and an epimorphism in q = k + 2. To end our proof, we just combine this
with the isomorphism H∗(XD; XS) � H∗(X; XK), obtained by excision.

Since the kernel of the map Hk+1(Xc) → Hk+1(X ) is equal to the image of the boundary map

Hk+2(X; Xc)
@→Hk+1(Xc), we focus on the latter. Consider the commutative diagram:

(3)
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where @ and @1 are boundary morphisms. Since Proposition 3.5 shows that –∗ is an epimorphism,
we get.

Corollary 3.6. If Hq(Xc; A′) = 0 for q6 k then, in diagram (3), we have im @ = im @1.

Notice that, for any M ⊂ P1, XM is homotopy equivalent to XM to which one attaches, along

A′ × M , the product A′ × Cone(M). Since D is contractible, it follows that XD
ht�XD. Hence, the

pair (XD; Xc) is homotopy equivalent to (XD; Xc) and we may identify the boundary morphism

Hk+2(XD; Xc)
@1→Hk+1(Xc) to the boundary morphism Hk+2(XD; Xc)

@1→Hk+1(Xc).
Remark also that we have the excision H∗(∪iXDi ;∪i Xci)

�→H∗(XD; Xc) which gives a decompo-
sition of the homology H∗(XD; Xc) into the direct sum ⊕iH∗(XDi ; Xci). Then the boundary map @1

is identi;ed to the boundary map @2 obtained as sum of the boundary maps @i : Hk+2(XDi ; Xci) →
Hk+1(Xci), where Xci is identi;ed with Xc by parallel transport along the paths *i.

With these identi;cations, we have the following commutative diagram:

It then follows that

im @1 =
∑
i

im @i: (4)

Our theorem will be proved if we do the following:

(i) Prove that Hq(XDi ; Xci) = 0, for q6 k + 1 and all i.
(ii) Find the image of the map @i : Hk+2(XDi ; Xci) → Hk+1(Xci) for all i.

We shall reduce these problems again, by replacing XDi by X∗
Di

:= XDi\SingS p. For this, we
use condition (C3) for (ii), respectively condition (C3i) for (i).

Lemma 3.7. If HdX∩SingS pX¿ s + 1 then, for all i, the map induced by inclusion Hq(X∗
Di
; Xci)

j∗→
Hq(XDi ; Xci) is an isomorphism, for q6 s − 1, and an epimorphism, for q = s.

Proof. Due to the exact sequence of the triple (XDi ;X∗
Di
; Xci), it will be suTcient to prove, for all i,

that Hq(XDi ;X∗
Di

) = 0, for q6 s. This is true since the inclusion:(
XDi ∩

(⋃
j
Bij

)
;XDi ∩

(⋃
j
Bij\{aij}

))
,→ (XDi ;X∗

Di
)

is an excision in homology (notice that the unions are disjoint). As usual, Bij ⊂ X denotes a Milnor
ball centered at the singular point aij ∈SingS p.

Indeed, the hypothesis HdX∩SingS pX¿ s+1 tells that the homology of each pair (XDi ∩Bij; XDi ∩
Bij\{aij}) vanishes up to dimension s.
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Corollary 3.8. If HdX∩SingS pX¿ k + 3, then, for all i:

im(@i : Hk+2(XDi ; Xci) → Hk+1(Xci)) = im(@′
i : Hk+2(X∗

Di
; Xci) → Hk+1(Xci)):

Proof. We have that @′
i = @i ◦ j∗, where j∗ : Hk+2(X∗

Di
; Xci) → Hk+2(XDi ; Xci) is induced by the

inclusion. By Lemma 3.7, j∗ is surjective, hence im @′
i = im @i.

The last step in the proof of Theorem 3.2 is the following result, where the variation maps come
in.

Proposition 3.9. If Hq(Xci ; X
∗
ai) = 0, for q6 k, then:

(a) Hq(X∗
Di
; Xci) = 0 for q6 k + 1.

(b) im @′
i = im (vari : Hk+1(Xci ; X

∗
ai) → Hk+1(Xci)).

Proof. Let us take Milnor data (Bij; Di) at the (strati;ed) singularities aij. Recall that the radius of
Di is very small in comparison to the radius of Bij. We shall give the proof for a ;xed index i and
therefore we suppress the lower indices i in the following.

(a) Let D∗ = D\{a}. By retraction, we identify D∗ to a circle and cover this circle with the
union of two arcs I ∪ J , as follows: for the standard circle S1, we take I := {exp i"t|t ∈ [ − 1

2 ; 1]},

J := {exp i"t|t ∈ [ 1
2 ; 2]}. Then XD∗

ht�XI ∪XJ and Xc
ht�XJ � Xc × J . With these notations, we have

the following isomorphisms induced by homotopy equivalences:

H∗(X∗
D; Xc) � H∗(XD∗ ∪ X ∗

a × D; Xc ∪ X ∗
a × D) � H∗(XI ∪XJ ∪ X ∗

a × D;XJ ∪ X ∗
a × D);

where X ∗
a × D is a notation for XD\ ∪j Bij, which is the total space of a trivial ;bration over D,

with ;ber Xa\ ∪j Bij
ht�X ∗

a .
We then excise XJ ∪X ∗

a ×D from the last pair and get the homology of the pair (XI ; X@I ∪X ∗
a ×

I), which pair is homotopy equivalent to the product (Xc; X ∗
a ) × (I; @I). Since, by hypothesis, the

homology of the pair (Xc; X ∗
a ) vanishes up to dimension k, it follows that the homology of the last

product vanishes up to dimension k + 1.
(b) In the following commutative diagram, the variation map identi;es to the right-hand vertical

arrow. This diagram is a Wang-type exact sequence, the proof of which is explained by Milnor [21,
p. 67, Lemma 8.4].

This shows that im @′
i = im vari.

We are now able to conclude the proof of Theorem 3.2. Claim (i) above, and hence the ;rst
claim of the theorem, follows from Lemma 3.7 and Proposition 3.9(a).

The second claim of the theorem follows by the sequence of results: Corollary 3.6, equality (4),
Corollary 3.8 and Proposition 3.9(b).
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4. Further results and particular cases

4.1. The case A ⊂ V

We discuss in the following the case A′ = ∅, equivalently, A ⊂ V , which is complementary to the
one we have considered until now. One would be tempted to replace condition (C1) with “Hq(Xc)=0,
for q6 k”, but this appears to be too restricting.

Nevertheless, in case h|X is not onto P1, the situation becomes more interesting. So let us assume
that V contains a ;ber of the pencil h : Y\A → P1. Even if the axis A is outside the space X ,
the “singularities in the axis” in<uence the topology of the pencil. We have the following result
on a class of nongeneric pencils, disjoint from the class considered in Theorem 3.2. Let us denote
/ := �(SingS p).

Theorem 4.1. Let X =Y\V have a structure of Lefschetz 4bration with isolated singularities, such
that V contains a member of the pencil. For some 4xed k¿ 0, assume that Hq(Xc; X ∗

ai) = 0 for
q6 k, where Xc is a general member Xc and Xai is any atypical one. We have:

(a) If Hq(X; X \/) = 0 for q6 k + 1, then Hq(X; Xc) = 0 for q6 k + 1.
(b) If Hq(X; X \U) = 0 for q6 k + 2, then:

Hk+1(X ) � Hk+1(Xc)

/
p∑
i

im vari :

Proof. The proof follows the lines of the proof of Theorem 3.2 and we shall only point out the
diNerences, using the same notations. In our case, the target of the holomorphic function h|X is

P1\{'} for some '∈P1. We have D
ht�P1\{'} and therefore XD

ht�X . Examining the proofs of
Proposition 3.5 and Corollary 3.6, we see that, under our assumptions, their conclusions hold without
any restrictions on k. Hence (C1) does not enter as condition in our proof. On the other hand, by
Proposition 4.3(b), we can use (C3)’ instead of (C3). Condition (C2) is itself an assumption of the
above theorem.

4.2. Comparing to the rHd condition

Proposition 4.2. Theorem 3.2 holds if we replace conditions (C2) and (C3) by the single condition:
(C4) rHd X ¿ k + 3.
The 4rst claim of Theorem 3.2 holds with a weaker assumption in place of (C4), namely (see

Note 3.3):
(C4i) rHd X ¿ k + 2.

Proof. Indeed, rHd X ¿ q implies rHdX¿ q, since X is a hypersurface in X × P1 and one can
apply the result of Hamm and Lê [14, Theorem 3.2.1]. This in turn implies Hd'X¿ q, for any point
'∈X, by de;nition.
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Next, rHdX¿ q implies that the homology of the pair (XDi ; Xci) vanishes up to dimension q−1,
by [29, Proposition 3.4] (where rhd is used instead of rHd, but the proof is the same). This shows
that conditions (C1) + (C4i) imply the ;rst claim of Theorem 3.2.

Furthermore, if we assume (C4) instead of (C4i), then, besides the vanishing of the homology of
(XDi ; Xci) up to k + 2 (shown just above), it follows that Hq(X∗

Di
; Xci) = 0 for q6 k + 1, by Lemma

3.7. The proof of Proposition 3.9(a) shows in fact that the vanishing of homology of (X∗
Di
; Xci) up

to k +1 is equivalent to the vanishing of homology of the pair (Xci ; X
∗
ai) up to k, which is condition

(C2). Now Theorem 3.2 applies.

4.3. Particular cases

From Theorem 3.2 and its proof, one may derive several versions in particular cases, recover-
ing some of the results in the literature. To do that, one has to take into account the following
observations (still under the condition A ∩ X 
= ∅).

Proposition 4.3. (a) In case X ∩ SingS p = ∅, condition (C3) is void.
(b) In case (A × P1) ∩X ∩ SingS p = ∅, we may replace condition (C3) by the following more

general condition (which is also more global):
(C3)’ Hq(X; X \/) = 0, for q6 k + 2.
(c) In case (A × P1) ∩ SingS p = ∅, if condition (C1) is true, then (C2) is equivalent to the

following:
(C2)’ Hq(X ∗

ai ; X
∗
ai ∩ A) = 0, for q6 k − 1.

Proof. (a) is obvious.
(b) By examining the Proof of Theorem 3.2, we see that we have used the homology depth

condition only to compare XDi to X∗
Di

. We may cut oN from the proof this comparison (which
means Lemma 3.7 and Corollary 3.8) and start from the beginning with the space X \/ instead
of the space X . Taking into account that, under our hypothesis, X∗

Di
= X∗

Di
\/, for all i, the eNect

of this change is that the proof yields the conclusion “Hq(X \/; Xc) = 0, for q6 k + 1” and the
corresponding statement for the vanishing cycles. At this ;nal stage, condition (C3)’ allows one to
replace X \/ by X .

(c) When there are no singularities in the axis, we have A ∩ X ∗
ai = A ∩ Xc, for any i. Then the

exact sequence of the triple (Xc; X ∗
ai ; A ∩ X ∗

ai) shows that the boundary morphism

Hq(Xc; X ∗
ai) → Hq−1(Xc; A ∩ X ∗

ai)

is an isomorphism, for q6 k, by condition (C1). This implies our claimed equivalence.

In case of quasi-projective varieties, we have an abundance of hyperplane pencils, which are
moreover generic, in the sense that the axis is transversal to the strati;cation. It easily follows that
such a pencil has no singularities along the axis (see e.g. the proof of [29, Proposition 2.4] for a
detailed explanation). We are therefore in the conditions of Proposition 4.3(b) and (c). Another nice
aspect of quasi-projective varieties is that the Lefschetz structure is hereditary on slices. Namely,
as already observed by ChKeniot [3], since the axis A is chosen to be generic, it becomes in turn a
generic slice of a hyperplane slice of X , and so on.
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Condition (C2)’ has been used by ChKeniot [3,4] and Eyral [7] in theorems on generic pencils of
hyperplanes, respectively condition (C3)’ has been used by Eyral in proving a version of the ;rst
Lefschetz hyperplane theorem (compare to [7, Proof of Theorem 2.5]). Therefore, via Proposition
4.3 and the preceding observations in case of quasi-projective varieties, our Theorem 3.2 recovers
the results in the cited articles.

5. Vanishing cycles of polynomial functions on Cn

A polynomial function f :Cn → C can naturally be considered as a nongeneric pencil of hy-
persurfaces on Cn, which is a particular quasi-projective variety. Indeed, this function extends as a
meromorphic function on Pn, as follows. If degf= d, then h= f̃=zd :Pn → P1, where f̃ is the ho-
mogenized of f with respect to the new variable z and the axis of the pencil is A={fd=0} ⊂ H∞.
Here we have Y = Pn, V = H∞ = {z = 0} ⊂ Pn. We are in the situation described in Section 4.1,
namely we have a pencil on X = Cn, where h|Cn = f. In particular, / = Singf.

For such a pencil, we may work under more general hypotheses: we assume that the function
f has isolated singularities, but we put no condition on singularities in the axis, which may be
non-isolated. We show how this can ;t in the theory developed before.

Take the complement of a big ball B ⊂ Cn, centered at the origin of a ;xed system of coordinates
on Cn. The complement CB := Cn\B plays the role of a “uniform” neighborhood of the whole
hyperplane at in;nity H∞ and of all singularities in the axis together. For big enough radius of B,
we have

Xai ∩ B
ht�Xai ;

for any i, since the distance function has a ;nite set of critical values on the algebraic sets Xai . We
claim that f−1(Di) ∩ B\ ∪j Bij → Di is a trivial ;bration, where the Bij’s are small Milnor balls
around the critical points of f on Xai and Di is a small enough disk. Indeed, the ;bers of f over Di

are transversal to the boundary of a big ball and transversal to the boundaries of the Milnor balls.
Our claim then follows by Ehresmann’s Theorem.

This implies, as in Section 2.2, that there is a well-de;ned geometric monodromy representation
at each ai ∈� ⊂ C, !i : "i(@ QDi; ci) → Iso(Xci ; Xci\(CB ∪ ∪j Bij)). This induces a variation map:

vari :Hk(Xci ; X
∗
ai) → Hk(Xci);

where X ∗
ai := Xai\Singf is now used as a notation for the subset Xci\(CB ∪ ∪j Bij) of Xci . This is

justi;ed by the fact that Xai\Singf is homotopy equivalent to Xai ∩B\ ∪j Bij, which in turn can be
identi;ed to Xci\(CB ∪ ∪j Bij) as ;bers in the above-mentioned trivial ;bration.

We shall show that Theorem 4.1 holds for a pencil de;ned by a polynomial function with isolated
singularities f : Cn → C, without any condition on singularities at the axis at in;nity and moreover,
that we have a more precise grip on variation maps.

Let us ;rst remark that the boundary map H∗+1(Cn; Xc)
@→H̃ ∗(Xc) is an isomorphism in any di-

mension. This follows from the long exact sequence of the pair (Cn; Xc).
Next, we have by excision: H∗+1(Cn; Xc) � ⊕iH∗+1(XDi ; Xc). These show that H∗(Xc) decom-

poses into the direct sum of vanishing cycles at each atypical ;ber Xai . Note that the direct sum
decomposition depends on the paths *i.
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We say that im (H∗+1(XDi ; Xc)
@i→H∗(Xc)) is the module of vanishing cycles at the ;ber Xai . It has

been proved in general that H∗(Xc) is the direct sum of the modules of vanishing cycles (see [25,
proof of Theorem 3.1], [22, Theorem 1.4]) regardless of the singularities of f.

It is well known that in case of a holomorphic function germ with isolated singularity on Cn, the
variation map of the local monodromy is an isomorphism [21]. But in our global case of a polynomial
function with isolated singularities, the variation maps cannot be isomorphisms since the homology
of the ;ber H∗(Xc) captures information on vanishing cycles at all atypical ;bers Xai together. We
may prove the following statement, the part (b) of which being just Neumann–Norbury’s result [23,
Theorem 2.3] via an identi;cation (by some excision) of our variation map to the local variation
maps used in [23].

Proposition 5.1. Let f : Cn → C be a polynomial function with isolated singularities. Then:

(a) If Hq(Xc; X ∗
ai) = 0 for q6 k and for any i, then H̃ q(Xc) = 0 for q6 k.

(b) [23, Theorem 2.3] The variation map vari : H∗(Xci ; X
∗
ai) → H∗(Xci) is injective, for any i. In

particular, we have Hq(Xc) �∑i im(vari) for the 4rst integer q¿ 1 such that Hq(Xc) 
= 0.

Proof. Since the ;bers of f are Stein spaces of dimension n− 1, their homology groups are trivial
in dimensions ¿ n. Condition (C3)’ is largely satis;ed, since (Cn;Cn\Singf) is (2n−1)-connected.
Hence part (a) follows from Theorem 4.1. For part (b), remark ;rst that, by the above arguments, the
boundary map @i : H∗+1(XDi ; Xci) → H̃ ∗(Xci) is injective, for any i. Next, one may replace XDi by X ∗

Di

since (XDi ; X
∗
Di

) is (2n − 1)-connected. It follows that the boundary morphism @′
i : H∗+1(X ∗

Di
; Xci) →

H̃ ∗(Xci) is injective. As in Proposition 3.9, one may identify H∗+1(X ∗
Di
; Xci) to H∗(Xci ; X

∗
ai), by excision

and @′
i can be identi;ed with vari : H∗(Xci ; X

∗
ai) → H∗(Xci).

The image of the “pseudo-embedding” – : X ∗
ai

ht�Xai ∩ B\ ∪j Bij ,→ Xci plays here the role of the
boundary of the Milnor ;ber in the local case. We may therefore call im –∗ the group of “boundary
cycles” at ai. We immediately get the following consequence; it can also be deduced, by a series
of identi;cations, from the Neumann–Norbury more general result [22, Theorem 1.4].

Corollary 5.2. The invariant cycles under the monodromy at ai are exactly the boundary cycles,
i.e. the following sequence is exact:

H∗(X ∗
ai)

–∗→H∗(Xci)
$a−id→ H∗(Xci):

Proof. We have the following commutative diagram, where the ;rst row is the exact sequence of
the pair (Xci ; X

∗
ai):

We have that im –∗ = ker j∗. Since $i − id = vari ◦ j∗, and since vari is injective by Proposition
5.1, our claim follows.
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Note 5.3. This result may be considered as a counterpart, in a non-proper situation, of the well-known
“invariant cycle theorem” proved by Clemens [6]. The latter holds for proper holomorphic functions
g :X → D, in cohomology (thus “invariant co-cycle theorem” would be more appropriate), where
X is a KWahler manifold. It says that the following sequence is exact: H ∗(X ) i∗→H ∗(Xc)

h−id→ H ∗(Xc),
where h denotes the monodromy around the center of the disk D (assumed to be the single critical
value of g).

It is natural to ask if an invariant cycle result similar to Corollary 5.2 holds for more general
classes of non-proper pencils.
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