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Abstract

As the inter-cell interference becomes a great challenge in frequency reuse one systems, soft frequency reuse (SFR)
has been widely used to deal with the severe inter-cell interference especially for cell edge users. This paper proposes
an analytical method to investigate the statistics of inter-cell interference in uplink orthogonal frequency division
multiple access systems when SFR scheme is adopted. Probability density functions of inter-cell interference in
different frequency bands are derived and then used to deduce the expectation and variance of inter-cell interference
from multiple interfering cells. The derivations are validated through numerical results. In addition, the relationship
between system parameters and the statistics of inter-cell interference in different frequency bands is investigated.
These contributions will give insights and guidelines for the system optimization.

1 Introduction
Orthogonal frequency division multiple access (OFDMA)
has been adopted in many wireless networks such as
IEEE 802.16 and the 3rd Generation Partnership Project
long-term evolution (LTE), due to many beneficial char-
acteristics. Meanwhile, as the limited frequency resource
becomes a bottleneck for the increasing data rate demand,
it would be better to reuse the available frequency among
each cell. However, inter-cell interference (ICI) will be
more severe for user equipments (UEs) in the cell edge
region. Many inter-cell interference coordination (ICIC)
techniques have been proposed to mitigate the problem.
One typical solution introduced in LTE [1] is soft fre-
quency reuse (SFR): (1) UEs in the cell center region which
experience/generate low interference and require low
power to communicate with their serving evolved NodeBs
(eNBs) are permitted to use the whole spectrum, and (2)
UEs in the cell edge region which experience/generate
strong interference and require high power to ensure reli-
able communication are constrained to be scheduled with
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a part of the spectrum, while these resources should be
allocated to UEs in the center region or not be used in
neighboring cells. With such resource scheduling limita-
tion among adjacent cells, SFR can be utilized to avoid
severe ICI. Figure 1 demonstrates an example of the SFR
scheme for multicell cellular networks.
If statistical characteristics of ICI can be derived

through theoretical analysis, time-consuming system-
level simulations may be avoided. Therefore, researches
about statistics of ICI have received more and more
consideration recently. Some of them focus on analyz-
ing the statistics of signal-to-interference ratio or signal-
to-interference-and-noise ratio (SINR) analytically [2-6].
Others concern the probability density function (PDF)
of ICI or SINR. The conditional PDF of carrier-based
interference plus noise in downlink OFDMA networks is
derived in [7]. In [8,9], the PDFs of SINR and interference
are derived through analyzing the samples of system-
level simulations and checking several given hypotheses,
without deriving and validating the corresponding closed-
form expressions. In [10], the PDF of downlink SINR
in randomly located femtocells is given by analysis and
calculation. Recently, many analytical frameworks are pre-
sented to evaluate the distribution of downlink SINR
based on the Poisson point process modeling of nodes
[11,12]. These papers focus on the statistical analysis of
the downlink ICI in cellular networks.
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Figure 1 Uplink interference model when SFR is adopted in cellular networks.

It is worth noting that in the downlink, the sources of
interference are eNBs which are fixed in cellular networks,
thus the scheduling scheme almost has no impact on the
ICI once the frequency reuse scheme is determined. How-
ever, the uplink interfering sources are UEs which may be
located anywhere in a cell. Moreover, in different schedul-
ing periods, an uplink frequency band may be allocated
to different UEs. As a result, the uplink interference will
show great fluctuation, and the analysis of the down-
link interference cannot be applied to analyze the uplink
interference directly. In [13], the PDF of SINR in ad hoc
networks is derived. Only one interferer is considered in
this scenario, and the derived results may not be applied
to cellular networks. The uplink ICI is investigated in [14]
by generating amounts of samples and then drawing a his-
togram without deriving a closed-form expression. The
uplink coverage probability in cellular networks is derived
in [15] when the power control scheme is involved, and all
the nodes are assumed to be randomly placed.
In this paper, the fixed infrastructure and randomly dis-

tributed UEs are considered in the model of cellular net-
works with SFR scheme. And for the channel model, the
path loss, shadowing, and Rayleigh fading are included.
Based on such system assumptions, the PDFs of ICI in dif-
ferent frequency bands are derived and used to deduce
the closed-form expressions for the expectation and vari-
ance. Furthermore, the impacts of many system param-
eters on the PDF, expectation, and variance of ICI are
investigated.

The rest of the paper is organized as follows. Section 2
introduces the system model. The PDF, expectation, and
variance of the uplink ICI in the frequency band allo-
cated to cell edge UEs in the cell of interest are derived
in section 3. And the corresponding statistical analysis of
the uplink ICI in the rest frequency bands are given in
section 4. In section 5, the numerical results are demon-
strated, and the influences of system parameters on the
uplink ICI are studied. Finally, conclusions are made in
section 6.

2 Systemmodel
Considering that in the actual deployment of cellular net-
works, the infrastructures are always fixed while UEs are
randomly distributed, and the propagation attenuation is
related to the distance. It is rational to model the cov-
erage area of a cell as a circular region. For simplicity,
the model of cellular network consists of a cell of inter-
est and its neighboring cells as depicted in Figure 1; the
serving eNB in the cell of interest is defined as eNB0,
and the other eNBs are denoted as eNBi(i = 1, 2, ..., 6).
Correspondingly, in each cell, the UE which is sched-
uled with a given frequency band is denoted as UEi.
Each cell is divided into two parts: the inner part which
represents the cell center region, and the outer part
which represents the cell edge region. Accordingly, the
UEs in the cell edge region are defined as exterior UEs,
and the UEs in the cell center region are defined as
interior UEs.
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For the SFR scheme, the whole frequency band is
divided into three sub-bands: F1, F2, and F3 as shown
in Figure 1. Exterior UEs are constrained to use one of
the sub-bands with high transmit power Pt,1, while the
interior UEs can reuse the whole frequency band with a
reduced power Pt,0 (Pt,0 < Pt,1). In this paper, Pt,1 is set as
the full transmit power. UEs are assumed to be uniformly
distributed in the cellular networks, and all the frequency
bands are allocated to active UEs in every cell. In addition,
eNB schedule frequency resources independently under
the premise of allocating orthogonal sub-bands to cell
edge UEs among adjacent cells.
In uplink, eNB0 receives the desired signal from UE0

and interference from UEs in the neighboring cells. The
signal link is represented by green solid arrow while the
interference links are represented by red dashed arrows in
Figure 1.
For the channel model, the distance-dependent path

loss, shadowing, and Rayleigh fading are considered.
These three parts are independent. The shadowing is
modeled as a lognormal random variable (RV), and
the gain related to Rayleigh fading is modeled as an
exponential-distributed RV. Besides, we assume that the
antenna pattern of both UEs and eNBs are omnidirec-
tional. Therefore, the uplink interference power from UEi
can be described as

Ii = PtαD−β
i eλξH (1)

where Ii indicates the received interference at eNB0, Pt
denotes the transmit power of UEi which equals to either
Pt,0 or Pt,1, Di represents the distance between eNB0 and
UEi, α and β are the path loss constant and exponent,

respectively, αD−β
i represents the path loss, ξ represents

the logarithmic shadowing in the unit of dB which is
assumed to be a zero-mean Gaussian RVwith variance σ 2,
λ = ln (10) /10, and H represents the gain related to the
Rayleigh fading.
As the SFR scheme is adopted, the distribution of inter-

ference in sub-bands F2 and F1/F3 (we define F1/F3 which
represents ‘F1 or F3’ for convenience) will be different. In
the following, they will be analyzed separately.

3 Statistical analysis of the uplink ICI in
sub-band F2

Since the neighboring cells have identical relative loca-
tions to the cell of interest, it would be tractable to
analyze the interference from one interfering cell at
first and then extend to the multiple interfering cells’
scenario.
As shown in Figure 2, the cell radius is R, and the

intersite distance is
√
3R; eNB0 is located at the origi-

nal point (0,0), and eNBi is located at (
√
3R, 0). In the

interfering cell, the inner disk represents the cell center
region, the green annular area represents the cell edge
region, and R1 = γR (0 ≤ γ ≤ 1) indicates the radius
of the cell center region. The overlapping area between
the cell center region of the interfering cell and the cir-
cular region x2 + y2 ≤ D2

i is defined as �1, while �2
denotes the overlapping area between the cell edge region
of the interfering cell and the circular region x2 + y2 ≤
D2
i .
Define X = eλξ , Y = αD−β

i , and suppose that the trans-
mit power of UE is given, the random part of Ii is XYH ,

Figure 2 Single adjacent interfering cell model.
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where X, Y, and H are independent. The PDF of the prod-
uct of two independent RVs (e.g., Z = XY ) is given by

fZ =
∫
X

1
x
fX(x)fY (z/x)dx (2)

This could be used to derive the PDF of Ii if the PDFs of X,
Y, and H are obtained.
The distribution of the shadowing ξ is modeled as zero-

mean Gaussian distribution which is denoted as N(0, σ 2),
thus, the PDF of X = eλξ can be derived as

fX(x) = 1√
2πσλx

exp
[
− (ln x)2

2λ2σ 2

]
, x > 0 (3)

Since H represents the power gain of Rayleigh fading, the
PDF of H is modeled as

fH(h) = μe−μh, h > 0 (4)

where μ is the rate parameter and is always set as 1
traditionally.

3.1 PDF of the ICI in sub-band F2
For convenience, we define Lcenter represents the event
that UEi locates in the cell center region and Ledge rep-
resents the event that UEi locates in the cell edge region.
From Figure 1, it is obvious that the received interfer-
ence at eNB0 in sub-band F2 comes from the interior
UEs of the neighboring cells, which means that the event
Lcenter occurs. Therefore, from Figure 2, the conditional
cumulative distribution function (CDF) of Di equals to
the proportion of the area of �1 to the area of cell center
region. That is

Fd(Di|Lcenter) = S�1

πγ 2R2 (5)

S�1 represents the area of �1 in Figure 2 and is shown as

S�1 =D2
i arccos

(
D2
i + (3 − γ 2)R2

2
√
3DiR

)

+ γ 2R2 arccos
(

(3 + γ 2)R2 − D2
i

2
√
3γR2

)

−
√

(6 + 2γ 2)R2D2
i − D4

i − (3 − γ 2)2R4

2

(6)

where (
√
3 − γ )R ≤ Di ≤ (

√
3 + γ )R. Furthermore, the

conditional PDF of Di equals to the first derivative of CDF,
and it is given by

fd(Di|Lcenter) = 2Di
πR2γ 2 arccos

(
D2
i + (3 − γ 2)R2

2
√
3RDi

)

(7)

Based on (7), it is easy to derive the conditional PDF of the
path loss Y = αD−β

i as

fY (y
∣∣Lcenter) = 2y−2/β−1α2/β

πR2γ 2β

× arccos
[

α1/βy−1/β

2
√
3R

+ (3 − γ 2)Ry1/β

2
√
3α1/β

]
(8)

where α
[
(
√
3 + γ )R

]−β

< Y < α
[
(
√
3 − γ )R

]−β

.

Define E1 = 2α2/β

πR2γ 2β
, E2 = α1/β

2
√
3R , E3 = (3−γ 2)R

2
√
3α)1/β

, the
conditional PDF of Y is

fY
(
y
∣∣Lcenter) = E1y−2/β−1 × arccos

[
E2y−1/β + E3y1/β

]
(9)

The interference from the interior UEs in a neighboring
cell is Ii = Pt,0XYH , and its PDF is derived as

fIi(I |Lcenter ) = 1
Pt,0

∫ ∞

0

1
h
fH(h)

∫ ∞

0
1
x
fX(x)fY

[
I/
(
Pt,0xh

) |Lcenter
]
dxdh

(10)

Suppose that N represents the number of neighbor-

ing cells, IF2 =
N∑
i=1

Ii is the total received interfer-

ence in sub-band F2 from multiple neighboring cells.
As mentioned in section 2, each cell schedule fre-
quency resources independently. This indicates that in
sub-band F2, the ICI from the different neighboring
cells are independent and identically distributed (i.i.d.)
random variables. With the PDF of the ICI from sin-
gle neighboring cell, the PDF of IF2 is calculated by
the Nth order convolution of (10) as shown in (11),
where ‘ * ’ represents the convolution. The convolution
can be calculated using numerical calculation methods.

fIF2 = fIi ( I|Lcenter) ∗ · · · ∗ fIi ( I|Lcenter)︸ ︷︷ ︸
N−th order convolution

(11)

3.2 Expectation and variance of the uplink ICI in
sub-band F2

As we know, many statistics of random variables will
demonstrate some important properties. For example,
the expectation of ICI can reflect the mean interfer-
ence level, and the variance of ICI will give insight
into the fluctuation of interference. In the follow-
ing context, the closed-form expressions of expectation
and variance of ICI in sub-band F2 will be derived
respectively.
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Since the shadowing X, path loss Y, and Rayleigh fad-
ing H are independent, the mth moment of Ii could be
calculated as

E
[
(Ii)m

]=E
[
(PtXYH)m

]=(Pt)m E
[
Xm]E [Ym]E [Hm]

(12)

where E [()m] represents the mth moment of the corre-
sponding RV.
To get closed-form expressions for the moments of Y ,

we use the power series of arccosine function to derive
an instituted expression of fY

(
y
∣∣Lcenter).The instituted

expression is

fY
(
y
∣∣Lcenter) = E1y−2/β−1 arccos

[
E2y−1/β + E3y1/β

]
= E1y−2/β−1

{
π

2
−

∞∑
n=0

Gn
(
E2y−1/β

+ E3y1/β
)2n+1

}

= E1y−2/β−1

⎡
⎣π

2
−

∞∑
n=0

Gn

2n+1∑
p=0

(2n+1)!
p! (2n+1−p)!

× (
E2y−1/β)p (E3y1/β)2n+1−p

]

= π

2
E1y−2/β−1

− E1
∞∑
n=0

GnE2n+1
3

2n+1∑
p=0

(2n + 1)!
p! (2n + 1 − p)!

×
(
E2
E3

)p
y(2n−1−β−2p)/β

(13)

where Gn = (2n)!
22n(n!)2(2n+1) . Thus, the conditional expecta-

tion of Y is

E[Y |Lcenter]=
α
[
(
√
3−γ )R

]−β∫
α
[
(
√
3+γ )R

]−β

yfY (y|Lcenter)dIi = αM0(β , γ )

γ 2Rβ

(14)

whereM0(β , γ ) is shown as

M0(β , γ ) = A0(β , γ ) − 2
π

∞∑
n=0

B0(n)

2n+1∑
p=0

C0(n, p,β , γ )

(15)

and A0(β , γ ),B0(n),C0(n, p,β , γ ) are

A0(β , γ ) =
[
(
√
3 − γ )2−β − (

√
3 + γ )2−β

]
β − 2

(16)

B0(n) = (2n)!
(2n + 1)22n(n! )2(2

√
3)2n+1

(17)

C0(n, p,β , γ )=
[
(
√
3+γ )2p−2n−β+1−(

√
3−γ )2p−2n−β+1

]
(2p − 2n − β + 1)

∗ (2n + 1)! (3 − γ 2)2n+1−p

p! (2n + 1 − p)!
(18)

Similarly, the conditionalmth moment of Y can be calcu-
lated as

E[ Ym∣∣Lcenter]= ∫
ymfY (y|Lcenter)dy = αmM0(mβ , γ )

γ 2Rmβ

(19)

For the lognormal shadowing X, the expectation is

E[X]=
∫ ∞

0
x

1√
2πσλx

exp
[
− (ln x)2

2λ2σ 2

]
dx = e

λ2σ2
2

(20)

And themth moment of X is

E[Xm] =
∫ ∞

0
xm

1√
2πσλx

exp
[
− (ln x)2

2λ2σ 2

]
dx

= 1√
2πσλ

∫ +∞

−∞
exp

[
− t2

2λ2σ 2 + mt
]
dt

= 1√
2πσλ

∫ +∞

−∞
exp

[
− (t − mλ2σ 2)2

2λ2σ 2 +m2λ2σ 2

2

]
dt

= e
m2λ2σ2

2

(21)

For the Rayleigh fading H, themth moment is

E[Hm]=
∫ ∞

0
hmμe−μhdh = m!

μm (22)

Hence, it is easy to derive the expectation of Ii as

E[ Ii |Lcenter ] = Pt,0E[X]E[Y |Lcenter ]E[H]

= Pt,0αM0(β , γ )

μγ 2Rβ
e

λ2σ2
2

(23)

With (12), (19), (21), and (22), the conditional mth
moment of Ii is

E
[
(Ii)m |Lcenter

] = (
Pt,0

)m E
[
Xm]E [Ym |Lcenter

]
E[Hm]

=
(
Pt,0α

)mM0(mβ , γ )m!
μmγ 2Rmβ

e
m2λ2σ2

2

(24)
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Then, the conditional variance of Ii is given by

V [ Ii |Lcenter ] = E[ (Ii)2 |Lcenter ]− {E[ Ii |Lcenter ]}2

=
(
Pt,0α

)2 eλ2σ 2

μ2γ 2R2β

{
2eλ

2σ 2
M0(2β , γ )

− [M0(β , γ )]2

γ 2

} (25)

As the interference in sub-band F2 from neighboring cells
are i.i.d. RVs, the expectation and variance of IF2 are
shown as:

E[ IF2]=
N∑
i=1

E[ Ii|Lcenter] = NPt,0αM0(β , γ )

μγ 2Rβ
e

λ2σ2
2

(26)

V ar[ IF2] =
N∑
i=1

V ar[ Ii|Lcenter] = N(Pt,0α)2eλ2σ 2

μ2γ 2R2β

×
{
2M0(2β , γ )eλ

2σ 2 − [M0(β , γ )]2

γ 2

} (27)

Considering that α, β , and μ are constants, the two statis-
tics of IF2 are affected by R, Pt,0, γ , and σ . Intuitively, the
expectation of IF2 is proportional to Pt,0 , R−β , and e

λ2σ2
2 ,

while the variance of IF2 is proportional to P2t,0 and R−2β .
The influence of γ and σ on the expectation and vari-
ance of IF2 will be investigated through numerical results
in section 5.

4 Statistical analysis of the uplink ICI in sub-band
F1/F3

In this case, the interfering cells need to be differentiated
into two classes, due to different distributing scenarios of
interfering sources. In order to describe the two classes,
here we choose the ICI in sub-band F1 as an example.
From Figure 1, in the cells served by eNB2, eNB4, and
eNB6, the sub-band F1 will be allocated to only the inte-
rior UEs. Differently, eNB1, eNB3, and eNB5 can allocate
sub-band F1 to all the connected UEs. For convenience,
we define the cluster of interfering cells which can allocate
the given sub-band to only the interior UEs as Set-A, and
the cluster of interfering cells which can allocate the given
sub-band to all the connected UEs as Set-B. Similarly, in
sub-band F3, the neighboring cells will be divided into the
two classes also. In Figure 1, the Set-A and Set-B for both
sub-band F1 and F3 are presented.

4.1 PDF of the uplink ICI in sub-band F1/F3
For both the transmitting power and the path loss depend
on the location of interfering UEs, the distribution of
interference from the cells of Set-A and the cells of Set-B
should be analyzed separately.

For the scenario that interfering UEs are in the cells
of Set-A, the corresponding PDF of Ii is fI(Set−A)

i
(I) =

fIi ( I|Lcenter). In the cells of Set-B, the interfering UEs
locate in either the cell center region or the cell edge
region. Define the product of Pt and Y = αD−β

i as K =
PtY . The distribution function of K can be expressed as

PSet−B(k < K) = P(Lcenter, k < K) + P(Ledge, k < K)

(28)

As we know, the joint distribution functions shown in (28)
can be calculated by

P(Lcenter, k < K) = P(Lcenter)P(k < K |Lcenter)
P(Ledge, k < K) = P(Ledge)P(k < K |Ledge) (29)

Apparently, the probability of interfering UE being located
in the cell center region is P(Lcenter) = γ 2, and the
probability of it being located in the cell edge region is
P(Ledge) = 1 − γ 2. Hence, the PDF of K can be derived
from the first derivative of PSet−B(k < K) as

fK (Set−B) (K) = dPSet−B(k < K)

dK
= γ 2fK (K |Lcenter) + (

1 − γ 2) fK (K |Ledge)

= γ 2

Pt,0
fY (K/Pt,0

∣∣Lcenter)
+

(
1 − γ 2)
Pt,1

fY (K/Pt,1
∣∣Ledge)

(30)

From Figure 2, if the event Ledge occurs, the conditional
CDF of Di equals the ratio between the area of �2 and the
area of cell edge region. That is

Fd(Di|Ledge) = S�2

π(1 − γ 2)R2 (31)

where S�2 represents the area of �2 in Figure 2 and is
given by

S�2 =
⎧⎨
⎩
S1 , (

√
3 − 1)R ≤ Di < (

√
3 − γ )R

S1 − S�1 , (
√
3 − γ )R ≤ Di ≤ (

√
3 + γ )R

S1 − πγ 2R2, (
√
3 + γ )R < Di ≤ (

√
3 + 1)R

(32)

S1 represents the overlapping area between the circular
region x2 + y2 ≤ D2

i and the interfering cell region (x −√
3R)2 + y2 ≤ R2. It is shown as

S1 = D2
i arccos

(
D2
i + 2R2

2
√
3DiR

)
+ R2 arccos

(
4R2 − D2

i
2
√
3R2

)

−
√
8R2D2

i − D4
i − 4R4

2
(33)
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fd(Di|Ledge) =
⎧⎨
⎩

2Di
πR2(1−γ 2)

arccos
(
D2
i +2R2

2
√
3RDi

)
,Di ∈ 
1

2Di
πR2(1−γ 2)

[
arccos

(
D2
i +2R2

2
√
3RDi

)
− arccos

(
D2
i +(3−γ 2)R2

2
√
3RDi

)]
,Di ∈ 
2

(34)

Then, the conditional PDF of Di when Ledge occurs can
be derived through the first derivative of Fd(Di|Ledge). It is
given by
where the two distribution ranges of Di are given by 
1 =[
(
√
3 − 1)R, (

√
3 − γ )R

)
∪
(
(
√
3 + γ )R, (

√
3 + 1)R

]
, and


2 =
[
(
√
3 − γ )R, (

√
3 + γ )R

]
.

Then, the conditional PDF of the path loss Y can be
derived as

fY (y
∣∣Ledge) = (y/α)−1/β−1

αβ
fd
(
(y/α)−1/β ∣∣Ledge) (35)

Consequently, we could get that

fY (y|Ledge) = F1y−2/β−1
{
arccos

(
F2y−1/β + F3y1/β

)
,ϕ ∈ 
1

arccos
(
F2y−1/β + F3y1/β

) − arccos
(
F2y−1/β + F4y1/β

)
,ϕ ∈ 
2

(36)

where ϕ = (y/αPt,1)−1/β , F1 = 2(α)2/β

πR2β(1−γ 2)
,

F2 = (α)1/β

2
√
3R , F3 = R√

3(α)1/β
, F4 = (3−γ 2)R

2
√
3(α)1/β

.
Substituting (13) and (36) into (30), the PDF fKSet−B(k) can
be obtained. Then, for the scenario that interfering UEs
are in the cells of Set-B, the PDF of Ii could be derived as

fI(Set−B)
i

(I) =
∫ ∞

0

1
h
fH(h)

∫ ∞

0

1
x
fX(x)fK (Set−B) (I/xh)dxdh

= γ 2

Pt,0

∫ ∞

0

1
h
fH(h)

∫ ∞

0

1
x
fX(x)fY

× [
I/
(
Pt,0xh

)∣∣Lcenter] dxdh
+

(
1 − γ 2)
Pt,1

∫ ∞

0

1
h
fH(h)

∫ ∞

0

1
x
fX(x)fY

× [
I/
(
Pt,1xh

)∣∣Ledge] dxdh

(37)

Suppose that M represents the number of cells in Set-A,
and Q represents the number of cells in Set-B. The total

interference in sub-band F1/F3 is IF1/F3 =
M∑
i=1

I(Set−A)
i +

Q∑
i=1

I(Set−B)
i . For the interference from different cells in the

same class (Set-A or Set-B) are i.i.d. RVs, the PDF of IF1/F3
can be calculated by (M + Q)-th order convolution as

fIF1/F3 = fI(Set−A)
i

∗ · · · ∗ fI(Set−A)
i︸ ︷︷ ︸

M−th order convolution

∗ fI(Set−B)
i

∗ · · · ∗ fI(Set−B)
i︸ ︷︷ ︸

Q−th order convolution
(38)

Similar to (11), the PDF of the total ICI in sub-band
F1/F3 shown in (38) can be derived using numerical cal-
culation methods.

4.2 Expectation and variance of the uplink ICI in
sub-band F1/F3

Based on the previous analysis, it is known that the expec-
tation and variance of interference from one cell in Set-A
are the same as the expressions presented in (23) and (25),
respectively. Therefore, the expectation and variance of
ICI from a cell in Set-B should be calculated to deduce the
two statistics of total ICI in sub-band F1/F3.
Using the same method of power series and polynomial

expansion which has been used to derive the substituted
expression of fY

(
y
∣∣Lcenter) in subsection 3.2, we could get

that

E[Y
∣∣Ledge ]= αM1(β) − αM0(β , γ )(

1 − γ 2)Rβ
(39)

whereM1(β) is shown as

M1(β) = A1(β) − 2
π

∞∑
n=0

B1(n)

2n+1∑
p=0

C1(n, p,β) (40)

and A1(β),B1(n),C1(n, p,β) are given by

A1(β) =
[
(
√
3 − 1)2−β − (

√
3 + 1)2−β

]
β − 2

(41)

B1(n) = (2n)!
(2n + 1)22n(n! )2(

√
3)2n+1

(42)

C1(n, p,β) = (2n+1)!
p! (2n+1−p)!

∗
[
(
√
3+1)θ − (

√
3−1)θ

]
θ ∗ 2p

,

θ = 2p − 2n − β + 1
(43)

Furthermore, when Ledge occurs, them-th moment of Y is
given by

E[Ym ∣∣Ledge ]= αM1(mβ) − αM0(mβ , γ )(
1 − γ 2)Rmβ

(44)
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Then, the expectation of interference from a cell in Set-B
can be calculated as

E[ I(Set−B)
i ] = E[K (Set−B)]E[X]E[H]

= {
P(Lcenter)Pt,0E[Y |Lcenter ]

+P(Ledge)Pt,1E[Y
∣∣Ledge ] }E[X]E[H]

= Pt,1αM1(β) + (Pt,0 − Pt,1)αM0(β , γ )

μRβ
e

λ2σ2
2

(45)

Moreover, themthmoment of interference from one cell
of Set-B is

E[
(
I(Set−B)
i

)m
]

= (Pt,1α)mM1(mβ)+(Pmt,0−Pmt,1)αmM0(mβ , γ )

μmRmβ
m! e

m2λ2σ2
2

(46)

With (45) and (46), the variation of interference from
one cell in Set-B can be calculated as

V arSet−B[ Ii]=α2e2λ2σ 2

μ2R2β 2
[
P2t,1M1(2β)

+(P2t,0 − P2t,1)M0(2β , γ )
]

− α2eλ2σ 2

μ2R2β
[
Pt,1M1(β)

+(Pt,0 − Pt,1)M0(β , γ )
]2

(47)

Using the corresponding statistics of interference from
one cell of Set-A and Set-B, the expectation and variance

of total interference IF1/F3 =
M∑
i=1

I(Set−A)
i +

Q∑
i=1

I(Set−B)
i are

E[ IF1/F3] =
M∑
i=1

ESet−A[ Ii] +
Q∑
i=1

ESet−B[ Ii]

= MPt,0αM0(β , γ )

μγ 2Rβ
e

λ2σ2
2

+ Pt,1αM1(β) + (Pt,0 − Pt,1)αM0(β , γ )

μRβ
Qe

λ2σ2
2

(48)

V ar[ IF1/F3]=
M∑
i=1

VarSet−A[ Ii] +
Q∑
i=1

VarSet−B[ Ii]

=M(Pt,0α)2eλ2σ 2

μ2γ 2R2β

{
2M0(2β , γ )eλ

2σ 2

− [M0(β , γ )]2

γ 2

}

+ 2Qα2e2λ2σ 2

μ2R2β
[
P2t,1M1(2β)

(49)

+(P2t,0 − P2t,1)M0(2β , γ )
]

− Qα2eλ2σ 2

μ2R2β
[
Pt,1M1(β)

+(Pt,0 − Pt,1)M0(β , γ )
]2
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Figure 3 PDF of ICI with different γ γ = (0.7, 0.9).
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Table 1 System parameters

Parameter Assumption

Cell radius R 1,000 m

Transmit power of interior UEs Pt,0 = 17, 20 dBm

Transmit power of exterior UEs Pt,1 = 23 dBm

Antenna pattern of UE and eNB Omnidirectional

Antenna gain of UE and eNB 0 dBi

Path loss model 15.3 + 37.6 log10 d, (d in m, dB)

or α = 0.03,β = 3.76

Number of neighboring cells N = 6

Number of cells in Set-A M = 3

Number of cells in Set-B K = 3

γ 0.7, 0.9

Standard deviation of shadowing σ = 4, 6 dB

Rate of Rayleigh fading μ = 1

The derived expressions shown in (48) and (49) are more
complicated than the corresponding statistics of IF2 due to
the SFR scheme. Similar to IF2, the expectation of IF1/F3 is

proportional to R−β and e
λ2σ2
2 , and the variance of IF1/F3 is

proportional to R−2β . The impacts of γ , Pt,0, and σ on the
PDF, expectation, and variance of ICI will be investigated
through numerical results in the next section.

5 Analytical and numerical results
In this section, the impact of system parameters (γ , Pt,0,
and σ ) on the PDF and statistics of ICI will be investi-
gated. Furthermore, the theoretical results are compared

with Monte Carlo simulations to validate the derivations
of statistics.

5.1 Impact of γ on the distribution of ICI.
As shown in Figure 3, the theoretical PDF of IF2 and IF1/F3
with two different values of γ (γ = 0.7,0.9) are presented.
The corresponding system parameters are presented in
Table 1.
Through the comparison between PDF of IF2 and IF1/F3

with same γ , it is obvious that the distribution of IF2 con-
centrates on a relatively low level, while the range of IF1/F3
is wider in the high interference region. That is because
some exterior UEs which are scheduled with sub-band
F1/F3 in cells of Set-B may generate severe interference.
This difference validates the advantage of SFR scheme on
decreasing ICI for exterior UEs. Furthermore, the vary-
ing of γ has different influence on the distribution of IF2
and IF1/F3. Concretely, the distribution of IF2 becomes
more dispersed, and the probability of high interference
increases obviously with the increase of γ . Because the
distribution region for the interior UEs is extended, some
interfering UEs will be closer to the cell of interest, and
some will be further away. However, the distribution of
IF1/F3 tends to move to the low interference region slowly
as γ increases. For the cells of Set-A, the increase of γ has
the same effect on the distribution of ICI as IF2. Whereas,
increasing γ will reduce the cell edge region for cells of
Set-B. Considering that the dominating interfering source
of IF1/F3 are the neighboring exterior UEs, the increase
of γ will result in lower probability for high interference.
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Figure 4 PDF of ICI with different Pt,0 (Pt,0 = 17, 20 dBm).
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Table 2 Settings of Pt,0, σ , and γ

Parameter Assumption

Transmitting power and standard
deviation of shadowing

case 1: Pt,0 = 20 dBm, σ = 4 dB

case 2: Pt,0 = 17 dBm, σ = 4 dB

case 3: Pt,0 = 20 dBm, σ = 6 dB

γ 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1

But the tendency of decreasing is not obvious due to the
two opposite effects for the different sets of cells (Set-A,
Set-B).

5.2 Impact of Pt,0 on the distribution of ICI
The PDF curves of IF2 and IF1/F3 with different values of
Pt,0 (Pt,0 = 17, 20 dBm) are demonstrated in Figure 4. For
IF2 is proportional to Pt,0, the PDF curves of IF2 moves to
the higher interference region without any change of the
shape with the increase of Pt,0. Similarly, the PDF of IF1/F3
near the lower bound moves to the higher interference
region with the increase of Pt,0 because the weak inter-
ference of IF1/F3 is mainly determined by the neighboring
interior UEs and is proportional to Pt,0. However, the dis-
tribution near the upper bound keeps unchanged for the
high interference in sub-band F1/F3 is mainly determined
by some neighboring exterior UEs. As a result, the distri-
bution of IF1/F3 becomes more concentrated in the high
interference region with the increase of Pt,0.

5.3 Impact of σ on the distribution of ICI
To investigate the influence of the shadowing on the dis-
tribution of ICI, the standard deviation of shadowing is set

as 4dB or 6dB according typical settings of macro model
[16]. As depicted in Figure 5, both the distribution of IF2
and IF1/F3 are influenced by the shadowing greatly. As the
increase of σ , the distribution of the ICI in both sub-bands
becomes more dispersive. The reason is straightforward:
large standard deviation of shadowing means the vari-
ability of shadowing is great, and it will result in great
variability of the received signal or interference.

5.4 Impact of system parameters on the statistics of ICI
In this part, the statistics of ICI with different system
parameters (γ , Pt,0, and σ ) are compared, and Monte
Carlo simulation results are presented to validate the
derived expressions of the expectation and variance.
Without loss of generality, the standard deviation of ICI is
investigated instead of the variance. In addition, it needs
to be mentioned that the truncated series of M0(β , γ ),
M0(2β , γ ), M1(β), and M1(2β) are calculated with the
highest order n = 30 to get the theoretical calculation
results. The settings of γ , Pt,0, and σ are shown in Table 2.
The expectation and standard deviation of ICI with dif-

ferent system parameters are depicted in Figure 6 and
Figure 7, respectively. The coincidence between theoreti-
cal calculations andMonte Carlo simulations validates the
derivations on the statistics of ICI. Particularly, γ = 1
means that all cells reuse the whole frequency resources
completely. Therefore, the expectation/standard deviation
of different sub-bands are same when γ = 1.
From Figure 6, the expectation of IF2 is smaller than

the expectation of IF1/F3 when γ < 1. Besides that, as γ
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Figure 5 PDF of ICI with different σ (σ = 4, 6 dB).
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Figure 6 Expectation of ICI.

increases, the expectation of IF2 tends to increase obvi-
ously, but the expectation of IF1/F3 will decrease slowly. In
addition, if Pt,0 is reduced, the expectation of IF1/F3 will
decline faster as γ increases. The reason is that the influ-
ence of Pt,0 on IF1/F3 will be more significant if the interior
UEs occupy larger quantity in the interfering sources.
Differently, the expectation of IF2 is proportional to Pt,0.

Furthermore, as the shadowing and the path loss are inde-
pendent, it is observed that larger σ will result in the
increase of the expectation of IF2 and IF1/F3 with the same
margin regardless of γ .
Figure 7 presents the standard deviation curves of IF2

and IF1/F3. With the given system parameters, the stan-
dard deviation of IF2 is smaller than the standard deviation
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of IF1/F3. This demonstrates the higher fluctuation of
IF1/F3 , which results from the more flexible scheduling
in the cells of Set-B. It needs to be noted that flexible
scheduling may result in more diversity gain, but the high
fluctuation of ICI will restrict the efficiency of link adap-
tive technology. Thus, the variance of ICI is important for
the system performance evaluation.
Besides that, the standard deviation of IF2 increases as

γ for the large cell center region will disperse IF2 in a
wider distribution range. Furthermore, the standard devi-
ation of IF2 is proportional to Pt,0. However, for IF1/F3,
the standard deviation almost retain the same value if
γ < 0.8. Only when γ approaches to 1, the decrease
of Pt,0 or the increase of γ will result in the decline of
the standard deviation of IF1/F3. Briefly, the effects of
γ and Pt,0 on the standard deviation of IF1/F3 become
significant only when γ is large enough. The reason is
that the exterior UEs produce predominant fluctuation of
IF1/F3 generally, but if γ approaches to 1, few schedul-
ing will involve the exterior UEs, then IF1/F3 will mainly
depend on the interior UEs of neighboring cells. In addi-
tion, the standard deviation of both IF2 and IF1/F3 increase
as σ , and the margin of increase only depends on the
shadowing.

6 Conclusions
This paper investigates the statistical model of uplink
ICI for OFDMA networks with SFR scheme. Through
analyzing the distribution of the path loss, shadowing,
and Rayleigh fading, the distributions of ICI in different
sub-bands are analyzed separately. Then, the closed-form
expressions of the expectation and variance of ICI are
derived through the method of power series expansion
and validated by Monte Carlo simulations. Based on the
numerical results, the impacts of system parameters on
the PDF and statistics of ICI in different sub-bands are
demonstrated. Concretely, for the sub-band scheduled to
the exterior UEs in the cell of interest, the varying of γ

and Pt,0 has a significant effect on the distribution of ICI.
For the rest frequency bands, the distribution range of
ICI is wider, and the expectation and variance of ICI are
much higher; the influence of γ and Pt,0 on the expecta-
tion of ICI will be significant only when the interior UEs
dominate most proportion of interfering sources. Besides
that, the standard deviation of shadowing shows a great
influence on the distribution of ICI. These derived results
can provide guidelines to the design of ICIC scheme
parameters and the system performance optimization.
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