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ABSTRACT 

Discretizations in various types of problems lead to quasi-tridiagonal matrices. In 
this paper, the inverse of a (nonsingular) quasi-tridiagonal matrix is obtained. In 
addition, a necessary and sufficient condition for a block matrix to have a qnasi-tridi- 
agonal inverse is derived. 

1. INTRODUCTION 

Inverses of nonsingular tridiagonal matrices have been obtained under 
different sets of conditions by various authors (see Haley [l] for a recent 
survey of methods for inverting tridiagonal matrices; see also Valvi [2] and 
Yamomoto and Ikebe [3]). Haley [l] has used the method of projection 
recurrences for obtaining inverses of three different types of nonsingular 
tridiagonal matrices, viz. those having (i) no vanishing element in the sec- 
ondary diagonals, (ii) vanishing elements in both secondary diagonals, and (iii) 
a constant diagonal and arbitrary secondary diagonals. His results have been 
obtained as special cases of results on band matrices. For the case of block 
matrices, Schechter [4] obtained an LUdecomposition of quasi-tridiagonal 
matrices in connection with a direct method for solving a certain set of linear 
equations, and used his results for solving a certain boundary problem for 
equations of mixed type. Ikebe [5] has obtained the inverse of tridiagonal 
matrices of type (i) above as a special case of Hessenberg matrices. He has 
also generalized the results to quasi-tridiagonal matrices having nonsingular 
super- and subdiagonal blocks. 

Recently, Barrett [6] has given a characterization of matrices having 
tridiagonal inverses, and has obtained an explicit tridiagonal form for the 
inverses of such matrices. Barrett has defined the “triangle property” for 
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matrices, and proved that the possession of this property is a necessary and 
sufficient condition for a matrix to have a tridiagonal inverse under certain 
conditions on the elements of the leading diagonal. The results of Valvi [2] are 
special cases of Barrett’s results. 

The aim of this paper is twofold: to obtain an explicit expression for the 
inverse of a nonsingular quasi-tridiagonal matrix, and to obtain a necessary 
and sufficient condition for a block matrix to have a quasi-tridiagonal inverse. 
In Section 2, the inverse of an upper quasi-bidiagonal matrix is given, and the 
inverse of a quasi-tridiagonal matrix is obtained with its help. In Section 3, 
analogous to the triangle property defined by Barrett [6], a “quasi-triangle 
property” is defined for block matrices. A formula for the determinant of a 
block matrix possessing this quasi-triangle property is obtained, and an 
explicit expression for the block inverse of a nonsingular block matrix of this 
type is given. The paper concludes by establishing in Section 4 a necessary 
and sufficient condition for a nonsingular block matrix to have a quasi-tridiag- 
onal inverse. 

NOTATION. i=j(k)mstandsfori=jj+k,j+2k,...,m. Inthesequel, 
unless otherwise stated, both i and j will take all integral values from 1 to n. 
Uppercase Latin letters denote block matrices with square diagonal blocks or 
blocks of square matrices. I and 0 denote the identity and the null matrix, 
respectively. 

2. QUASI-TRIDIAGONAL MATRICES 

In this section, we shall obtain the block inverse of a nonsingular quasi-tri- 
diagonal matrix T, i.e. a matrix T = [qj] such that qj = 0 whenever ]i - j] > 1. 
For this, we shall need certain preliminary lemmas. 

LEMMA 1 (Singh [7]). The block inverse H = [ Hij] of the nonsingular 
lower quasi-bidiagonal matrix L, i.e. a matrix L = [ Lij] such that Ljj = 0 
whenever i < j or i > j+ 1, is given by the following relations: 

Hij=O, i< j; Hii = L:‘. t, , 

H,j=(-l)i+j Lii', i> j. 

For upper quasi-bidiagonal matrices, using induction, one can easily prove 
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LEMMA 2. The block inverse H = [ Hij] of the nonsingular upper 
quasi&diagonal matrix U, i.e. a matrix U = [V,,] such that CJj = 0 whenever 
i > j or i < j- 1, i.s given by the following relations: 

Hij=O, i> j; Hii = q;‘; 

j-l 

Hij= ( - l)‘+j~~’ fl (Uk,k+lUiIl,k+l 3 i < j. 
k=i 

It may be noted here that Lemma 2 p’rovides an extension, to the case of 
block matrices, of the form of the inverse of a bidiagonal matrix obtained by 
Chattejee [8]. 

LEMMA 3 (Schechter [4]). The quasi-tridiagonul matrix T can be ex- 
pressed as T = LU, where L and U are lower and upper quasi-bidiugonul 
matrices, respectively, and are given by the following relations: 

v,, = THY ujj = Tjj - Tj, j- iUj1: j_ lTj_ 1, j> 
(0 

‘j-1, j = T-1, j> Ljj= I, Lj+l j=Tj+l,jUj;? 

A sufficient condition for the validity of this decomposition is that the 
leading principal block submatrices Tk = [q .], i, j= l(l)k, k = l(l)(n - l), 
are nonsingular. This follows from the fact tl: at the decomposition requires 
only the nonsingularity of the matrices Ujj, j= l(l)(n - l), which, in turn, is 
equivalent to the nonsingularity of Tk, k = l(l)(n - l), because det Tk = 
FI,k=,det qs, as one can easily see with the help of induction, using [9, p. 46, 
Equation I]. 

We now give the inverse of a nonsingular quasi-tridiagonal matrix T. 

THEOREM 1. Zf T = [q .] is a rwnsingular qua.s+tridiagonul matrix all of 
whose leading principal bhck submatrices Tk = [qj], i, j= l(l)k, k = l(1) 
(n - 1) are nonsingular, then the block inverse H = [Hi j] of T is given by the 
following relations: 

I (-l)i+ivii’P(i,j) Z+~=~+lP(bs)P(s,j)), 
i 

i < j, 

Hij= y,‘{ I+ t P(i, s)Q(s,i)}, i = j, 
s=i+l 
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where 
Sl’, _ 1, 
0. 

P(i, j) = ‘~~1(Tk, k+l’~~l, k+l), Q(i, j) = n~;~l(Ti_k, i-k-1 

i-k- I), the Uij being given by (1) and an empty sum being taken to be 

Proof. Since, by Lemma 3, T = LU, we have H = U-‘L-l. Substituting 
the values of U-l and L- ’ given by Lemmas 2 and 1, respectively, we easily 
obtain the values of Hi j given in the theorem. n 

It may be noted here that Theorem 1 extends both Lemmas 1 and 2 given 
above. 

3. THE QUASI-TRIANGLE PROPERTY 

In this section, we define the “quasi-triangle property” for block matrices, 
and study matrices having this property. We first give a definition and certain 
preliminary lemmas. 

DEFINITION. The block matrix B = [ Ri j] is said to have the quasi-triangle 
property if Rii, i = 2(l)(n - l), are nonsingular, and 

Rij = R,,R,-,‘R,, forall i<kcj and forall i>k>j. (2) 

Throughout this section, R = [ Ri j] will denote a block matrix having the 
quasi-triangle property, and A = [ Aij] will denote the block inverse of R. 

From the matrix identity [lo, Equation (13)] (D - VW-‘U)-lvW-’ = 
D-‘V(W - UD-‘V)-‘, we have 

LEMMA 4. Zf R,,, R,,, 

BP4 = RPP - RP,R,-,‘R,P~ 

and BqP are all rwnsingulur, then 

R;;R,, Bq$ = B,$R R - 1 
Pcl 44. 

LEMMA 5. 

det R = det B,,det R, fi det B,,,_,. 
k=3 

(3) 

(4) 
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Proof. Subtracting [R,,]R,-,‘R,, from the block column [Ri,], we get [9, 

P* 431 

detR=detB,,det[Rij], i, j= 2(l)n. 

Further, subtracting [Ri,,_l]R~~l,,_lR,_l,, from the block column [Ri,], 
s = fl( - 1)4, we similarly get 

%?2 %a 
det R = det B,,det R 

[ 1 R fi det[Rkk-R _ R-! _ R _ k,k 1 k 1,k 1 k 1,k ] 
32 33 k=4 

%2 %3 = det B,,det R 
[ 1 R ti det Bk,k-i. 

32 33 k=4 
(5) 

Hence [9, p. 46, Equation I] the lemma follows. n 

It may be noted here that the formula (4) reduces to the formula obtained 
by Barrett [6] for matrices having the triangle property if we take the matrices 
Rij to be of order unity and identify them with the corresponding scalars. 
Further, it should be mentioned here that, if either R,, or R,, is nonsingular, 
we get the simple formulae 

I detR,, k$2detBk,,-,), i det R,, * 0, 

detR= n-l 

detR,,, detR,,*O. 

The formula of Lemma 5 has been given for the sake of generality. 
We now give an explicit expression for the block inverse A of R. In fact, 

we prove 

THEOREM 2. Let A denote the block inverse of the nonsingular block 
matrix R (which has the quasi-triangle property). For n = 3, A i.s quasi-tridi- 
ago& and is given by the following relations: 

Aii = B$, Aia = - B$Ri2R& Azi = - RG~R~~B;‘, i = 1,3; 

A, = R$ + R&1R,lB,1R12R&1 + R&,1R,B,-,‘R32R&1, Al3 = A,, = 0. 
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For n 2 4, A is again quusi-tridiagonul and is given by the following 
relations: 

A,, = B& A,, = - B,lR,,R&l, 

A,, = - R$R,,B,‘, A, = B&l + R&lR,lB,lRl,R~l; 

Aij = 0, ]i - j] > 1; 

Aii = IS-,!_, + R,‘Ri,i+lBi;ll,iRi+l,iR~l, i = 3(l)(n - l), 

Ai,i+l= - R,‘Ri,i+lB&, Ai+l,i = - B&Ri+i,iR,l, 

i = 2(l)(n - 1); A,, = B;i_,. 

Proof Except for B=, the inverses involved in the theorem all exist 
either because of the quasi-triangle property or because of Lemma 5. BD can 
also be easily seen to be nonsingular from Equation (5) using Equation II of 
[lo, p. 461. The above forms for the inverses are easily verified to be correct 
by direct multiplication of R and A making use of Lemma 4 and the relations 
(2) and (3). As an illustration, we show that (RA)ij = 0 for i > j, 3 Q j< n - 1. 

Since Aij = 0 for ]i - j] > 1, (RA)ij = Cit+=li-lRikAkj = (Rij - 
Ri, j_iR?‘,, j-lRj_l,j)Bjrfl - cR,,j+l - RijRiilRj,j+l)B,~ll,jRj+l,jRU1. 

Since R h as the quasi-triangle property (2), we have 

1 Ri,j-l=RijRi Rj,j_13 Rij=Ri,j+1Rj;ll,j+lRj+l,j (6) 

Substituting these expressions for R i, ._ 1 and Ri j in the first and second terms, 
respectively, in the latter expression I or (RA)ij, and using relation (3), we get 

(RA)ij=RijRUIBj,j_lBiT~_,-Ri,j+lRT1 B B_’ .R. .RE’=~, J+Lj+l j+l.j J+LJ J+~,J JJ 

because of (6). W 

Theorem 2 reduces to the result (3.2) of Barrett [6] on the inverse of a 
nonsingular matrix with the triangle property if we take the matrices Ri j to be 
square of order unity and identify them with the corresponding scalars. It 
may be noted here that if, in the case n = 3, R, is nonsingular, the 
exceptional value of A, reduces to the general form of A, for the case n >, 4 
by virtue of Lemma 4. The greatest difficulty in generalizing the result (3.2) 
of Barrett [6] is the noncommutativity of the matrix blocks. The formulae 
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obtained in Theorem 2 become analogous to those of Barrett in the case 
where the Ri commute. 
lar, the b 

In the general case, if either R,, or R,, is nonsingu- 
num er of equations required to define A is reduced. The latter 

number is equal to that of Barrett [6] only when both R,, and R,, are 
nonsingular. It is the generality of the formulae in Theorem 2 which makes 
the forms involved asymmetrical and cumbersome. 

4. A NECESSARY AND SUFFICIENT CONDITION 

In this section we obtain the necessary and sufficient condition for a block 
matrix to have a quasi-tridiagonal inverse. For this, we need 

LEMMA 6. Zf H = [ Hii] denotes the inverse of a quasi-tidiagonul matrix 
T = [q j], then, for T = 2(l)(n - l), H,, is nonsingular only if the leading 
principal block submutrix T,_ 1 = [qj], i, j= l(l)(r - l), is nonsingular. 

Proof. Regarding the matrix T as an ordinary (and not a block) matrix 
and using the formula for minors of the inverse matrix [9, p. 211, we have 

det H,, = (detT)-‘detT,_,detT:+,, 

where Trz 1 = [qj], i,j=(r+l)(l)n. Hence detH,., is nonzero if detT,_, is 
nonzero. This proves the lemma. n 

We now prove a theorem which generalizes Theorem 1 of Barrett [6] to 
the case of block matrices. 

THEOREM 3. Let K = [ Ki j] be a nonsingular block matrix whose diagonal 
blocks Kii, i = 2(1)( n - I), are nonsingular. Then the block matrix K has the 
quasi-triangle property if and only if its inverse is quusi-tridiagonul. 

Proof. The necessity part follows from Theorem 2 above. For the 
sufficiency part, we observe that, because of Lemma 6, if Kii, i = 2(1)( n - l), 
are nonsingular, then the leading principal block submatrices of K - ’ are also 
nonsingular. The quasi-triangle property is now easily verified using the form 
for K-’ given by Theorem 1 above. The theorem is thus proved. n 
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