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Various local transformations of combinatorial structures (codes, designs, and related
structures) that leave the basic parameters unaltered are here unified under the principle
of switching. The purpose of the study is threefold: presentation of the switching principle,
unification of earlier results (including a new result for covering codes), and applying
switching exhaustively to some common structures with small parameters.
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1. Introduction

In combinatorics, as a branch of discrete mathematics concerning the study of finite or countable discrete structures,
the question whether two given structures are essentially the same is a central issue. Indeed, the concept of isomorphism
(or equivalence, isotopy, etc. depending on the type of structure) has been introduced in this context. Whereas this concept
is well understood as such, there is still much work to be done for the related problems of existence, enumeration, and
classification of combinatorial structures.

Isomorphism is essentially about transforming structures via relabeling. For many families of combinatorial structures,
the number of isomorphism classes is large (for example, it may show exponential growthwith respect to some parameter),
so it is natural to think about other possible transformations that would merge isomorphism classes. It is further desirable
that such transformations be local and precisely defined, to make any practical (analytical or computational) study feasible.

Through transformations of the sought kind one may indeed gain further understanding of issues like a plethora of
isomorphism classes in certain cases. These transformations may also be applied to any incomplete classification to see
whether additional isomorphism classes could be found (perhaps in the search for structureswith someparticular property).
Further applications will be mentioned at the end of the paper, in Sections 3 and 4.

One aim of this work is to give a precise definition for a local transformation with variants for codes, designs, and related
combinatorial structures. Through the definition of this transformation, termed switching, a variety of earlier methods and
results for different structures can be unified. The earlierwork on this topic can be traced back at least towork byNorton [71]
and Fisher [28] in the 1930s.

Graphs are not in general considered in the current work; graph switching has been discussed and applied in a variety
of places, [5,14,30,34,39,47,86,88,94,97,101] just to mention a few, and this topic desires a treatment of its own. Also some
similar techniques in finite geometry, such as those considered in [7,65], fall beyond the scope of this work.

The paper is organized as follows. Switching of various types of structures is considered in Section 2, starting from error-
correcting codes (Section 2.1), and proceeding via constant weight codes (Section 2.2), designs (Section 2.3), equidistant
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codes (Section 2.4), and group divisible designs, in particular, Latin squares (Section 2.5) to covering codes (Section 2.6).
Possibilities of using switching when searching for combinatorial structures are briefly considered in Section 3. The paper
is concluded in Section 4.

2. Switching

We here define switching and switches as certain local transformations that do not alter the basic parameters of
a combinatorial structure. The locality aspect of such a transformation should be emphasized; allowing an arbitrary
transformation, any structure with given parameters can be obtained from any other, which is not useful in practice.

Throughout the paper we shall consider switching as a transformation between isomorphism (or equivalence) classes
of objects. Some studies, including [38,50,85], have also touched issues related to switching as a means for transforming a
labeled structure into another.

The first structures to be considered here are binary error-correcting codes, for which there is a natural definition of a
local transformation. An obvious modification that is necessary for such codes with constant weight will later bring us to
designs via Steiner systems (which are optimal constant weight error-correcting codes).

2.1. Error-correcting codes

Unless otherwise mentioned, the binary case will be assumed in the sequel. Aword is a vector x = (x1, x2, . . . , xn) ∈ Zn
2,

and a code is a nonempty set of (code) words C ⊆ Zn
2. The (Hamming) distance between two words, x and y, is the number

of coordinates in which they differ and is denoted by dH(x, y). The minimum distance of the code C is

d(C) := min{dH(x, y) : x, y ∈ C, x ≠ y}.

A code C ⊆ Zn
2 with M codewords and minimum distance d is called an (n,M, d) error-correcting code. A classic reference

for error-correcting codes is [62].
One of the major problems in coding theory is that of determining the largest possible value ofM for which an (n,M, d)

code exists, given n and d; this value is denoted by A(n, d) and the corresponding codes are said to be optimal. A code with
odd minimum distance can be extended by adding a parity check bit to increase the minimum distance by 1; in this way it
is easy to see that

A(n, 2d − 1) = A(n + 1, 2d). (1)

Two codes are equivalent if one of the codes can be mapped onto the other by a permutation of the coordinates and
permutations of the coordinate values (the permutations of the coordinate values can in the binary case be viewed via
addition of a vector to all codewords). All suchmappings from a code C onto itself form the automorphism group of the code,
Aut(C).

We shall now introduce the concept of switching for error-correcting codes. Locality of transformations is ensured by
restricting the number of coordinates affected. In fact, we require the number to be as small as possible, that is, one.

Definition 1. A switch of a binary code is a transformation that concerns exactly one coordinate and keeps the studied
parameter of the code (for example, minimum distance) unchanged.

Note that Definition 1 indeed applies to other types of codes than error-correcting codes.
For error-correcting codes, all possible switches of a given code can be calculated efficiently. First of all, there are n (the

length of the code) possible choices for the particularized coordinate s. Now, if some codeword c is altered, by changing cs
to 1 − cs, then for any codeword c′ such that

dH(c, c′) = d, cs ≠ c ′

s (2)

we must also change c ′
s to 1 − c ′

s. Any changes that are carried out propagate in this direct way. Let us now have a formal
look at this situation in the context of graphs.

Given a code C , a particularized coordinate s, and the minimum distance d(C), we construct a bipartite graph G = (V , E)
with V = V0 ∪ V1 and one vertex in Vj for each codeword c ∈ C with cs = j. Moreover, there is a edge between two vertices
in V exactly when the corresponding codewords fulfill (2).

The vertex set V is now partitioned by the connected components of G. Any switch with respect to the coordinate s
corresponds to a union of such connected components. A switch that corresponds to exactly one connected component is
called minimal or irreducible. As any switch for a given coordinate can be obtained via a sequence of minimal switches, a
computational study may be restricted to minimal switches.

Extracting the connected components is one of the most basic computational problems for graphs; this problem can be
solved in linear time with respect to |V | + |E| by breadth-first search or depth-first search [19]. Consequently, the time
needed is at most quadratic with respect to the number of vertices.

The graph G might have only one connected component, whereby a switch just complements a coordinate and, by
definition, produces an equivalent code. Such a switch is called trivial. However, under a certain common circumstance
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Table 1
Switching classes of error-correcting codes.

n d A(n, d) N Sizes of switching classes

6 3 8 1 1
7 3 16 1 1
8 3 20 5 3, 2
9 3 40 1 1

10 3 72 562 165, 134, 110, 89, 26, 15, 14, 9
11 3 144 7398 7013, 385
12 3 256 237610 234749, 2509, 331, 3, 3, 3, 3, 3, 3, 3
13 3 512 117823 115973, 1240, 561, 6, 6, 4, 3, 3, 3, 3,

3, 3, 2, 2, 2, 2, 2, 2, 1, 1, 1
15 3 2048 5983 5819, 153, 3, 2, 2, 1, 1, 1, 1
9 5 6 1 1

10 5 12 1 1
11 5 24 1 1
12 5 32 2 2
13 5 64 1 1
14 5 128 1 1
15 5 256 1 1
12 7 4 9 3, 2, 2, 1, 1
13 7 8 6 2, 2, 1, 1
14 7 16 10 3, 2, 2, 2, 1
15 7 32 5 1, 1, 1, 1, 1
15 9 4 9 3, 2, 2, 1, 1

therewill inevitable be nontrivial switches, see [79,91]: If theminimumdistance d is odd, then two codewords, c and c′, with
cs = c ′

s and dH(c, c′) odd or cs ≠ c ′
s and dH(c, c′) even cannot belong to the same connected component. Alternatively, the

condition can be phrased in terms of the distance between c and c′ for the subset of coordinates excluding the particularized
one: a necessary condition for the codewords to belong to the same connected component is that this distance is even.

Also nontrivial switches might obviously lead to codes that are equivalent to the original code.
The switching graph for given code parameters consists of one vertex for each equivalence class of codes and with

edges between two vertices whenever one can get from one equivalence class to the other via a switch. We may consider
undirected graphs as switches are reversible. The (equivalence classes corresponding to the vertices of the) connected
components of the switching graph are called switching classes. To emphasize that such switching classes consist of
equivalence classes of codes, the longer term switching equivalence classes can be used; however, this is generally not
necessary unless switching of labeled structures are considered simultaneously. As we are only interested in the codes of
the switching classes, it does not matter whether any switches or onlyminimal ones are considered for the switching graph.

Almost all studies in the literature on switching error-correcting codes have considered a particular type of optimal error-
correcting codes known as perfect codes (in particular, for minimum distance 3). In fact, the roots of switching in coding
theory can be traced back to the early 1960s and work by Vasil’ev [98], who presented a doubling construction of perfect
codes, producing (many equivalence classes of) codes of length 2n + 1 from codes of length n which can be explained in
terms of switching.

In the 1980s, computational resources became available to researchers and the theory and practice for code switching
started to emerge into its current form. Solov’eva [89] studied this issue in the context of disjunctive normal forms; other
early results include [26]. In 1999, Phelps and LeVan [82] coined the term switching for these transformations. Some
restricted [63,64] as well as more general [2] variants of switching have also been considered in the literature.

The sizes of switching classes of optimal binary error-correcting codes with odd minimum distance and length at most
15 are listed in Table 1, where N denotes the total number of equivalence classes. The switching classes of (15, 2048, 3)
(perfect) codes were determined in [80] from the codes classified and made available in [78] (it was previously known [82]
that these have at least two switching classes). The switching classes of (12, 256, 3) and (13, 512, 3) codeswere determined
in [59]; see also [79], where two new codes were found in a calculation of switching classes. All other results in Table 1 were
obtained in the current work, utilizing the electronic supplement to [53]. See also [53, Table 7.2].

There is a particular reason why only switching classes for optimal codes with odd minimum distance have been
tabulated here. Namely, the codes obtained by switching an (n,M, 2d) code can be viewed as different extensions of the
(n − 1,M, 2d − 1) code with the particularized coordinate removed. However, it is not a common property among short
optimal error-correcting codes to have several inequivalent extensions, see [53, p. 230] and [75].

Consequently, it would make sense to define a switch of a code with even minimum distance via complementation of
two coordinates rather than one (we shall see such switches later for other types of structures). However, as any coordinate
of an optimal code with even minimum distance is in many cases (up to equivalence) uniquely determined by the rest of
the code, such a switch is essentially a switch of a punctured code with odd minimum distance. So there is actually no need
for a separate treatment of the even distance case. This observation is also related to the comment in [80] that the process
of first extending and then puncturing a code can essentially be seen as a switch of the original code.

A code class that is not conserved by the switch in Definition 1 is that of constant weight error-correcting codes.
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2.2. Constant weight codes

The (Hamming) weight of a word is the number of nonzero coordinates. If all codewords have the same weight, then
the code is said to be a constant weight code. The largest size of a code with length n, minimum distance d, and constant
weight w is denoted by A(n, d, w). In the definition of equivalence of constant weight codes, only coordinate permutations
are considered.

Definition 1 decreases or increases the weight of a codeword by 1. To be able to use switching in the sense of comple-
menting coordinate values, one should therefore consider altering at least two coordinates.

Definition 2. A switch of a constant weight code is a transformation that concerns exactly two coordinates and keeps the
studied parameter of the code (for example, minimum distance) unchanged.

The four possible combinations of values in two coordinates are 00, 01, 10, and 11. The combinations 00 and 11must not
be altered in switching, so only the combinations 01 and 10 are altered (that is, complemented) when switching constant
weight codes. Note that such a complementation does not affect the distance fromwords with 01 or 10 to words with 00 or
11 in these coordinates.

Having set up the framework for switching constant weight codes in this way, the procedures and terminology related
to switching can be directly carried over from Section 2.1, with obvious modifications. For example, now two distinct
coordinates are particularized, s and t , and we start by constructing a bipartite graph G = (V , E) with V = V01 ∪ V10
and a vertex in Vij for each codeword c ∈ C with cs = i and ct = j and with an edge between two vertices exactly when the
corresponding codewords fulfill

dH(c, c′) = d, (cs, ct) ≠ (c ′

s, c
′

t). (3)

The author is not aware of any earlier studies of switching classes of constant weight codes, except in cases where the
codes correspond to combinatorial designs (which will be considered in Section 2.3). Constant weight codes have been
classified in [74]. The switching classes for the codes tabulated in [74] were computed in the current work in all cases where
d ≤ 10 and the number of equivalence classes is greater than 1. The results are presented in Table 2.

The tabulation of the results in Table 2 is stopped at d = 10, for which most of the listed switching classes have size 1.
One might be tended to draw a conclusion from this observation, but it should be emphasized that there is the following
explanation for many sets of parameters with only switching classes of size 1: If a code has the property that the distance
between any two codewords is d (such a code is called equidistant), then the bipartite graph with vertex set V = V01 ∪ V10
will be complete and thereby connected. Constant weight codes that come from a design in a way that will be discussed at
the end of Section 2.3 are examples of equidistant codes; switching of such codes will be considered in Section 2.4.

We shall now proceed to the case of combinatorial designs, which are linked to constant weight codes in several ways.

2.3. Designs

A t-(v, k, λ) design is a pair (X, B), where X is a finite set of v points and B is a multiset of k-subsets of X , called blocks,
such that every t-subset of X occurs in exactly λ blocks. The number of points v is the order of the design. It is not difficult
the determine the number of blocks, b, as well as the number of blocks in which a point occurs, r , in a t-(v, k, λ) design:

b = λ
v

t

 
k
t


, r = bk/v.

A design with v = b (and therefore k = r) is said to be symmetric. The handbook [15] is an invaluable source for further
information about designs and related structures.

Two designs are isomorphic if one of the designs can be mapped onto the other by a permutation of the points. All such
mappings from a design D onto itself form the automorphism group of the design, Aut(D).

A t-(v, k, 1) design corresponds to an optimal codewith length v, constant weight k, andminimumdistance 2(k− t+1);
the points of a block give the 1s in a codeword. So the theory of switching developed in Section 2.2 is directly applicable for
λ = 1; such designs are known as Steiner systems.

The smallest possible nontrivial parameters for Steiner systems are k = 3, v = 2—such Steiner triple systems exist exactly
for v ≡ 1, 3(mod 6). A switch of a Steiner triple systemmust involve at least 4 blocks, and such a switch is essentially unique
(the first two points are particularized):

1100
0011
1010
1001
0110
0101

→

0011
1100
1010
1001
0110
0101.

(4)

The term Pasch switch has been used in the literature for this switch as it involves the so-called Pasch configuration.
Already Fisher, in a paper [28] published in 1940, found out that there is a switching class of Steiner triple systems of order
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Table 2
Switching classes of constant weight codes.

n d w A(n, d, w) N Sizes of switching classes

10 4 3 13 2 2
11 4 3 17 2 2
12 4 3 20 5 5
11 4 4 35 11 8, 1, 1, 1
12 4 4 51 17 13, 2, 1, 1
12 4 5 80 2 2
12 6 5 12 11 4, 2, 1, 1, 1, 1, 1
14 6 7 42 8 6, 2
13 8 5 3 3 1, 1, 1
16 8 5 6 3 1, 1, 1
17 8 5 7 5 1, 1, 1, 1, 1
13 8 6 4 3 1, 1, 1
14 8 6 7 4 1, 1, 1, 1
15 8 6 10 3 1, 1, 1
16 8 6 16 3 1, 1, 1
17 8 6 17 2 1, 1
14 8 7 8 4 1, 1, 1, 1
15 8 7 15 5 1, 1, 1, 1, 1
16 8 7 16 54 4, 3, 3, 2, 1 (42 times)
17 8 7 24 7 1, 1, 1, 1, 1, 1, 1
16 8 8 30 5 1, 1, 1, 1, 1
16 10 6 3 3 1, 1, 1
17 10 6 3 4 1, 1, 1, 1
19 10 6 4 3 1, 1, 1
17 10 7 5 2 1, 1
18 10 7 6 4 1, 1, 1, 1
19 10 7 8 13 1 (13 times)
20 10 7 10 45 1 (45 times)
16 10 8 4 3 1, 1, 1
17 10 8 6 4 1, 1, 1, 1
18 10 8 9 11 1 (11 times)
19 10 8 12 56 3, 2, 2, 2, 2, 2, 2, 1 (41 times)
20 10 8 17 53 1 (53 times)
18 10 9 10 21 1 (21 times)
19 10 9 19 6 1, 1, 1, 1, 1, 1
20 10 10 38 3 1, 1, 1

15 that contains 79 isomorphism classes. This result was later confirmed in [31]. Since the total number of isomorphism
classes of Steiner triple systems of order 15 is 80 (a result obtained almost 100 years ago [18]), there is obviously one
isomorphism class that is unaffected by Pasch switches (in fact, as the designs of that isomorphism class do not contain any
Pasch configurations, no Pasch switches can be carried out). See also [36].

Steiner triple systemswith exactly one Pasch configuration before and after the (only possible) switch is carried out have
been studied in [37] and are termed twin systems. Twin systems reside in switching classes (with respect to Pasch switches)
of size 1 or 2, depending on whether the two designs are isomorphic or not.

Switches that can be carried out for Steiner triple systems have a rather specific structure. For a Steiner triple system
(X, B), let {s, t, u} ∈ B be the unique block that contains the pair {s, t}; the switch will be carried out with respect to these
two points.Moreover, let X ′

= X\{s, t, u}. Both the blocks that contain s and not t and those that contain t and not s partition
X ′ into pairs. Viewing the elements of X ′ as a set of vertices of a graph, the aforementioned partitions correspond to perfect
matchings in this graph. The union of two perfect matchings is a set of even cycles with one cycle for each minimal switch.
Switches of Steiner triple systems are therefore commonly called cycle switches. See, for example, [38] for more details.

The (cycle) switching classes for Steiner triple systems of order at most 19 have been determined [38,50]: there is exactly
one switching class for each admissible set of parameters. Determination of the switching class(es) of the 11084874829
isomorphism classes of Steiner triple systems of order 19, classified in [51], required a major computational effort [50].

The 3-(v, 4, 1) designs are called Steiner quadruple systems and exist exactly for v ≡ 2, 4(mod 6). The Steiner quadruple
systems have been classified for all admissible orders up to 16. For these small orders there are more than one isomorphism
class only for orders 14 and 16, forwhich there are 4 (classified in [68]) and 1054163 (classified in [54]) isomorphism classes,
respectively.

(Certain types of) switching of Steiner quadruple systemswas studied in the 1970s [93] andmore recently [105,106]. The
smallest number of blocks that can be involved in switching a Steiner quadruple system is 8; such a configuration is unique
up to isomorphism and was the main object of interest when switching in the earlier studies.

Switching of the Steiner quadruple systems of orders 14 and 16 was studied in the current work. It turns out that all 4
Steiner quadruple systems of order 14 belong to different switching classes, whereas the Steiner quadruple systems of order
16 are partitioned into 691 switching classes, containing 1043486, 1853, 951, 920, 676, 584, 495, 427, 398, 384, 382, 381,
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338, 307, 180, 166, 103, 94, 77, 59, 54, 53, 43, 41, 36, 32, 25, 22, 18, 17, 16 (5 times), 15, 14 (4 times), 12 (7 times), 11 (2
times), 10 (5 times), 9 (3 times), 8 (11 times), 7 (5 times), 6 (21 times), 5 (14 times), 4 (33 times), 3 (54 times), 2 (118 times),
and 1 (378 times) isomorphism classes.

Little has been done on switching Steiner systems with block size greater than 4. In [35], however, switching of a certain
32-block configuration, termed hyperquadrilateral, was considered for 5-(v, 6, 1) designs. The smallest parameter forwhich
new designs could be obtained in [35] was v = 72. In fact, designs with no nontrivial automorphisms could be obtained
for parameters for which only designs with a rather large automorphism group were previously known. In the current
work, switching was applied exhaustively to the 5-(24, 6, 1), 5-(28, 7, 1), 5-(36, 6, 1), and 5-(48, 6, 1) designs with large
automorphism groups of the types discussed in [17, Section 5.6], but this did not lead to any new designs.

As a last example, we apply switching to 2-(v, 4, 1) designs with small parameters. Enumeration results of such Steiner
systems are surveyed in [84]. It turns out that for v ≤ 25, all switching classes are singletons. For the next two admissible
parameters, v = 28 and v = 37, Krčadinac [57,58] has shown that the number of isomorphism classes of designs with
nontrivial automorphisms is 4466 and at least 51402, respectively. Applying switching to all these designs leads to a total of
4606 and more than 106 designs, respectively, the latter being an improvement of the corresponding bound in [84]. In [4],
187 isomorphismclasses of 2-(28, 4, 1)designswith only trivial automorphismswere found; those could be checked against
the designs found here and switching could be further applied in an attempt to find even more designs.

The results regarding switching of designs are in most earlier studies explained in terms of trades. Generally speaking, a
trade for a design with given parameters consists of two disjoint sets of blocks with the property that if the design contains
the blocks of one of the sets, then these blocks can be replaced by the blocks of the other set. For more results on trades,
see [6,42,56] and their references.

Switches, as defined here, correspond to certain trades, but the whole class of trades is much larger. For example, if a
design has a subdesign, then the subdesign can be replaced by a disjoint subdesign with the same parameters, and such a
transformation cannot be performed by a switch.

The main practical difference between switches and trades for Steiner systems (the only designs we have considered so
far) is that all possible switcheswith respect to two given points can be computed in a straightforwardmanner in a time that
is at worst quadratic with respect to the number of blocks, as we have seen earlier, whereas for trades it is not even known in
general what possible trades there are. Trades have been classified only for certain families of designs and restricted sets of
parameters [29]. And even if onewould know the possible trades, then determiningwhether a trade is possible, for example,
whether a design contains certain subdesigns or other structures, may require a nontrivial effort [13]. In any case, trades
have several other important applications.

The connection between constant weight codes and t-designs have so far concerned the case of λ = 1 (Steiner systems),
where blocks of the design correspond to codewords of the code. If a design is expressed as an v × b incidence matrix, then
the aforementioned connection comes via the 1s in the columns of the incidence matrix.

For 2-designs, it is known [87] that also the 1s in the rows of an incidence matrix correspond to an optimal constant
weight code; such a code has length b, weight r , minimum distance 2(r − λ), and size v (relating to the parameters of
the 2-design). However, this code is equidistant and our switching approach is not useful for such codes (see comment
in Section 2.2), so new ideas are needed to connect isomorphism classes via switching. Such ideas will be considered in
Section 2.4.

Various ways of switching are indeed suggested here for different types of t-designs. Let us have a look at one more
class of designs, 1-designs. A 1-design simply corresponds to 0–1 matrices with constant row and column sums. Ryser [85]
showed that any two such matrices with given parameters (considered as labeled structures) are connected to each other
via a sequence of switches of the following kind:

10
01 →

01
10. (5)

Such switches fit nicely into the framework of switching developed here as two points and blocks with exactly one of
these points are considered, and the switch is a complementation.

2.4. Equidistant codes

Although the following discussion will be in the framework of equidistant codes, the main application is obviously
2-designs, so we start by considering constant weight equidistant codes.

As complementation of equidistant constant weight codes in two particularized coordinates only leads to switching
classes of size 1, it is clear that we will have to consider more than two coordinates. A consideration of more than two
(perhaps even an arbitrary number of) coordinates will not lead to as elegant an approach as in the cases treated earlier, and
there might be different ways for carrying out switching, but the presentation here will anyway cover most related earlier
results in the literature.

Since the weight of a codeword that is complemented in the particularized coordinates should not change, the number
of particularized coordinates, which we denote bym, must be even.

The first task in switching is now to find a set ofm coordinates, where each codeword hasm,m/2, or 0 1s. (The presence
ofm in the list makes this requirement slightly more general than a direct generalization of the ideas of [22].) Once again we



P.R.J. Östergård / Discrete Mathematics 312 (2012) 621–632 627

construct a graphG = (V , E), which nowhas one vertex for each codewordwithm/21s in the particularized coordinates and
edges between verticeswhenever the distancewithin the particularized coordinates between the corresponding codewords
differs from m/2. If m is not divisible by 4, then the graph G is complete; note that switching in such a situation indeed can
produce an inequivalent code wheneverm ≥ 4, whereas switching of all codewords with weight 1 in 2 coordinates cannot,
as this is the same as permuting the coordinates.

With m = 4, one can see that the Pasch switch in (4) fits into this framework after a transposition of the matrices. A
vector with four 1s in the particularized coordinates with m = 4 has inner product 0 (in Z2) with all codewords exactly
when the codewords have even weights in these coordinates, that is, when the above mentioned criterion is fulfilled. This
means that for designs, the sets of blocks where switching can be carried out for m = 4 correspond to the codewords of
weight 4 in the dual of the point code.

Denniston [22] applied switching to symmetric 2-(25, 9, 3) designs using m = 4. Jungnickel and Tonchev [48,49]
considered switching of symmetric designs as well as certain other closely related designs; for example, they remark [49]
that the 3 equivalence classes of 2-(16, 6, 2) symmetric designs belong to 1 switching class (symmetric designs with λ = 2
are known as biplanes).

An exhaustive study of switching of 2-designs is not possible within the scope of the current work. There could also be
effective variants of switching that still have not been discovered, so the general case with its applications is an intriguing
research problem.

The study of equidistant codes need not be restricted to constant weight codes, but general, unrestricted codes can be
considered as well. The technique described earlier applies as such to unrestricted codes. Moreover, it can be substantially
relaxed, since (a) the codewords may have arbitrary weight in the particularized coordinates and (b) when constructing
the graph G = (V , E), there is one vertex for any codeword and edges between vertices whenever the distance within the
particularized coordinates between the corresponding codewords differs fromm/2.

An arbitrary choice of particularized coordinates commonly leads to a situationwhere the graphG is connected (whereby
switching necessarily produces an equivalent code), so it is worthwhile to study conditions that are necessary to make G
disconnected.

Hadamard matrices can be viewed as a certain class of equidistant unrestricted codes. A Hadamard matrix of order n is
an n × n matrix H over {−1, 1} such that HHT

= nI. A necessary condition for the existence of a Hadamard matrix is that
n = 1, 2 or n ≡ 0(mod 4). Hadamard matrices are considered in-depth in [20,44].

Two Hadamard matrices are said to be equivalent if one can be obtained from the other by permutations of rows and
columns followed by possible negations of rows and columns. If the entries−1 of aHadamardmatrix are replaced by 0s, then
the columns (alternatively, rows) of the matrix form an equidistant (n, n, n/2) code over Z2. (One can even get equidistant
(n − 1, n, n/2) codes from Hadamard matrices of order n, cf. [53, Theorem 2.127].)

Orrick [73] applied switching to Hadamard matrices in the described manner with m = 4. Then switching is effective
when there are four rows of the Hadamard matrix of the form (−1 is indicated by a minus sign) 1 1 1 1 1 1 1 1 1 1 1 1

1 1 . . . 1 1 1 . . . 1 − − . . . − − − . . . −

1 1 1 − − − 1 1 1 − − −

1 1 1 − − − − − − 1 1 1

 . (6)

Obviously, the graph G constructed with respect to four rows with this structure (up to equivalence) consists of four
connected components, and switching can be carried out in any of these. A necessary condition for a Hadamard matrix of
order n to have 4 rows of the form (6) is that n be divisible by 8, see, for example, [53, Theorem 8.9]. Orrick [73] presents an
effective transformation also for orders n not divisible by 8, which – although the author has not been able to formulate this
transformation within the switching framework considered here – seems to be the switch for such parameters.

The number of equivalence classes of Hadamard matrices is 1 for all admissible orders up to 12; there are 5, 3, 60, and
487 equivalence classes of Hadamardmatrices of orders 16, 20, 24, and 28, respectively. Orrick [73] showed that the number
of switching classes of Hadamard matrices is 1 for order 16 and 9 for order 24; if transposes of matrices are also considered,
then the number for order 24 is reduced to 2 (note that sets of four columns of amatrix can also be applied to switching). The
transformation carried out in [73] for Hadamard matrices of order 20 and 28 gives 1 and 2 switching classes, respectively,
for these parameters.

Orrick also recognizes how the techniques used by Denniston [22] for 2-(25, 9, 3) designs can be explained in the same
framework and discusses a possible generalization in [73, Section 3.3]. In [73, Section 3.4] there is a discussion of the
relationship between switching and a well-known doubling construction that produces Hadamard matrices of order 2n
frommatrices of order n; recall (Section 2.1) that the origin of switching of codes is also related to a doubling construction!

Switching of D-optimal matrices, which are certain structures closely related to Hadamard matrices, has been studied
in [72].

2.5. Group divisible designs

Several types of designs are conveniently considered in the framework of group divisible designs (GDDs). A (k, λ)-GDD
of type ga1

1 ga2
2 · · · gap

p is a triple (X, G, B), where X is a set of
p

i=1 aigi points, G is a partition of X into ai subsets of size gi
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for 1 ≤ i ≤ p (called groups), and B is a collection of k-subsets (blocks) of points, such that every 2-subset of points occurs
in exactly λ blocks or one group, but not both. If λ = 1, we write k-GDD instead of (k, 1)-GDD. Basic properties of group
divisible designs can be found in [70].

The definition of isomorphism for group divisible designs coincides with that for t-designs, with the additional require-
ment that groups should be mapped to groups.

A Steiner triple system of order v is a 3-GDD of type 1v . Also Latin squares can be viewed as 3-GDDs. A Latin square of
order n is an n × n array with entries from an n-set of symbols such that every symbol occurs exactly once in each row and
column. A Latin square of order n is a 3-GDD of type n3. Two Latin squares whose 3-GDDs are isomorphic are said to belong
to the samemain class. For more information about Latin squares, see [16].

Switching can be applied to k-GDDs exactly as for Steiner systems in Section 2.3, since switching respects the definition
of group divisible designs as long as the two particularized points belong to the same group.

As in the case of Steiner triple systems, the auxiliary graph obtained in determining possible switches for (3-GDDs related
to) Latin squares consists of cycles only; depending on the origin of the group where the two particularized points reside,
the terms row cycle, column cycle, and symbol cycle can be used. (Note, however, that in a general study of main classes, the
origins of the groups is irrelevant.) Cycle structures of random Latin squares have been studied in [10].

Norton [71] applied switching to the study of Latin squares (or order 7) already in the 1930s. Parker [81] used switching
in a study of Latin squares of order 10. The main focus of these early studies were on Pasch switches; the term intercalate
switches is used for Latin squares. More recently, Wanless [99] studied the switching classes of Latin squares up to order
8 extensively. As pointed out in [50], a determination of the number of cycle switching classes of the 19270853541 main
classes of Latin squares of order 9 seems within reach.

In Section 2.3, transformations that are more general than switches, called trades, were briefly mentioned. Such general
transformations have been considered also for Latin squares; these are then called Latin trades [6,55,100].

Clearly, switching can be considered for any k-GDDs. One example (also mentioned in [50]) for which no specific
switching results seem to be known are the 3-GDDs of type (2n − 1)112n, which correspond to 1-factorizations of the
complete graph K2n.

2.6. Covering codes

The covering radius of a code C ⊆ Zn
2 is the smallest integer R such that everyword inZn

2 is at distance atmost R from some
codeword of C . Alternatively, one may say that the balls of radius R around the codewords of C cover the entire ambient
space Zn

2. A code C ⊆ Zn
2 with M codewords and covering radius R is called an (n,M)R covering code. The smallest possible

value ofM for which (n,M)R codes exist is denoted by K(n, R), and the corresponding codes are said to be optimal (covering
codes). See [11] for an in-depth treatment of covering codes.

Perfect codes were mentioned earlier in the discussion of error-correcting codes. Perfect codes are precisely those codes
that have covering radius R and minimum distance 2R + 1 for some integer R. This means that the balls of radius R tile the
ambient space. See [43,92] for recent surveys of perfect codes.

Switching of (n,M)R codes will be carried out according to Definition 1. Now, however, it is not as straightforward to
derive conditions for switching as for error-correcting codes; we shall here propose a certain way of carrying out switches,
and then prove that it works. The proposed switch is as follows.

If we alter some codeword c, by changing cs to 1 − cs, then we also change c ′
s to 1 − c ′

s for any codeword c′ such that

dH(c, c′) ≤ 2R + 1, dH(c, c′) odd, cs ≠ c ′

s. (7)

Theorem 1. A switch of an (n,M)R code carried out according to (7) produces another (n,M)R code.

Proof. Consider an (n,M)R code. Since only one coordinate is affected, any words at distance at most R − 1 from some
codeword will be covered after the switch. To prove the theorem, it therefore suffices to consider words that are at distance
R from a codeword that is altered and that has the same value in the altered coordinate before the change. We consider
altering the codeword a in coordinate s and verify that a word b with dH(a, b) = R and as = bs is covered after the switch.

We now introduce the unique word c with dH(a, c) = R + 1, dH(b, c) = 1, and as = bs ≠ cs. The word c is covered
(before the switch) by some codeword e. Assume that the switch turns e into e′ (with the possibility that e = e′ if e is
unaffected by the switch). The core of the proof is split into three subcases.

If es = as then dH(b, e) < dH(c, e) ≤ R, so dH(b, e) ≤ R − 1 and thereby dH(b, e′) ≤ dH(b, e) + 1 ≤ (R − 1) + 1 = R.
If es ≠ as then dH(b, e′) ≤ dH(b, e), so if we also have that dH(c, e) ≤ R− 1, then dH(b, e′) ≤ dH(b, e) = dH(c, e) + 1 ≤

(R − 1) + 1 = R.
We are now left with the situation when dH(c, e) = R and as ≠ es (so dH(b, e) = R + 1); since dH(a, e) is odd and

smaller than or equal to R + 1 + R = 2R + 1, the conditions of (7) are fulfilled and es will be altered in the switch. Now
dH(b, e′) = dH(b, e) − 1 = (R + 1) − 1 = R. This completes the proof. �
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Table 3
Switching classes of covering codes.

n R K(n, R) N Sizes of switching classes

5 1 7 1 1
6 1 12 2 2
7 1 16 1 1
8 1 32 10 5, 3, 2
7 2 7 3 3
8 2 12 277 9, 8 (8 times), 7 (13 times), 6 (8 times),

5 (5 times), 4 (7 times), 3 (2 times),
2 (3 times)

9 2 16 4 2, 2
9 3 7 8 3, 3, 2

It should be noticed that in the case of perfect codes, the only possible (odd or even) distance between codewords in the
range between 1 and 2R + 1 is 2R + 1; then the switches defined in Section 2.1 and here coincide.

Although there are many more distances to consider when constructing the graphs for covering codes than for error-
correcting codes, the following comment for error-correcting codes applies here as well: two codewords at an odd mutual
distance considering all but the particularized coordinate cannot be in the same connected component. So there will
generally be nontrivial switches for each coordinate.

The sizes of switching classes of optimal binary covering codes with length at most 9 are listed in Table 3, where once
again N denotes the total number of equivalence classes. All switching classes were computed in this work, utilizing the
electronic catalog of [53]; see also [53, Table 7.4].

It is known [76] that K(9, 1) = 62, and two inequivalent optimal codes have been found; the codes, listed in [77,102],
form 1 switching class.

3. Searching for codes and designs

Switching can be used as a part of an algorithm searching for particular codes or designs, in making local changes to
structures. A concrete example of the general applicability of this idea comes from the celebrated traveling salesmanproblem
and its k-opt heuristic [46]. There are obviously numerous possibilities for utilizing switching in this context. Anyway, it
turns out that a classic method by Stinson can in fact be put into this framework.

Starting from the empty set of blocks, Stinson [95] builds up a Steiner triple system in the following way. As long as the
design is not complete, there exists a point that occurs in fewer than b blocks; the algorithm takes one such point x. Then
there are necessarily pairs of points, xy and xz, that do not occur in a block. If yz does not occur either, then xyz is added, and
the process is iterated. Otherwise, there is a block yzw:

x 0
y 1
z 1
w 1

and we carry out a switch with respect to the points x and w. As there is no word (in the terms of codes) with a 1 in x, a 0
in w, and a 1 in y or z (by the arguments above), we have a connected component a size 1, so we can indeed replace yzw by
xyz in a switch.

A modification of this algorithm with the main focus on an improved distribution of random Steiner triple systems can
be found in [41]. Stinson’s algorithm is more or less directly applicable to any 3-GDDs; such algorithms have indeed been
proposed and used for various types of 3-GDDs and related structures [12,23,24,32].

In general, there are two major ways of utilizing switches when searching for a combinatorial structure. Either one can
build up the structure by adding new blocks/codewords/etc. whenever possible and otherwise carry out switching. This is
quite precisely the approach in Stinson’s algorithm described above.

Another possibility is to start from a structure of the right size that violates somemain parameter and search for a proper
structure via a sequence of switches, utilizing an optimization function to guide the search. In such an approach, certain
switches could define the neighborhood for a local search algorithm [33]. Elliott and Gibbons [25] develop an algorithm of
this kind for the search of Latin squares without 2 × 2 subsquares.

4. Conclusions

Many types of structures have been treated in this work, but there are still many other related structures that can be
considered in a similar manner. For example, only binary codes are considered here, as only sporadic results [60,61] are
known for the general case of q-ary codes. Constant weight codes were here discussed in the packing case and for designs,
but these can also be considered in the covering case; such structures are known as covering designs (or just coverings) [69].
It is not difficult to extend this list further.
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Themain challenge in extending the list of studied structure is to find a proper definition of a switch. Sometimes there are
several natural definitions, and it might even beworth considering different definitions for different subclasses of structures
(as we have seen for designs).

The main focus of the current study has been on the definition and unification of switching and on the computation
of switching classes. Several other issues related to switching have barely been touched: proving properties of switching,
using switching as a means for obtaining theoretical results, and finding structures with particular properties by using
switching. Such studies include [59,90–92,96] (codes), [3,52,103,104] (Steiner systems), [83] (Hadamard matrices), and
[10,21,66] (Latin squares); this list is certainly far from complete.

The main motivations for the current work were mentioned in the Introduction. In addition to those, switching can be
useful in several other ways, some ofwhich arementioned in the previous paragraph.We shall conclude the paper by briefly
mentioning a few more applications.

It was observed in [99] that switching can be used to obtain efficient compression of collections of combinatorial
structures. A scheme can be developed where a structure is expressed via the switch required to produce it from another
structure. The amount of memory required for specifying the switch can be very small—for example, for a switch applied
to one coordinate of a code, only the coordinate and the specific connected component need to be pinpointed. Obviously,
at least one structure has to be given explicitly. However, as mentioned in [50], it could be a major challenge to construct
the required data structure in cases where the number of structures is huge (which is the case when compression is usually
needed).

Finally, switching can be used (as a part) in a scheme for producing random combinatorial structures [1,8,9,41,45,67,95];
note that some of these schemes lead to sequences whose intermediate structures are not necessarily proper. Various types
of estimations are also made possible by switching [27,40].
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