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#### Abstract

Recently, a modification of the Newton method for finding a zero of a univariate function with local cubic convergence has been introduced. Here, we extend this modification to the multi-dimensional case, i.e., we introduce a modified Newton method for vector functions that converges locally cubically, without the need to compute higher derivatives. The case of multiple roots is not treated. Per iteration the method requires one evaluation of the function vector and solving two linear systems with the Jacobian as coefficient matrix, where the Jacobian has to be evaluated twice. Since the additional computational effort is nearly that of an additional Newton step, the proposed method is useful especially in difficult cases where the number of iterations can be reduced by a factor of two in comparison to the Newton method. This much better convergence is indeed possible as shown by a numerical example. Also, the modified Newton method can be advantageous in cases where the evaluation of the function is more expensive than solving a linear system with the Jacobian as coefficient matrix. An example for this is given where numerical quadrature is involved. Finally, we discuss shortly possible extensions of the method to make it globally convergent.
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Nonlinear equation systems are of immense importance for applications in many sciences and engineering. For instance, large examples of such systems arise from coupled-cluster equations and also from the generalized Bloch equation in quantum chemical ab initio calculations where also

[^0]special solution methods have been developed (see, e.g., [12-14,17] and references therein). Despite the fact that this field is researched since decades (see [19] and references therein), there is still room for new methods. There are problems that are difficult to tackle using standard solvers [3-8,12-14].

As a generalization of the scalar case [11], we introduce a modified Newton method. Under suitable conditions it is proved to converge locally cubically. We also present some numerical examples. Classes of problems are sketched where the modified method might be advantageous. Finally, we discuss shortly how global convergence could be achieved in analogy to the affin-invariant Newton techniques (ANT) of Deuflhard and coworkers [9,10,15,16].

We treat methods for solving the equation $F\left(x^{(*)}\right)=0$ where $F: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a vector function.
The Newton method uses the iteration function

$$
\begin{equation*}
\Phi_{F}(x)=x-A_{F}(x) F(x), \tag{1}
\end{equation*}
$$

where $A_{F}(x)=\left[J_{F}(x)\right]^{-1}$ is the inverse of the Jacobian of $F$,

$$
\begin{equation*}
J_{F}(x)=D F(x)=\left(\left.\frac{\partial F_{\alpha}}{\partial x_{\beta}}\right|_{x}\right), \quad \alpha, \beta=1 . . d \tag{2}
\end{equation*}
$$

and thus, an iteration sequence $x^{(n+1)}=\Phi_{F}\left(x^{(n)}\right)$ is obtained for some starting value $x^{(0)}$. Since $F\left(x^{(*)}\right)=0$ entails $D \Phi_{F}\left(x^{(*)}\right)=0$, the convergence to the fixed point $x^{(*)}$ of $\Phi_{F}$, i.e., to the root $x^{(*)}$ of $F$ is locally quadratic if the Jacobian matrix $J_{F}\left(x^{(*)}\right)$ is invertible. Thus, for $e^{(n)}=x^{(n)}-x^{(*)}$, we have $\left\|e^{(n+1)}\right\|=\mathrm{O}\left(\left\|e^{(n)}\right\|^{2}\right)$. It is well-known, that one can avoid the computation of the matrix inverse $A_{F}(x)$ by solving a linear system with the Jacobian as coefficient matrix, and thus, Eq. (1) is to be regarded as a more formal definition.

In the sequel, we consider only the case that $J_{F}\left(x^{(*)}\right)$ is invertible. Thus, modifications of the Newton method for multiple roots will not be treated in the present contribution.

In the univariate case, the following theorem was proven recently [11]:
Theorem 1. Assume that the function $f: \mathbb{R} \rightarrow \mathbb{R}$ is sufficiently smooth in a neighborhood of its root $x_{*}$, where $f^{\prime}\left(x_{*}\right) \neq 0$, that the iteration function $\Psi_{f}: x \mapsto x-f(x) / f^{\prime}\left(x-f(x) /\left(2 f^{\prime}(x)\right)\right)$ satisfies $\left|\Psi_{f}^{\prime \prime \prime}(x)\right| \leqslant M$ for some constant $M$ in that neighborhood. Then the iterative scheme $x_{n+1}=\Psi_{f}\left(x_{n}\right)$ converges cubically to $x_{*}$ in a neighborhood of $x_{*}$.

The multivariate analogon to the iterative scheme given in the above theorem is given by the scheme $x^{(n+1)}=\Psi_{F}\left(x^{(n)}\right)$ starting from some initial vector $x^{(0)}$. Here, we define $\Psi_{F}: x \mapsto \Psi_{F}(x)$ by

$$
\begin{array}{llrl}
x & \mapsto z & : \quad J_{F}(x)(x-z) & =F(x) / 2 \\
(x, z) \mapsto \Psi_{F}(x): J_{F}(z)\left(x-\Psi_{F}(x)\right) & =F(x) \tag{3}
\end{array}
$$

Thus, the first of these equations is used to calculate an intermediate vector $z$ by solving a linear system with a coefficient matrix as given by the Jacobian at $x$, and then, the new vector $\Psi_{F}(x)$ is calculated by solving a further linear system with a coefficient matrix as given by the Jacobian at the vector $z$.

Formally, we can write

$$
\begin{equation*}
\Psi_{F}(x)=x-A_{F}\left(x-\frac{1}{2} A_{F}(x) F(x)\right) F(x) \tag{4}
\end{equation*}
$$

This may be interpreted geometrically in the following way: The tangent hyperplane going through the point $P=(x, F(x))$ that is used in the Newton method, is replaced by a hyperplane through $P$ that is parallel to the tangent hyperplane at $Q=(z, F(z))$, where $z$ corresponds to a "half Newton step". In this way, the curvature of $F$ in the direction of the Newton step is taken into account. Note that $F(z)$ is not computed.

Now we prove the main result of this contribution:
Theorem 2. Assume that the function $F: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ has a root $x^{(*)}$ where the Jacobian $J_{F}\left(x^{(*)}\right)$ is invertible. Further, assume that $F$ is sufficiently smooth in a neighborhood of this root such that, for all $x$ in that neighborhood, the Jacobian $J_{F}(x)$ is invertible with inverse $A_{F}(x)$, the Newton method converges quadratically and, further

$$
\max _{1 \leqslant \alpha, \beta, \gamma \leqslant d}\left|\frac{\partial^{3} F}{\partial x_{\alpha} \partial x_{\beta} \partial x_{\gamma}}(x)\right| \leqslant M
$$

for some constant $M$ holds in that neighborhood. Then the iterative scheme

$$
\begin{equation*}
x^{(n+1)}=\Psi_{F}\left(x^{(n)}\right)=x^{(n)}-A_{F}\left(x^{(n)}-\frac{1}{2} A_{F}\left(x^{(n)}\right) F\left(x^{(n)}\right)\right) F\left(x^{(n)}\right) \tag{5}
\end{equation*}
$$

converges cubically to $x^{(*)}$ in a neighborhood of $x^{(*)}$.
Proof. Define $z^{(n)}=x^{(n)}-A_{F}\left(x^{(n)}\right) F\left(x^{(n)}\right) / 2, e^{(n)}=x^{(n)}-x^{(*)}$, and $d^{(n)}=z^{(n)}-x^{(*)}$. Then, since the Newton method converges quadratically, we have $x^{(n)}-A_{F}\left(x^{(n)}\right) F\left(x^{(n)}\right)=x^{(*)}+\mathrm{O}\left(\left\|e^{(n)}\right\|^{2}\right)$, whence

$$
z^{(n)}=x^{(n)} / 2+x^{(*)} / 2+\mathrm{O}\left(\left\|e^{(n)}\right\|^{2}\right) .
$$

Thus,

$$
d^{(n)}=e^{(n)} / 2+\mathrm{O}\left(\left\|e^{(n)}\right\|^{2}\right) .
$$

Using Taylor expansion, we have (we always sum over all double greek indices from 1 to $d$ and put $\partial_{\alpha}=\partial / \partial x_{\alpha}$ )

$$
F_{\alpha}\left(x^{(n)}\right)=e_{\beta}^{(n)} \partial_{\beta} F_{\alpha}\left(x^{(*)}\right)+\frac{1}{2} e_{\beta}^{(n)} \partial_{\beta} e_{\gamma}^{(n)} \partial_{\gamma} F_{\alpha}\left(x^{(*)}\right)+\mathrm{O}\left(\left\|e^{(n)}\right\|^{3}\right)
$$

and

$$
\partial_{\beta} F_{\alpha}\left(x^{(*)}\right)=\partial_{\beta} F_{\alpha}\left(z^{(n)}\right)-d_{\gamma}^{(n)} \partial_{\gamma} \partial_{\beta} F_{\alpha}\left(z^{(n)}\right)+\mathrm{O}\left(\left\|d^{(n)}\right\|^{2}\right) .
$$

Substituting the latter equation into the first term of the rhs of the former equation, and using

$$
\frac{1}{2} e_{\beta}^{(n)} e_{\gamma}^{(n)}\left(\partial_{\beta} \partial_{\gamma} F_{\alpha}\left(x^{(*)}\right)-\partial_{\gamma} \partial_{\beta} F_{\alpha}\left(z^{(n)}\right)\right)=\mathrm{O}\left(\left\|e^{(n)}\right\|^{3}\right)
$$

we obtain

$$
F_{\alpha}\left(x^{(n)}\right)=e_{\beta}^{(n)} \partial_{\beta} F_{\alpha}\left(z^{(n)}\right)+\mathrm{O}\left(\left\|e^{(n)}\right\|^{3}\right)
$$

But since we have

$$
F_{\alpha}\left(x^{(n)}\right)=\left(x^{(n)}-x^{(n+1)}\right)_{\beta} \partial_{\beta} F_{\alpha}\left(z^{(n)}\right)
$$

we obtain by subtracting both relations

$$
0=e_{\beta}^{(n+1)} \partial_{\beta} F_{\alpha}\left(z^{(n)}\right)+\mathrm{O}\left(\left\|e^{(n)}\right\|^{3}\right)
$$

Since $J\left(z^{(n)}\right)$ is invertible for $z^{(n)}$ sufficiently close to $x^{(*)}$, we obtain the desired result

$$
e^{(n+1)}=\mathrm{O}\left(\left\|e^{(n)}\right\|^{3}\right)
$$

This ends the proof.
Now, numerical examples are given for which both the Newton and the modified Newton method will be compared. The calculations were done using MAPLE $\mathrm{V}^{\mathrm{TM}} 5[1,2]$ on a personal computer requiring 16 decimal digits for all numerical evaluations.

In the first example, $F$ corresponds to a coupled system of quadratic equations. It concerns the so-called generalized Bloch equation (see, e.g., [17]). This equation is used in quantum chemical ab initio calculations and can also be solved by direct iteration [12-14]. The generalized Bloch equation can be expressed as

$$
\begin{equation*}
U H U=H U \tag{6}
\end{equation*}
$$

in terms of $m \times m$ matrices $U$ and $H$, where $H$ is Hermitean and $U$ is idempotent $U^{2}=U$.
We set (block matrix notation)

$$
U=\left(\begin{array}{cc}
1_{k} & 0_{k \times(m-k)}  \tag{7}\\
X & 0_{(m-k) \times(m-k)}
\end{array}\right)
$$

where $1_{k}$ denotes the $k \times k$ unit matrix, $0_{u \times v}$ denotes the $u \times v$ matrix of zeroes, and $X$ is the $(m-k) \times k$ matrix

$$
X=\left(\begin{array}{cccc}
x_{1} & x_{m-k+1} & \cdots & x_{d-m+k+1}  \tag{8}\\
x_{2} & x_{m-k+2} & \cdots & x_{d-m+k+2} \\
\vdots & \vdots & \ddots & \vdots \\
x_{m-k} & x_{2(m-k)} & \cdots & x_{d}
\end{array}\right)
$$

with $d=(m-k) k$. Then, $U^{2}=U$ is satisfied automatically. Also note the special notation for the entries of the matrix $X$ that shows that $X$ may be regarded as a $d$ dimensional vector $x$. Inserting this into Eq. (6), one easily obtains a set of $d$ coupled quadratic equations in the unknowns $x_{1}, \ldots, x_{d}$.

In our example, we put

$$
\begin{equation*}
H_{i, j}=\frac{1}{1+|i-j| / 40} . \tag{9}
\end{equation*}
$$

We consider two cases:
Case 1: $m=6, k=2$ which results in $d=8$, iterations are stopped for $\|U H U-H U\| \leqslant 10^{-14}$.
Case 2: $m=8, k=3$ which results in $d=15$, iterations are stopped for $\|U H U-H U\| \leqslant 10^{-13}$.
In all cases and for both the Newton and the modified Newton method, we start from $x^{(0)}=0$.
The results for both cases are displayed in Table 1.
First, we discuss Case 1: Here, the estimates for the matrix $X$ at the end agree to approximately 13 decimal digits.

Table 1
Displayed are the error norms $\|U H U-H U\|$ for the Newton and the modified Newton method after the iteration step for both cases

| Step | Case 1 |  | Case 2 |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Newton | Mod. Newton | Newton | Mod. Newton |
| 1 | 3.65 | 1.42 | 9.86 | 2.34 |
| 2 | 0.64 | 0.033 | 1.93 | 0.24 |
| 3 | 0.090 | 0.011 | 0.27 | 0.0047 |
| 4 | 1.42 | 0.00019 | 5630.99 | 0.00032 |
| 5 | 0.33 | $0.12 \cdot 10^{-8}$ | 1407.75 | $0.12 \cdot 10^{-6}$ |
| 6 | 0.066 | $0.25 \cdot 10^{-14}$ | 351.93 | $0.29 \cdot 10^{-14}$ |
| 7 | 0.031 |  | 87.95 |  |
| 8 | 0.0046 |  | 21.95 |  |
| 9 | 0.00031 |  | 5.45 |  |
| 10 | 0.000011 |  | 1.33 |  |
| 11 | $0.13 \cdot 10^{-7}$ |  | 0.30 |  |
| 12 | $0.19 \cdot 10^{-13}$ |  | 59.37 |  |
| 13 | $0.20 \cdot 10^{-14}$ |  | 14.87 |  |
| 14 |  |  | 3.74 |  |
| 15 |  |  | 0.95 |  |
| 16 |  |  | 0.24 |  |
| 17 |  |  | 0.091 |  |
| 18 |  |  | 0.020 |  |
| 19 |  |  | 0.00072 |  |
| 20 |  |  | $0.92 \cdot 10^{-6}$ |  |
| 21 |  |  | $0.46 \cdot 10^{-13}$ |  |

The modified Newton method is slightly superior to the Newton method in case 1 in two respects: To achieve convergence with 6 steps of the modified Newton method requires similar but somewhat lower numerical efforts than 12 steps of the Newton methods since 6 evaluations of $F$ are saved. Further, the reduction of the error norm is smoother for the modified Newton method.

In Case 2, both methods yield a solution, but these are different. This is not surprising since the solution to a set of coupled algebraic equations does not need to be unique (nor real). The resulting approximation for $x^{(*)}$ is much closer to the starting vector $x^{(0)}=0$ in the modified Newton method. This corresponds to the fact, that again, the decrease of the error norm is much smoother for the modified Newton method. The Newton method seems to be more likely to run into problems that result in a ragged performance profile in terms of the error norm. As a result of this behavior, for case 2, the modified Newton method is much superior to the Newton method since the numerical effort for the 6 iteration steps is somewhat less than that of 12 iteration steps of the Newton method.

As a second example, we treat the two-dimensional vector function $F$ with components

$$
\begin{align*}
& F_{1}:(x, y) \mapsto \int_{0}^{x+3 y}(1+\exp (2 \sqrt[8]{|t|}))^{-1} \mathrm{~d} t+x y \\
& F_{2}:(x, y) \mapsto \exp (-x)-\exp (-4 y) \tag{10}
\end{align*}
$$

Table 2
Displayed are the error norms $\left\|x^{(n)}\right\|$ for the Newton and the modified Newton method for the vector function (10), and the total execution times up to iteration $n$ (for a representative run using numerical quadrature, in seconds). The starting vector was $(2,0.6)$

| $n$ | Newton |  | Mod. Newton |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Error | Time | Error | Time |
| 1 | 1.12 | 8 | $3.02 \cdot 10^{-1}$ | 9 |
| 2 | $8.58 \cdot 10^{-2}$ | 16 | $1.08 \cdot 10^{-2}$ | 17 |
| 3 | $1.58 \cdot 10^{-2}$ | 24 | $7.30 \cdot 10^{-5}$ | 25 |
| 4 | $4.37 \cdot 10^{-3}$ | 33 | $7.05 \cdot 10^{-7}$ | 34 |
| 5 | $3.09 \cdot 10^{-4}$ | 41 | $3.84 \cdot 10^{-9}$ | 42 |
| 6 | $1.87 \cdot 10^{-5}$ | 50 | $1.07 \cdot 10^{-11}$ | 51 |
| 7 | $7.35 \cdot 10^{-7}$ | 59 | $1.39 \cdot 10^{-14}$ | 59 |
| 8 | $1.78 \cdot 10^{-8}$ | 67 | $4.72 \cdot 10^{-18}$ | 69 |
| 9 | $2.55 \cdot 10^{-10}$ | 76 |  |  |
| 10 | $2.05 \cdot 10^{-12}$ | 84 |  |  |
| 11 | $8.75 \cdot 10^{-15}$ | 93 |  |  |
| 12 | $3.45 \cdot 10^{-17}$ | 101 |  |  |
| 13 | $1.59 \cdot 10^{-17}$ | 110 |  |  |

Table 3
Displayed are the error norms $\left\|x^{(n)}\right\|$ for the Newton and the modified Newton method for the vector function (10), and the total execution times up to iteration $n$ (for a representative run using the analytical expression, in seconds). The starting vector was $(2,0.6)$

|  | Newton |  |  | Mod. Newton |
| ---: | :--- | :--- | :--- | :--- |
| $n$ | Error | Time | Error | Time |
| 1 | 1.12 | 0 | $3.02 \cdot 10^{-1}$ | 0 |
| 2 | $8.58 \cdot 10^{-2}$ | 1 | $1.08 \cdot 10^{-2}$ | 1 |
| 3 | $1.58 \cdot 10^{-2}$ | 1 | $7.30 \cdot 10^{-5}$ | 1 |
| 4 | $4.37 \cdot 10^{-3}$ | 1 | $7.05 \cdot 10^{-7}$ | 2 |
| 5 | $3.09 \cdot 10^{-4}$ | 2 | $3.84 \cdot 10^{-9}$ | $1.11 \cdot 10^{-11}$ |
| 6 | $1.87 \cdot 10^{-5}$ | 2 | $1.20 \cdot 10^{-13}$ | 2 |
| 7 | $7.35 \cdot 10^{-7}$ | 3 |  | 3 |
| 8 | $1.78 \cdot 10^{-8}$ | 3 |  | 3 |
| 9 | $2.55 \cdot 10^{-10}$ | 4 |  |  |
| 10 | $2.23 \cdot 10^{-12}$ | 6 |  |  |
| 11 | $2.73 \cdot 10^{-14}$ | 6 |  |  |

This function has a zero at $(0,0)$. In Tables 2 and 3, we compare the Newton method and the present modification. Although an analytical expression for the integral in $F_{1}$ is available,

$$
\int_{0}^{z}(1+\exp (2 \sqrt[8]{|t|}))^{-1} \mathrm{~d} t=z+315 \sqrt[8]{z} \phi(7,-X)-4 z^{7 / 8} \ln (1+X)
$$

$$
\begin{align*}
& -\frac{315}{2} \phi(8,-X)-14 z^{3 / 4} \phi(2,-X) \\
& +42 z^{5 / 8} \phi(3,-X)-105 \sqrt{z} \phi(4,-X) \\
& +210 z^{3 / 8} \phi(5,-X)-315 \sqrt[4]{z} \phi(6,-X) \\
& -\frac{127}{7680} \pi^{8} \tag{11}
\end{align*}
$$

for $X=\exp (2 \sqrt[8]{z})$ and $z>0$, in terms of the polylog function denoted by

$$
\begin{equation*}
\phi(a, r)=\sum_{n=1}^{\infty} \frac{r^{n}}{n^{a}}, \tag{12}
\end{equation*}
$$

we first evaluate the integral by numerical quadrature for illustrative purposes (Table 2).
Then, the time per iteration is strongly dominated by the numerical quadrature of the integral in $F_{1}$. Hence, the time per iteration is nearly equal for the Newton and the modified Newton method. The modified method is seen to be superior in this example. To reach comparable accuracies requires about $50-70 \%$ more computational time for the Newton method.

If the analytical expression is used instead, we obtain the results in Table 3. Apart from much lower overall execution times, more or less the same picture as in Table 2 is observed. This means that the evaluation of the vector function is still rather costly in comparison to the other operations required for a Newton step.

Of course, the second example is especially chosen to illustrate the potential of the modified Newton method.

However, the modified method is expected to be at least competitive to the Newton method (as in the one-dimensional case) if the costs for the evaluation of the vector function are comparable to the costs for the evaluation of the Jacobian and the solution of the corresponding linear systems. Under such conditions, two steps of the modified method and three steps of the Newton method have approximately the same costs and the same order of convergence: Starting at a distance $\varepsilon$ from $x^{(*)}$ the error is $\mathrm{O}\left(\varepsilon^{6}\right)$ both after two steps of the modified method or after three steps of the Newton method.

Such cost relations can occur for instance (a) in low-dimensional problems, (b) in cases where the Jacobian is sparse, (c) for Jacobians of a special structure (banded, triangular etc.) making inversion or solution of the corresponding linear systems cheap and (d) in cases involving numerical quadrature similar to the second example.

It is not claimed that the present modification of the Newton method is always superior to the Newton method.

In many cases, the evaluation of the vector function $F$ costs much less than the evaluation of the Jacobian and/or the solution of the corresponding linear systems. This means that the costs for one step of the modified Newton method are approximately equal to that of two steps of the Newton method. Starting at a distance $\varepsilon$ to $x^{(*)}$ the error after one step of the modified method is $\mathrm{O}\left(\varepsilon^{3}\right)$ and after two steps of the Newton method is $\mathrm{O}\left(\varepsilon^{4}\right)$ for small $\varepsilon$. Thus, close to $x^{(*)}$, the Newton method should be superior.

But as noted for the first example, the modified Newton method may provide a smoother decrease of the error norm than the Newton method. A better understanding of such a behavior at larger
distances from $x^{(*)}$ would be very interesting. Such an investigation should provide conditions under which a single step of the modified method can be superior to two steps of the Newton method. The search for such conditions is a promising line for future work.

It is to be expected that there are cases where the modified method has problems similar to the Newton method, e.g., due to the fact that the Jacobian is numerically singular. Thus, in order to use the present method in a robust solver, one has to combine it with other concepts such as trust regions or steepest descent methods, similar to hybrid methods involving the Newton method like Powell's method [18] or like HYBRD1 from MINPACK, available from NETLIB. Even more promising is the use of ANT of Deuflhard and coworkers $[9,10,15,16]$ that can be used to make the Newton method globally convergent. There, one uses a carefully chosen damping factor $\lambda$ with $0<\lambda \leqslant 1$ to reduce the Newton step in such a way that too large steps are avoided. This damping strategy is chosen to be affin-invariant. This means that for any invertible matrix $M \in G L(d)$ and any starting vector $x^{(0)}$ the application of the method to the vector function $G(x)=M F(x)$ will yield the same sequence of iterates $x^{(n)}$ as application to $F(x)$ itself.

We note that, similarly to the Newton method, the modified Newton method (without damping) is affine invariant. The proof is straightforward and left to the reader. Thus, one may use all the concepts of Deuflhard's ANT also for the modified method with probably small modifications. This, however, is beyond the scope of the present contribution.
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