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Abstract
Dynamic analysis (instrumenting programs with code to detect and prevent errors during program execution) can be an effective approach to debugging, as well as an effective means to prevent harm being caused by malicious code. One problem with this approach is the runtime overhead introduced by the instrumentation. We define several techniques that involve using the results of static analysis to identify some cases where instrumentation can safely be removed. While we have designed the techniques with a specific dynamic analysis in mind (that used by the Runtime Type-Checking tool), the ideas may be of more general applicability.

1 Introduction

Languages like C and C++ that allow potentially unsafe operations such as pointer arithmetic, casting, and explicit memory management open the door to many difficult-to-detect errors as well as providing opportunities for malicious code to be inserted into programs [20]. To address these problems, a number of systems have been developed that involve dynamic analysis: instrumenting a program so that errors like out-of-bounds array indexes and bad pointer dereferences are detected when they occur during execution [2,7,14,13,9,10]. In some cases, these kinds of dynamic checks are even mandated by the language definition (e.g., Java guarantees that an exception will be thrown whenever an index is out of bounds, or a bad cast is performed).

Naturally, the benefits of dynamic analysis have an associated cost: the instrumentation introduces a certain amount of runtime overhead. This paper proposes several techniques for reducing the overhead by using static analysis to identify some cases in which instrumentation can safely be omitted.
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While the techniques were designed for one particular tool: the Runtime Type-Checking (RTC) tool [10], the ideas may be of more general applicability.

The remainder of the paper is organized as follows. Section 2 provides background on the RTC tool; Section 3 describes several static analyses that can be used to identify unnecessary instrumentation: Section 3.2 describes an approach to classify expressions into type-safety levels, so that instrumentation for “type-safe” expressions can be eliminated, and Section 3.3 presents three refinements to this analysis (one to account for uses of uninitialized data, one to remove some checks for null-pointer dereferences, and one to identify redundant instrumentation). Section 4 presents experimental results that help gauge the potential benefit of these optimizations, Section 5 discusses related work, and Section 6 concludes.

2 The RTC Tool

The RTC (Runtime Type-Checking) tool instruments C programs so that the runtime type of every memory location is tracked during program execution, and inconsistent type uses are reported as warnings and errors. Whenever a value \( v \) is written into a location \( l \), \( l \)'s runtime type is updated with \( v \)'s runtime type. Also, this runtime type is compared with \( l \)'s declared type: if they do not match, a warning message is issued (a warning message is an indication that unusual behavior has been observed, and may be useful for diagnosing the root cause of a later error). Whenever the value in a location is used, its runtime type is checked, and if the type is inappropriate in the context in which the value is being used, an error message is issued; to avoid cascading error messages, the runtime type is set to the correct type after an error message is generated.

2.1 Motivating Example

While a number of other tools have been proposed to detect out-of-bounds array accesses and bad pointer dereferences, the type-checking approach of the RTC tool can also detect more subtle errors involving type misuses. One such class of errors has to do with a programming style in which C programmers simulate classes and inheritance using structures [16]. For example, the following declarations might be used to simulate the declaration of a superclass \texttt{Base} and a subclass \texttt{Sub}:

```c
struct Base { int a1; int *a2; }
struct Sub { int b1; int *b2; char b3; }
```

A function might be written to perform some operation on objects of the superclass:
void f ( struct Base *b ) {
    b->a1 = ... 
    b->a2 = ... 
}

and the function might be called with actual arguments either of type struct Base * or struct Sub *:

    struct Base base;
    struct Sub sub;
    f(&base);
    f(&sub);

The ANSI C standard guarantees that the first field of every structure is stored at offset 0, and that if two structures have a common initial sequence — an initial sequence of one or more fields with compatible types — then corresponding fields in that initial sequence are stored at the same offsets. Thus, in this example, fields a1 and b1 are both guaranteed to be at offset 0, and fields a2 and b2 are both guaranteed to be at the same offset. Therefore, while the second call, f(&sub), would cause a compile-time warning (which could be averted with an appropriate type cast), it would cause neither a compile-time error nor a runtime error, and the assignments in function f would correctly set the values of sub.b1 and sub.b2.

However, the programmer might forget the convention that struct Sub is supposed to be a subtype of struct Base, and while making changes to the code might change the type of one of the common fields, add a new field to struct Base without adding the same field to struct Sub, or add a new field to struct Sub before field b2. For example, suppose a new int field, i1 is added to struct Sub:

    struct Sub { int b1; int i1; int *b2; char b3; }; 

Now, when the second call to f is executed, the assignment b->a2 = ... would write into the i1 field of sub rather than the b2 field. The fact that the b2 field is not correctly set by the call to f, or that the i1 field is overwritten with an unintended value, will probably either lead to a runtime error later in the execution, or cause the program to produce incorrect output.

The tracking of runtime types performed by the RTC tool can help the programmer uncover the source of this logical error. The assignment b->a2 = ... causes sub.i1 to be tagged with type pointer. A later use of sub.i1 in a context that requires an int would result in an error message due to the mismatch between the required type (int) and the current runtime type (pointer).

Note that in this example, a tool like Purify [7] would not report any errors, because there are no bad pointer or array accesses: function f is not writing outside the bounds of its structure parameter, it just happens to be the wrong part of that structure from the programmer’s point of view.
2.2 Tracking Types

The RTC tool associates with each memory location a runtime type represented as a tuple \( \langle \sigma, \text{size} \rangle \), where \( \sigma \) is one of unallocated, uninitialized, zero, integral, real, and pointer, and \( \text{size} \) is the size (in bytes) of the type. For example, a char is represented by \( \langle \text{integral}, 1 \rangle \), and a float by \( \langle \text{real}, 4 \rangle \) (on most platforms). Pointers to different types are represented by the same runtime type, \( \langle \text{pointer}, 4 \rangle \) (on a platform where all pointers are 4 bytes in size), and typedefs are not treated as separate types. For aggregate objects (structures and arrays), the runtime type of each field/element is tracked separately. The special zero type is used for memory locations that are assigned the literal 0; it is treated as being compatible with all C types. The runtime types are stored in a “mirror” of the memory used by the program, with each byte of memory mapped to a four-bit nibble in the mirror (thus incurring a 50% space overhead).

The RTC tool has been implemented to handle all of ANSI C. It translates a given set of preprocessed C source files into instrumented C files. These are then compiled and linked with the RTC library, producing an executable that performs runtime type checking and reports error and warning messages.

The instrumentation phase is a source-to-source translation of the C program; it performs a syntax-directed transformation on the program’s abstract-syntax tree to add calls to RTC library functions that track the runtime types. The operations performed by these library functions can be grouped into the following classifications:

- **declare** - a variable declaration is instrumented to set the runtime type in the variable’s mirror to uninitialized. (Initially, the mirror for all memory is tagged unallocated.)
- **verify** - a use of a memory location \( x \) in the context of a type \( \tau \) is instrumented to compare the runtime type in the mirror of \( x \) with \( \tau \). If the types are not compatible, an error message is issued, and the runtime type of \( x \) is corrected to \( \tau \) (to prevent cascading error messages).
- **verify-pointer** - a pointer dereference is instrumented to check whether the mirror of the pointer’s target is unallocated. If it is, an error message is issued. This check detects dangling pointer dereferences, dereferences of certain stray pointers (those that point between or beyond allocated blocks), and also null-pointer dereferences (because the mirror of memory location 0 is tagged unallocated).
- **copy** - an assignment statement is instrumented to copy the runtime type of the right-hand-side value into the mirror of the left-hand-side location; additionally, if the runtime type of the assigned value does not match the static type of the assignment, a warning message is issued.

The tool is designed so that instrumented modules can be linked with uninstrumented ones. This flexibility is useful if, for example, a programmer only wants to debug one small component of a large program: they can instrument
only the files of interest, and link them with the remaining uninstrumented
object modules. A caveat when doing this, however, is that it may lead to
spurious warning and error messages because the uninstrumented parts of the
code do not maintain the necessary runtime type information for the memory
locations they use. For example, if a reference to a valid object in the unin-
strumented portion of the program is passed to an instrumented function, the
tool will consider that object unallocated, and may output a spurious error
message if that object is referenced.

This problem extends, in general, to library modules. For example, the
flow of values in a function like memcpy, the initialization of values from input
in a function like fgets, and the types of the data in a static buffer returned
by a function like ctime would not be captured. To handle these, we have
created a collection of instrumented versions of common library functions that
affect type flow. These are wrappers of the original functions, hand-written
to perform the necessary tag-update operations in the RTC mirror to capture
their type behavior.

Included among these instrumented library functions are memory-
management functions. Each call to malloc (or one of its relatives) is replaced
with a call to a wrapper version which, upon successfully allocating a block
of memory, sets the mirror for that memory block to uninitialized. Similarly,
the wrapper version of the free function resets the mirror to unallocated. The
malloc wrapper also adds padding between allocated blocks to decrease the
likelihood of a stray pointer jumping from one block to another (this is the
approach used by Purify [7]).

The RTC tool was able to detect bugs in some SPEC benchmarks (go,
ijpeg), Solaris utilities (nroff, col, etc.), and Olden benchmarks (health,
voronoi) [10]. Most of the errors were out-of-bounds array or pointer accesses.
In the Solaris utilities, the out-of-bounds accesses resulted in program crashes;
in the SPEC cases, the errors had no apparent effect on the execution, which
made the errors difficult to detect without the use of a tool like the RTC tool.
In every case, the RTC tool was able to detect the out-of-bounds memory
accesses because the type of the pointed-to memory was different from the
expected type.

Finally, the RTC tool lends itself naturally to interactive debugging. When
a warning or error message is issued, a signal (SIGUSR1) is sent, and can be
intercepted by an interactive debugger like GDB [17]. The user can then
examine memory locations, including the mirror, and make use of GDB’s
features to help track down the cause of an error.

3 Eliminating Unnecessary Checks

While the initial implementation of the RTC tool demonstrated its ability
to find errors in real programs as described above, a shortcoming of that
implementation was poor performance: in the worst case, an instrumented
program ran 130 times slower than the non-instrumented version. This is because the RTC tool instruments every expression in the program and tracks the runtime type of every memory location used in the program.

Outlined below are some strategies for reducing the runtime overhead by using the results of static analysis to identify and remove unnecessary instrumentation. First, we describe a flow-insensitive analysis that identifies “type-safe” expressions that need no instrumentation. Next, we describe three flow-sensitive refinements. These analyses have not yet been fully implemented; to gauge the potential speedup that they will provide, we have implemented a simpler analysis and tried it on a number of programs. The results of those experiments are reported in Section 4.

3.1 Assumptions

The static analyses described below require the results of pointer analysis to account for possible aliasing in the program. We assume that a (flow-insensitive) points-to analysis (e.g., [1,21,18,5]) has been performed, so that each pointer \( p \) in the program is associated with a points-to set, containing variables to which \( p \) may point at some point in the program.

We also assume that the assignment statements in the input program have been normalized to the forms defined by the following context-free grammar:

\[
\begin{align*}
\text{assign} & \Rightarrow \ lvalue = rvalue \\
& \quad | \ lvalue = (\tau)_{\text{cvt}} rvalue \\
& \quad | \ lvalue = (\tau)_{\text{ext}} rvalue \\
& \quad | \ lvalue = (\tau)_{\text{cpy}} rvalue \\
\end{align*}
\]

\[
\begin{align*}
lvalue & \Rightarrow \ var \ | \ *var \\
rvalue & \Rightarrow \ const \ | \ var \ | \ *var \ | \ &var \ | \ var \oplus var
\end{align*}
\]

where \( const \) is a constant, \( var \) is a variable, and \( \oplus \) represents any C binary operator. Type-casts are divided into three forms. The first form, \( (\tau)_{\text{cvt}} e \), is a type cast that involves a change in representation, and includes conversions (e.g., between integers and floating-point values) and truncation of data (e.g., when type-casting a \texttt{long int} into a \texttt{short int}). The second form, \( (\tau)_{\text{ext}} e \), represents type-casts that extend data from a smaller type to a larger type with no change in the data bits (e.g., from a \texttt{short int} into a \texttt{long int}). The third form, \( (\tau)_{\text{cpy}} e \), represents type-casts where there is no change in the form of the data, and includes casts between pointers and integers (of the same size). The difference between these forms that concerns us is that, for \( (\tau)_{\text{ext}} e \), the RTC instrumentation checks that the runtime type of \( e \) is compatible with its static type; if they are incompatible, an error message is issued, and the runtime type of the expression is set to \( \tau \) to suppress further error messages. For \( (\tau)_{\text{ext}} e \) and \( (\tau)_{\text{cpy}} e \), no such check and correction is performed.

Most C assignment statements can be normalized as defined above. For example, an assignment that involves an array index, such as \( x = a[i] \), can be rewritten as \( tmp = a + i; x = *tmp \). Details of how to handle the remaining
C constructs (e.g., structures, unions, and function calls) remain to be worked out.

3.2 Type-Safety-Level Analysis

Our first static analysis is a flow-insensitive type-safety-level analysis that partitions the expressions in a program into levels of “type safety”, so that certain classes of runtime instrumentation (see Section 2.2) can be eliminated for expressions at certain type-safety levels.

The proposed approach classifies expressions in the program into the following type-safety levels:

**safe** - An expression whose runtime type is guaranteed always to be compatible with its static type, and for which all instrumentation can be eliminated.

**unsafe** - An expression whose runtime type may be incompatible with its static type; this includes expressions of the form \(*p\), when the pointer \(p\) may be NULL, or may contain an invalid address. An unsafe expression must be fully instrumented.

**tracked** - An l-value expression whose runtime type is always compatible with its static type, but which may be pointed to by an unsafe pointer or by a pointer whose points-to set includes a location with an incompatible type. A tracked expression’s corresponding location needs to have its runtime type initialized (to its static type) in the mirror, but instrumentation for verifying and copying the runtime type for a tracked expression can be eliminated.

Figure 1 presents an example code fragment to illustrate the intuition behind the proposed approach. Since the approach is flow-insensitive, the order of the statements is ignored in the analysis. The expressions \(p_0\), \(p_1\) and \(p_2\) are safe because they are only assigned pointer-typed values (recall that the RTC tool does not differentiate between pointer types, so the fact that \(p_1\) is assigned both the address of an \(\text{int}\) variable and the address of a \(\text{float}\) variable is not important; also recall that the literal 0 is treated as being compatible with all types, including pointers).

The expressions \(f\), \(*p_0\), \(*p_1\), and \(*p_2\) are all unsafe. Variable \(f\) is unsafe because the assignment at line 13 could write an \(\text{int}\) value into \(f\) via \(*p_1\). The expression \(*p_0\) is unsafe because \(p_0\) may be NULL (due to the assignment at line 6); \(*p_1\) and \(*p_2\) are unsafe because while they each have a static type of \(\text{int} *\), \(*p_1\) may refer to a \(\text{float}\) (because of the assignment at line 10), and \(*p_2\) may refer to an invalid address (because of the pointer arithmetic at line 11).

Finally, the expression \(i\) is tracked. Although \(i\) will always contain an \(\text{int}\) value, it may be pointed to by \(p_1\), which also includes \(f\) — a \(\text{float}\) variable — in its points-to set. This means that every use of \(*p_1\) will be instrumented to check its runtime type, and so every location in \(p_1\)'s points-to set — including
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<table>
<thead>
<tr>
<th>Code</th>
<th>Expression</th>
<th>Type-safety level</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. int i;</td>
<td>p0, p1, p2</td>
<td>safe</td>
</tr>
<tr>
<td>2. int *p0,*p1,*p2;</td>
<td>f, *p0, *p1, *p2</td>
<td>unsafe</td>
</tr>
<tr>
<td>3. float f;</td>
<td>i</td>
<td>tracked</td>
</tr>
<tr>
<td>4. i = 1;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. f = 2.3;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. p0 = 0;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. if(*p0 == 0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8. p1 = &amp;i;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9. else</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10. p1 = (int *) &amp;f;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11. p2 = p1 + i;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12. if(*p2 != 0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13. *p1 = 4;</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1. Type-safety example.

i — must have its runtime type recorded in the mirror.

Within this framework, we can devise schemes of varying precision to determine the type-safety level of each expression. Using the following ordering,

unsafe < tracked < safe

any scheme that classifies each expression at a level less than or equal to its true level is a safe approximation. For example, the unoptimized RTC tool corresponds to one extreme, where all expressions are considered unsafe. The next three sections describe an efficient flow-insensitive analysis to classify the type-safety of expressions. The analysis works as follows:

**Step 1:** Build an assignment graph in which the nodes represent the expressions in the program, and the edges represent the flow of runtime types due to assignments.

**Step 2:** Compute a runtime-type attribute for each node in the graph.

**Step 3:** Compute the type-safety level for each node in the graph (and thus for each expression in the program).

3.2.1 Step 1: Building the assignment graph

The first step of the analysis involves building an assignment graph that records the flow of runtime types among the expressions in the program. Each node in the assignment graph corresponds to an expression, and represents an “abstract object” of one of four forms: \( v \), \( *v \), \( \oplus_{\tau} v \), and \( \text{VALUE}_{\tau} \). The \( v \) node represents a variable \( v \), \( *v \) represents a dereference, \( \oplus_{\tau} v \) represents an arithmetic operation on \( v \) (resulting in a value of static type \( \tau \)), and \( \text{VALUE}_{\tau} \) represents a value of type \( \tau \), e.g., from a constant expression. For both \( \oplus_{\tau} v \), and \( \text{VALUE}_{\tau} \), \( \tau \) will be either a scalar C type: \textit{char}, \textit{int}, \textit{float}, etc, or one of
the following special types:

**valid-ptr**: A pointer expression that is guaranteed to evaluate to a valid address (the address of an allocated memory location) has type `valid-ptr`. For example, the expression `&x` has type `valid-ptr`.

**pointer**: A pointer expression that may evaluate to an invalid address (including NULL) has type `pointer`. For example, the expression `& x+k` has type `pointer`.

**zero**: An expression that is guaranteed to evaluate to 0 has type `zero`. For example, the literal `0` has type `zero`.

Nodes are connected by three kinds of (directed) assignment edges: conversion edges (`cvt`), extension edges (`ext`), and copy edges (`cpy`). Conversion edges represent assignments with a right-hand side of the form `(τ)_{cvt}e`, extension edges represent assignments with a right-hand side of the form `(τ)_{ext}e`, and copy edges represent assignments that do not involve a type-cast, or that involve a type-cast of the form `(τ)_{cpy}e`.

Figure 2(a) shows the mapping `AbsObj` from program expressions to abstract objects, while Figure 2(b) gives the rules for adding edges to the graph. For example, the assignment `x = y ⊕ z` adds to the graph two copy edges, `x ← ⊕_τ y` and `x ← ⊕_τ z`, where `τ` is the static type of the expression `y ⊕ z`.

Figure 3 shows the assignment graph that would be built for the example code given earlier in Figure 1.

### 3.2.2 Step 2: Computing runtime types

After building the assignment graph, the analysis computes a runtime-type attribute for each node in the graph. The values of runtime-type form the lattice shown in Figure 4. Intuitively, the runtime-type for node `n` summarizes the set of types that the expression corresponding to `n` might have at runtime. A runtime-type of `⊥` means that an expression could have more than one
Fig. 3. The assignment graph for the example in Figure 1.

Fig. 4. The lattice for runtime-type.

incompatible runtime type.

Figure 5 gives the constraints for computing the runtime-type of each node in the assignment graph. In the figure, pt-set(p) is the points-to set of p, while static-type(n) is the static type of the expression represented by n.

Rules T1 and T2 set the runtime-type of each VALUE_r node and each ⊕_r x node to be its static type (τ). Rule T3 constrains the runtime-type of a *p node to be no higher in the lattice than the type of each variable in p’s points-to set. Rule T4 constrains the runtime-type of the left-hand side of a conversion to be no higher than its static type; this is safe because the RTC instrumentation will check the type of the right-hand side, and correct the runtime tag if there is an error. Rule T5 deals with extension edges: if the right-hand side of an extension assignment is well-typed, then the runtime-type of the left-hand side is constrained to be no higher than its static type; otherwise, the runtime-type of the left-hand side is set to ⊥ (because such an assignment may potentially copy complicated RTC tags into the mirror of the left-hand side). Rules T6a and T6b handle assignment edges: if the left-hand side is a dereference of a pointer p (rule T6a), then the runtime-type of each node in the points-to
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<table>
<thead>
<tr>
<th>Condition</th>
<th>Inferred Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1.</td>
<td>( \text{runtime-type}(\text{VALUE}_v) = \tau )</td>
</tr>
<tr>
<td>T2.</td>
<td>( \text{runtime-type}(\oplus_x) = \tau )</td>
</tr>
<tr>
<td>T3.</td>
<td>( x \in \text{pt-set}(p) ) ( \Rightarrow ) ( \text{runtime-type}(p) \subseteq \text{runtime-type}(x) )</td>
</tr>
<tr>
<td>T4.</td>
<td>( n_1 \leftarrow n_2 ) ( \Rightarrow ) ( \text{runtime-type}(n_1) \subseteq \text{static-type}(n_1) )</td>
</tr>
<tr>
<td>T5.</td>
<td>( n_1 \leftarrow n_2 ) ( \Rightarrow ) if ( \text{runtime-type}(n_2) = \text{static-type}(n_2) ) then ( \text{runtime-type}(n_1) \subseteq \text{static-type}(n_1) ) else ( \text{runtime-type}(n_1) = \bot )</td>
</tr>
<tr>
<td>T6a.</td>
<td>( *p \leftarrow n_2, ) ( x \in \text{pt-set}(p) ) ( \Rightarrow ) ( \text{runtime-type}(x) \subseteq \text{runtime-type}(n_2) )</td>
</tr>
<tr>
<td>T6b.</td>
<td>( n_1 \leftarrow n_2, ) ( n_1 ) not of the form ( *p ) ( \Rightarrow ) ( \text{runtime-type}(n_1) \subseteq \text{runtime-type}(n_2) )</td>
</tr>
</tbody>
</table>

Fig. 5. Rules for computing \( \text{runtime-type} \).

<table>
<thead>
<tr>
<th>Assignments</th>
<th>Assignment Edges</th>
<th>Inferred Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>( i = 1; )</td>
<td>( i \leftarrow \text{VALUE}_{\text{int}} )</td>
<td>( \text{runtime-type}(i) \subseteq \text{int} )</td>
</tr>
<tr>
<td>( f = 2.3; )</td>
<td>( f \leftarrow \text{VALUE}_{\text{float}} )</td>
<td>( \text{runtime-type}(f) \subseteq \text{float} )</td>
</tr>
<tr>
<td>( p0 = 0; )</td>
<td>( p0 \leftarrow \text{VALUE}_{\text{zero}} )</td>
<td>( \text{runtime-type}(p0) \subseteq \text{zero} )</td>
</tr>
<tr>
<td>( p1 = &amp;i; )</td>
<td>( p1 \leftarrow \text{VALUE}_{\text{valid-ptr}} )</td>
<td>( \text{runtime-type}(p1) \subseteq \text{valid-ptr} )</td>
</tr>
<tr>
<td>( p1 = (\text{int} \ast) &amp;f; )</td>
<td>( p1 \leftarrow \text{VALUE}_{\text{valid-ptr}} )</td>
<td>( \text{runtime-type}(p1) \subseteq \text{valid-ptr} )</td>
</tr>
<tr>
<td>( p2 = p1 + i; )</td>
<td>( p2 \leftarrow \oplus_{\text{pointer}} p1 )</td>
<td>( \text{runtime-type}(p2) \subseteq \text{pointer} )</td>
</tr>
<tr>
<td>( \ast p1 = 4; )</td>
<td>( \ast p1 \leftarrow \text{VALUE}_{\text{int}} ) ( \left( \text{pt-set}(p1) = {i, f} \right) )</td>
<td>( \text{runtime-type}(\ast p1) \subseteq \text{int} ) ( \text{runtime-type}(i) \subseteq \text{int} ) ( \text{runtime-type}(f) \subseteq \text{int} )</td>
</tr>
</tbody>
</table>

Fig. 6. Computing \( \text{runtime-type} \) for the example in Figure 1.

set of \( p \) can be no higher than the \( \text{runtime-type} \) of the right-hand side; if the left-hand side is a variable \( v \), then its \( \text{runtime-type} \) can be no higher than the \( \text{runtime-type} \) of the right-hand side.

Figure 6 illustrates the computation of \( \text{runtime-type} \) for the example of Figure 1.
Table:

<table>
<thead>
<tr>
<th>Condition</th>
<th>Attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>L1. runtime-type(n) ≠ static-type(n)</td>
<td>n unsafe</td>
</tr>
<tr>
<td>L2. static-type(p) = pointer, runtime-type(p) ≠ valid-ptr</td>
<td>*p unsafe</td>
</tr>
<tr>
<td>L3. *p unsafe, x ∈ pt-set(p), x ≠ unsafe</td>
<td>x tracked</td>
</tr>
</tbody>
</table>

Fig. 7. Rules for determining type-safety attributes.

3.2.3 Step 3: Computing type-safety levels

Once the runtime-types are computed, each node of the graph is annotated with an attribute signifying its type-safety level — either unsafe or tracked — based on the rules given in Figure 7; after applying the rules, any node not marked either unsafe or tracked is considered safe.

Rule L1 marks unsafe any node whose runtime-type is not compatible with its static-type. For Rule L2, a pointer p whose runtime-type is not valid-ptr may contain an invalid address; therefore *p must be instrumented to check its runtime type, and is thus marked unsafe. Rule L3 marks tracked any variable in the points-to set of a pointer p whose dereference node (∗p) is unsafe.

Looking back at the example in Figure 6, Rule L1 makes f and ∗p1 unsafe, L2 makes ∗p0 and ∗p2 unsafe, and L3 makes i tracked. This leaves p0, p1 and p2 as safe.

It is expected that a significant proportion of the expressions in a program will be safe, and that the elision of type-checking instrumentation for those expressions will result in a significant performance improvement in the RTC tool.

Note that it is possible for the contents of a safe variable v to be accessed indirectly by an errant pointer p. However, in such a case, ∗p will have been marked unsafe, and thus will be instrumented with a verify-pointer operation. Since safe variables are not instrumented, v’s mirror will be tagged unallocated, so the check of ∗p will trigger an “accessing unallocated memory” error. Since more memory will be tagged as unallocated “red zones” than before, this could potentially catch more errors than the unoptimized RTC tool.

3.3 Flow-Sensitive Refinements

This section describes three flow-sensitive dataflow analyses that complement the flow-insensitive type-safety-level analysis defined above. In the first case, may-be-uninitialized analysis is needed to ensure the soundness of the instrumentation elimination proposed above. In the second case, never-null-dereference analysis allows the above analysis to classify more expressions of the form ∗p as safe, thus allowing more instrumentation to be eliminated. In the third case, redundant-checks analysis discovers opportunities for further elimination of runtime checks, in a direction orthogonal to the above ap-
proaches. All three analyses can be described in terms of a standard dataflow analysis; they are independent, and could be performed in parallel.

3.3.1 May-be-uninitialized analysis
The type-safety-level analysis described in Section 3.2 does not account for uses of uninitialized data, which is an error currently detected by the RTC tool. That is, by eliminating all instrumentation for safe and tracked locations, and by initializing tracked locations to their static types rather than to uninitialized, the RTC tool will no longer detect uses of uninitialized data in these locations. To address this problem, an additional flow-sensitive analysis is needed to find program points where instrumentation cannot be elided.

For a location $x$ that is safe or tracked, the analysis finds instances of $x$ where $x$ may be uninitialized. This analysis uses dataflow facts of the form $\text{uninit}(x)$, which means $x$ may be uninitialized. The fact $\text{uninit}(x)$ is generated for a local variable $x$ at the program point where $x$ is declared. An assignment $x = y$ that is reached by an $\text{uninit}(y)$ fact generates an $\text{uninit}(x)$ fact; otherwise, an assignment into $x$ kills $\text{uninit}(x)$. For an assignment via a pointer, we use the points-to sets already computed, and err on the side of safety: if the assignment $\ast p = y$ is reached by $\text{uninit}(y)$, we generate $\text{uninit}(v)$ for each $v$ in $p$’s points-to set; if not, we do not kill any $\text{uninit}(v)$ facts. The meet operator is set union.

A tracked or safe location $x$ for which some use of $x$ is reached by an $\text{uninit}(x)$ fact needs to be treated specially:

- The declaration of $x$ is instrumented with a declare operation that sets its type in the mirror to uninitialized.
- Every use of $x$ that is reached by an $\text{uninit}(x)$ fact is instrumented with a verify operation.
- Every definition of $x$ that might change $x$’s status (from uninitialized to initialized, or vice versa) is instrumented with a copy operation (this ensures that $x$’s tag is set correctly for subsequent uses of $x$). The only definitions that are guaranteed not to change $x$’s status are those for which $\text{uninit}(x)$ holds neither before nor after the definition, thus, all other definitions of $x$ are instrumented.

3.3.2 Never-null-dereference analysis
Another shortcoming of the approach of Section 3.2 is that if a pointer $p$ is ever assigned a NULL value, then $\ast p$ is marked unsafe (and must thus be fully instrumented). This is because the NULL constant maps to the value zero object, whose runtime-type is zero. The assignment to $p$ causes $p$’s runtime-type to be constrained to be no higher in the lattice than zero. This prevents $p$’s runtime-type from being valid-ptr; thus, by Rule L2 in Figure 7, $\ast p$ is marked unsafe. This does not cause the RTC tool to miss any errors or to report any spurious errors, but it adds to the runtime overhead by including
some unnecessary instrumentation.

With another flow-sensitive refinement, we can find some instances of \( *p \) where \( p \) is guaranteed not to contain a NULL value, and eliminate instrumentation for checking those instances of \( *p \).

First, the runtime-type lattice (in Figure 4) is modified so that the valid-ptr type is below the zero type, as follows:

Second, Rule L2 in Figure 7 is changed to:

<table>
<thead>
<tr>
<th>Condition</th>
<th>Attribute</th>
</tr>
</thead>
<tbody>
<tr>
<td>static-type(( p )) = pointer, runtime-type(( p )) ( \not\sqsubseteq ) valid-ptr</td>
<td>( *p ) unsafe</td>
</tr>
</tbody>
</table>

With these modifications, for any pointer \( p \) that is only assigned valid pointer values or a NULL value, \( *p \) will be safe. (Note that if a pointer may be assigned the result of pointer arithmetic or other invalid pointer values, then \( *p \) will still be considered unsafe.)

Next, we perform another dataflow analysis to account for possible null-pointer dereferences of these pointers. The dataflow fact \( null(p) \) is generated for each assignment of a NULL value into a pointer \( p \). An assignment of the form \( p = &x \) kills \( null(p) \). For an assignment \( q = p \) that is reached by \( null(p) \), \( null(q) \) is generated. For assignments via pointers, we make safe approximations as in the may-be-uninitialized analysis. The transfer function for a predicate with a null-comparison condition (e.g., \( p == 0 \)) propagates a \( null(p) \) fact along one branch, and kills it on the other, as appropriate. Again, the meet operator is set union.

Upon completion of the analysis, a safe dereference \( *p \) that is reached by \( null(p) \) must be instrumented to perform a null-pointer check.

3.3.3 Redundant-checks analysis
One further flow-sensitive refinement is to eliminate redundant checks. When a variable \( v \) is read many times with no intervening writes, a runtime check is only necessary for the first read of \( v \). Such situations can be detected with the following dataflow analysis: a CFG node \( n \) that is instrumented to
check variable $v$ for type $\tau$ generates a dataflow fact $\text{check}(v, \tau)$, while a node containing an unsafe assignment into $v$ (where the right-hand-side is unsafe) kills all $\text{check}(v, \tau)$ facts. The analysis must again be safe for assignments via pointers: for an assignment into $*p$, if $v$ is in $p$'s points-to set, then any $\text{check}(v, \tau)$ fact is killed. After the analysis, if the dataflow fact $\text{check}(v, \tau)$ reaches another node $n_1$ that is to be instrumented to check $v$ for type $\tau$, the check at $n_1$ may be eliminated. This is only safe if a reaching fact $\text{check}(v, \tau)$ means that the node is always reachable by another check of $v$ for type $\tau$. Therefore, the $\text{meet}$ operator needs to be set intersection.

4 Evaluating Potential for Optimizations

To estimate the potential speedup that could be gained from the type-safety-level analysis, we implemented a simplified version that classifies type-safety levels as follows: first, every variable whose address is taken and every pointer dereference is marked unsafe; then the unsafe annotations are propagated along assignment edges (that is, if the edge $n_1 \leftarrow n_2$ is in the assignment graph, and $n_2$ has been marked unsafe, then $n_1$ is also marked unsafe). Upon completion of the analysis, expressions that map to abstract objects not marked unsafe are considered safe, and are not instrumented with RTC checks. This optimization gives a lower bound on the amount of instrumentation that could be eliminated by the full type-safety-level analysis.

Figure 8 presents execution times for several benchmarks used in [9], and several SPEC benchmarks, averaged over three runs on different test inputs. Running times are given for the uninstrumented executables (column (a)), for the unoptimized RTC-instrumented executables (column (b)), and for the RTC-instrumented executables optimized using the results of the simple analysis (column (c)). Columns (d) and (e) give the slowdown factors for the RTC-instrumented executables relative to the uninstrumented executable (e.g., for aes, the unoptimized RTC-instrumented version runs 21.63 times slower than the uninstrumented executable, while the optimized RTC-instrumented version runs 11.46 times slower). Column (f) gives the percentage speedup of the optimized RTC executable over the unoptimized one.

On average, the unoptimized RTC executables ran with a slowdown factor of 37.4 times the execution time of the uninstrumented executables. The optimized RTC executables ran with a slowdown of only 25.1 times, corresponding to an average speedup of 39.9% over the unoptimized RTC executables. This result shows that even with a simple conservative analysis we can achieve significant speedup.

Figure 9 presents some details about the results of the simplified analysis. Column (a) gives the number of abstract objects in each benchmark, and column (b) gives the number of those objects marked unsafe by the analysis. Overall, 41.0% of the abstract objects are marked unsafe. On the one hand, this number indicates that even the simplified analysis was able to classify
<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Running Times (ms)</th>
<th>Slowdown Factor</th>
<th>(f) Opt % Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a) No RTC</td>
<td>(b) Unopt RTC</td>
<td>(c) Opt RTC</td>
</tr>
<tr>
<td>aes</td>
<td>5,195</td>
<td>112,378</td>
<td>59,545</td>
</tr>
<tr>
<td>cacm</td>
<td>8,319</td>
<td>194,069</td>
<td>68,093</td>
</tr>
<tr>
<td>cfrac</td>
<td>8,138</td>
<td>438,254</td>
<td>301,391</td>
</tr>
<tr>
<td>matxmult</td>
<td>4.610</td>
<td>32,375</td>
<td>17,159</td>
</tr>
<tr>
<td>ppm</td>
<td>5,895</td>
<td>210,689</td>
<td>184,582</td>
</tr>
<tr>
<td>compress</td>
<td>31,467</td>
<td>976,861</td>
<td>344,684</td>
</tr>
<tr>
<td>go</td>
<td>14,805</td>
<td>793,880</td>
<td>587,306</td>
</tr>
<tr>
<td>jpeg</td>
<td>2,102</td>
<td>76,761</td>
<td>32,620</td>
</tr>
<tr>
<td>li</td>
<td>4,599</td>
<td>339,382</td>
<td>312,817</td>
</tr>
</tbody>
</table>

Fig. 8. Comparison of running times for the uninstrumented executable, the unoptimized RTC-instrumented executable, and the optimized RTC-instrumented executable. The slowdown factor is in comparison to the uninstrumented executable.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>(a) # abs objs</th>
<th>(b) # unsafe objs</th>
<th>(c) # deref objs</th>
<th>(d) % singl pt-sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>aes</td>
<td>705</td>
<td>214</td>
<td>142</td>
<td>73.65</td>
</tr>
<tr>
<td>cacm</td>
<td>120</td>
<td>30</td>
<td>18</td>
<td>50.00</td>
</tr>
<tr>
<td>cfrac</td>
<td>1781</td>
<td>657</td>
<td>209</td>
<td>52.56</td>
</tr>
<tr>
<td>matxmult</td>
<td>122</td>
<td>29</td>
<td>24</td>
<td>25.93</td>
</tr>
<tr>
<td>ppm</td>
<td>881</td>
<td>374</td>
<td>65</td>
<td>86.53</td>
</tr>
<tr>
<td>compress</td>
<td>557</td>
<td>152</td>
<td>59</td>
<td>62.12</td>
</tr>
<tr>
<td>go</td>
<td>15096</td>
<td>5783</td>
<td>2939</td>
<td>22.61*</td>
</tr>
<tr>
<td>jpeg</td>
<td>14130</td>
<td>5564</td>
<td>2217</td>
<td>15.11*</td>
</tr>
<tr>
<td>li</td>
<td>5406</td>
<td>3087</td>
<td>383</td>
<td>3.44*</td>
</tr>
</tbody>
</table>

Fig. 9. Results of the simplified analysis.

the majority of the abstract objects as safe. On the other hand, there are still many objects marked unsafe that might potentially be marked safe by the full type-safety-level analysis. To estimate this potential, we considered how using a points-to analysis such as the one defined by Andersen [1] might improve our results.

Note that our simplified analysis very closely approximates the results of performing the full type-safety-level analysis using a degenerate points-to analysis, in which every object whose address is taken is in the points-to set of every object that is ever dereferenced. The two analyses differ only if all address-taken variables are of the same type, in which case the full analysis with the degenerate points-to set would classify those variables as safe.
number of dereference objects in each benchmark (abstract objects of the form \( *e \), all of which are marked \textit{unsafe} by the simplified analysis). On average, those objects accounted for 15.6\% of all abstract objects. We conjectured that a non-trivial points-to analysis would give well-typed points-to sets for a large proportion of those dereference objects, hence causing them to be marked \textit{safe}, and transitively resulting in a greater number of other abstract objects being marked \textit{safe}.

To evaluate this conjecture, we performed Andersen’s points-to analysis, as implemented in [21], on the benchmarks, and measured the percentage of dereference objects whose points-to sets contain exactly one element. This is given in column (d) of Figure 9 (the numbers for the last three benchmarks were obtained from [5]; due to limitations in our implementation we were unable to analyze those programs). On average, 43.6\% of the dereference objects have singleton points-to sets. When a pointer’s points-to set contains a single element, both the pointer and the pointer target are most likely well-typed, and the two will therefore likely be \textit{safe} locations. Therefore, this column suggests the minimum percentage of potential reduction in the number of dereference objects marked \textit{unsafe} when we replace our simplified analysis with the full type-safety-level analysis. For example, for \texttt{aes}, 73.65\% of the dereference objects had singleton points-to sets; therefore, we would expect at least 73.65\% of the 142 dereference objects in the program (all marked \textit{unsafe} by the simplified analysis) to be marked \textit{safe} by the full type-safety-level analysis, thus decreasing the total number of \textit{unsafe} objects from 214 to 109. Note that this estimate is overly conservative: even if a pointer’s points-to set contains more than one object, if all of the objects are well-typed, then they will all be \textit{safe}, and even more of the objects marked \textit{unsafe} by the simplified analysis will be marked \textit{safe} by the full type-safety-level analysis.

5 Related Work

Many runtime approaches have been proposed and developed that instrument a program to track auxiliary information during program execution.

Purify [7] and Insure++ [14] are two commercial products that have proven to be successful in detecting many classes of memory errors at runtime. Those tools can cause a runtime slowdown of 20 times or more; it is possible that using techniques similar to those presented here could decrease that slowdown.

Austin et al. [2] describe the \textit{Safe C} system which tracks information about each pointer’s referent, and uses this information to detect spatial (e.g., array out-of-bounds) and temporal (e.g., stale pointer dereference) access errors. Patil et al. [15] propose a novel way to make this check more efficient by performing the tracking and checking of the auxiliary information in a \textit{shadow process} on a separate processor.

\footnote{while the simplified analysis would not.}
Cyclone [9] and CCured [13] are two systems based on the C language that attempt to inject some level of safety while maintaining the low-level control of the language. The Cyclone language includes the definition of different kinds of pointers with different safety restrictions; “unsafe” pointer dereferences are instrumented with runtime checks (using “fat pointers” in a manner similar to Safe-C). To port an existing C program into Cyclone, the programmer must manually convert C pointers into the appropriate kind of Cyclone pointer to achieve optimal performance; an analysis to automatically classify pointers into the appropriate safety level, similar to the type-safety-level analysis proposed in this paper, would make it easier to port existing C code, and thus encourage greater use of this new language.

CCured also includes runtime checks for bad pointer dereferences. CCured’s checks are more limited than RTC checks: specifically, CCured focuses only on pointers, and does not differentiate non-pointer types. Furthermore, CCured can be too strict (i.e., certain valid program behavior, such as storing the address of a stack variable in a global variable, or storing a pointer value in an integer, casting it back, and dereferencing it, will cause a runtime check to fail).

To reduce the overhead of runtime checks, CCured uses a type-inference scheme to identify as many safe and sequence pointers as possible, thus minimizing the amount of instrumented operations. The goal of their type inference is thus similar to that of our type-safety-level analysis. However, their type-inference scheme is less precise than our proposed analysis: they effectively group points-to sets into equivalence classes (in the spirit of Steensgaard’s points-to analysis [18]), while our analysis accounts for the directionality of assignments. Despite this, they were able to significantly improve the performance of instrumented CCured programs, from the unoptimized slowdown of 6-20 times, to between 1 and 2 times slowdown using the type-inference optimization. This suggests the potential of our analysis achieving comparable or better performance improvements.

The use of runtime checks to enforce safety properties, and techniques for eliminating unnecessary checks to improve performance, have been used in other programming languages and environments. Implementations of dynamically-typed languages like LISP and Scheme need to maintain runtime information to perform runtime type-checking as part of the language’s semantics. To improve the performance of such a system, Henglein [8] proposes an efficient approach based on type inference. The Java language needs to perform potentially expensive runtime checks, such as array-bounds checks, to enforce safety properties guaranteed by the language. The elimination of redundant and unnecessary array-bounds checks in Java and other safe languages has been studied extensively [19,12,6,3,4,11].
6 Conclusions

We have presented some techniques for reducing the runtime overhead of the instrumentation added to C programs by the Runtime Type-Checking tool. In Section 3.2, we defined a flow-insensitive type-safety-level analysis, which marks each expression in the program safe, unsafe, or tracked. The results of that analysis, used in conjunction with the results of the may-be-uninitialized analysis defined in Section 3.3.1, can be used to remove most of the instrumentation for safe and tracked expressions.

Two further flow-sensitive analyses were presented in Sections 3.3.2 and 3.3.3 to eliminate more instrumentation. The first, never-null-dereference analysis, eliminates checks for pointers that can be statically determined never to be null. The second identifies redundant checks that can be eliminated as well.

To gauge the potential benefits to be gained by these optimizations, we implemented a simplified version of the type-safety-level analysis, and presented experimental results that suggest there is much potential for improving the performance of the RTC tool. It is possible that similar ideas can be adapted for other tools that involve detecting errors via runtime instrumentation.
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