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#### Abstract

We consider two classes of graphs: (i) trees of order $n$ and diameter $d=n-3$ and (ii) unicyclic graphs of order $n$ and girth $g=n-2$. Assuming that each graph within these classes has two vertices of degree 3 at distance $k$, we order by the index (i.e. spectral radius) the graphs from (i) for any fixed $k(1 \leqslant k \leqslant d-2)$, and the graphs from (ii) independently of $k$. © 2006 Elsevier Inc. All rights reserved.


AMS classification: 05C50
Keywords: Tree; Diameter; Unicyclic graph; Characteristic polynomial; Index

## 1. Introduction

For the basic notions and terminology on spectral graph theory the readers are referred to [4,5]. To make the paper more self-contained, we mention here only a few basic facts. The spectrum of a (simple) graph $G$ is the spectrum of $A_{G}$, the adjacency matrix of $G$ (note all eigenvalues of simple graphs are real). The index (or spectral radius) is the largest eigenvalue of a graph. If $G$ is connected, then the index, to be denoted by $\rho(G)$, is its simple eigenvalue (i.e. of multiplicity one). It can be also considered as the largest root of $\Phi(G, x)$, the characteristic polynomial $G$ (recall, $\Phi(G, x)=\operatorname{det}\left(x I-A_{G}\right)$ ).
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Fig. 1. The graph $M_{i, j}^{d}$.


Fig. 2. The graph $M_{0, k}^{d}$.
Let $\mathscr{T}_{n, d}$ be the class of trees of order $n$ and diameter $d$, and let $\mathscr{U}_{n, g}$ be the class of unicyclic graphs of order $n$ and girth $g$. Throughout this paper we will take that $d=n-3$, while $g=n-2$ (then, any graph from the observed sets can have at most two vertices of degree 3). By $\mathscr{T}_{n, n-3}^{k}$ $\left(\mathscr{U}_{n, n-2}^{k}\right)$ we denote those graphs from $\mathscr{T}_{n, d}$ (respectively $\mathscr{U}_{n, g}$ ) having just two vertices of degree 3 at distance $k$. (Note, any graph from $\mathscr{T}_{n, n-3}^{k}$ differs only by an edge from a single graph from $\mathscr{U}_{n, n-2}^{k}$.) We also put $\mathscr{T}_{n, n-3}^{*}=\bigcup_{k=1}^{n-5} \mathscr{T}_{n, n-3}^{k}\left(\mathscr{U}_{n, n-2}^{*}=\bigcup_{k=1}^{\lfloor n / 2\rfloor-1} \mathscr{U}_{n, n-2}^{k}\right)$.

In [3,2] the authors determined all the graphs whose index is in the interval $(2, \sqrt{2+\sqrt{5}})$. This interval is of certain importance in the literature, as it turns out that graphs with index 2 are Smith graphs, while $\sqrt{2+\sqrt{5}}$ is the smallest limit point such that any real greater than this value is a limit point for a class of graphs (see [8]). The complete understanding of graphs from this class (and their ordering by index) is one of a rather classic goal of spectral graph theory. A large subclass of these graphs is in $\mathscr{T}_{n, n-3}^{*}$ (to be considered in this paper), while the remaining graphs are in $\mathscr{T}_{n, n-3} \backslash \mathscr{T}_{n, n-3}^{*}$. For some other results (and applications) concerning the ordering of graphs by the index (bounded as above), see [10]. The ordering of graphs belonging to $\mathscr{T}_{n, d}$ ( $d<n-3$ ) is to a large extent obtained in $[9,6]$.

We now introduce a notation for the trees (i.e. caterpillars) from the set $\mathscr{T}_{n, n-3}^{k}$. Let $M_{i, j}^{d}$ (with $d=n-3, j=i+k$ ) denote a caterpillar of diameter $d$ in which $i$ and $j$ are its vertices of degree 3 (so $i>0$ and $j<d$ ) - see Fig. 1 (note, $k-1$ is the number of the vertices in the interval $[i+1, j-1])$. Note also that due to symmetry we can always assume that $i \leqslant\left\lfloor\frac{d-k}{2}\right\rfloor$.

Besides, we will also consider the graphs $M_{0, k}^{d}$ (see Fig. 2) which do not belong to the set $\mathscr{T}_{n, n-3}^{k}$ (now $d$ is not a diameter of the corresponding graph). Note, such graphs can occur in our class under consideration as the result of some graph perturbations. The ordering of these graphs by index can be easily done by making use of Theorem 6.2.2 [5].

The paper is organized as follows. In Section 2 we give some basic tools to be used later. In Section 3 we give our main results (Theorems 3.1 and 3.4), the complete ordering of trees within the sets $\mathscr{T}_{n, n-3}^{k}(1 \leqslant k \leqslant n-5)$. In Section 4 we order all unicyclic graphs from the set $\mathscr{U}_{n, n-2}^{*}$ (Theorem 4.1). Finally, in Section 5, we give some general overview about the whole topic.

## 2. Basic tools

For any simple graph $G$, let $\rho(G)=\rho$ be its index, while $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\mathrm{T}}$ its Perron eigenvector (i.e. a positive eigenvector, not necessarily a unit one); $x_{i}$ is also called the weight of the $i$ th vertex (with respect to $\mathbf{x}$ ). Then we have

$$
\rho x_{i}=\sum_{i \sim j} x_{j} \quad(i=1,2, \ldots, n)
$$

where $\sim$ denotes the adjacency relation. This equation is called the eigenvalue equation for the $i$ th vertex (corresponding to the index).

Lemma 2.1. Let $G$ be a (simple) graph and $v$ one of its vertices. Denote by $\mathscr{C}(v)$ the set of all cycles in $G$ containing $v$. Then we have

$$
\Phi(G, x)=x \Phi(G-v, x)-\sum_{w \sim v} \Phi(G-v-w, x)-2 \sum_{C \in \mathscr{C}(v)} \Phi(G-V(C), x) .
$$

We assume that $\Phi(G, x)=1$ if $G$ is the empty graph (i.e. with zero vertices).
The next lemma can be simply verified.
Lemma 2.2. Given the graphs $G^{\prime}$ and $G^{\prime \prime}$ then:
(i) if $\Phi\left(G^{\prime}, x\right)-\Phi\left(G^{\prime \prime}, x\right)>0$, for any $x \geqslant \tau$, where $\tau=\max \left(\rho\left(G^{\prime}\right), \rho\left(G^{\prime \prime}\right)\right)$, then $\rho\left(G^{\prime \prime}\right)>$ $\rho\left(G^{\prime}\right)$;
(ii) if $\Phi\left(G^{\prime}, x\right)-\Phi\left(G^{\prime \prime}, x\right)>0$, for any $x \in(\alpha, \beta)$, where $\alpha \leqslant \min \left(\rho\left(G^{\prime}\right), \rho\left(G^{\prime \prime}\right)\right)$ and $\max \left(\rho\left(G^{\prime}\right), \rho\left(G^{\prime \prime}\right)\right) \leqslant \beta$, then $\rho\left(G^{\prime \prime}\right)>\rho\left(G^{\prime}\right)$.

Remark 2.3. It is well known that the index of a path of order $n$ is $2 \cos \frac{\pi}{n+1}$ (so less than 2). Next, for a given connected graph $G$ and its proper subgraph $G^{\prime}$, we have $\rho\left(G^{\prime}\right)<\rho(G)$.

## 3. Main results

In what follows, the graph $M_{i, i+k}^{d}$ will be abbreviated to $G_{i}^{d}$ if $k$ is fixed, and to $G_{i}$ if both $k$ and $d$ are fixed.

We now recall that a path $v_{0}, v_{1}, \ldots, v_{k-1}, v_{k}$ (joining vertices $v_{0}$ and $v_{k}$ ) is an internal path in a graph if $\operatorname{deg}\left(v_{0}\right), \operatorname{deg}\left(v_{k}\right) \geqslant 3$, while $\operatorname{deg}\left(v_{s}\right)=2, s=1, \ldots, k-1$; if $\operatorname{deg}\left(v_{0}\right)=1$ or $\operatorname{deg}\left(v_{k}\right)=1$, then the corresponding path is an external path.

Theorem 3.1. Let $d=2(k-1)$ and consider $G_{i}=M_{i, i+k}^{2(k-1)}$ and $G_{j}=M_{j, j+k}^{2(k-1)}$. Then $\rho\left(G_{i}\right)=$ $\rho\left(G_{j}\right)$ for $0 \leqslant i, j \leqslant\left\lfloor\frac{d-k}{2}\right\rfloor$.

Proof. Without loss of generality let $j=i+1$ (then $i+1 \leqslant\left\lfloor\frac{d-k}{2}\right\rfloor$ ). But then $k-i-3>0$. Namely, since $i+1 \leqslant\left\lfloor\frac{d-k}{2}\right\rfloor$ and $d=2(k-1)$, we get $d-k-i-1=k-i-3 \geqslant i+1>0$, as required.

Assume first that $i \geqslant 1$. We now apply Lemma 2.1 to $G_{i}$ at the vertex $k-1$. Then (see also Figs. 3 and 4) we get

$$
\begin{aligned}
\Phi\left(G_{i}, x\right)= & x \Phi^{2}\left(A_{i, k-i-2}, x\right)-\Phi\left(A_{i, k-i-3}, x\right) \Phi\left(A_{i, k-i-2}, x\right) \\
& -\Phi\left(A_{i, k-i-2}, x\right) \Phi\left(A_{i-1, k-i-2}, x\right) \\
= & \Phi\left(A_{i, k-i-2}, x\right)\left[x \Phi\left(A_{i, k-i-2}, x\right)-\Phi\left(A_{i, k-i-3}, x\right)-\Phi\left(A_{i-1, k-i-2}, x\right)\right] .
\end{aligned}
$$



Fig. 3. The graph $A_{r, q}(r>0)$.


Fig. 4. The graph $A_{0, q}(r=0)$.

Since $\Phi\left(A_{i, k-i-1}, x\right)=x \Phi\left(A_{i, k-i-2}, x\right)-\Phi\left(A_{i, k-i-3}, x\right)$ we obtain

$$
\begin{equation*}
\Phi\left(G_{i}, x\right)=\Phi\left(A_{i, k-i-2}, x\right)\left[\Phi\left(A_{i, k-i-1}, x\right)-\Phi\left(A_{i-1, k-i-2}, x\right)\right] \tag{1}
\end{equation*}
$$

In the same way for $G_{i+1}$ we obtain that

$$
\begin{equation*}
\Phi\left(G_{i+1}, x\right)=\Phi\left(A_{i+1, k-i-3}, x\right)\left[\Phi\left(A_{i+1, k-i-2}, x\right)-\Phi\left(A_{i, k-i-3}, x\right)\right] . \tag{2}
\end{equation*}
$$

We next claim that the second factors in (1) and (2) are equal. Namely, since

$$
\Phi\left(A_{i, k-i-1}, x\right)=x \Phi\left(A_{i, k-i-2}, x\right)-\Phi\left(A_{i, k-i-3}, x\right)
$$

and

$$
\Phi\left(A_{i+1, k-i-2}, x\right)=x \Phi\left(A_{i, k-i-2}, x\right)-\Phi\left(A_{i-1, k-i-2}, x\right)
$$

the claim easily follows.
Observe now that the index of $G_{i}$, and of $G_{i+1}$, is the largest root of the second factor in (1) and (2), respectively (since $A_{i, k-i-2}$ and $A_{i+1, k-i-3}$ are induced subgraphs of $G_{i}$ and $G_{i+1}$, respectively - see Remark 2.3). But since these factors are the same, we are done.

Assume now that $i=0$. Applying Lemma 2.1 at vertex $k-1$ in $G_{0}$ we get

$$
\begin{aligned}
\Phi\left(G_{0}, x\right) & =x \Phi^{2}\left(P_{k}, x\right)-\Phi\left(P_{k-1}, x\right) \Phi\left(P_{k}, x\right)-x \Phi\left(P_{k-2}, x\right) \Phi\left(P_{k}, x\right) \\
& =\Phi\left(P_{k}, x\right)\left[x \Phi\left(P_{k}, x\right)-\Phi\left(P_{k-1}, x\right)-x \Phi\left(P_{k-2}, x\right)\right]
\end{aligned}
$$

In the same way, for $G_{1}$ we get

$$
\Phi\left(G_{1}, x\right)=\Phi\left(A_{1, k-3}, x\right)\left[\Phi\left(A_{1, k-2}, x\right)-\Phi\left(A_{0, k-3}, x\right)\right] .
$$

Note first that $A_{0, k-3}=P_{k-1}$. Applying Lemma 2.1 to $A_{1, k-2}$ at the vertex 1 we get $\Phi\left(A_{1, k-2}, x\right)=$ $x \Phi\left(P_{k}, x\right)-x \Phi\left(P_{k-2}, x\right)$, and therefrom we easily get that

$$
\Phi\left(G_{1}, x\right)=\Phi\left(A_{1, k-3}, x\right)\left[x \Phi\left(P_{k}, x\right)-\Phi\left(P_{k-1}, x\right)-x \Phi\left(P_{k-2}, x\right)\right] .
$$

Therefore, the second factors in the corresponding characteristic polynomials are again the same and we are again done (similarly to above).

This completes the proof.
We now define a function $g_{k}(x)$. Inspecting the above proof we can write

$$
\begin{aligned}
g_{k}(x) & =\Phi\left(A_{i, k-i-1}, x\right)-\Phi\left(A_{i-1, k-i-2}, x\right)=\Phi\left(A_{1, k-2}, x\right)-\Phi\left(A_{0, k-3}, x\right) \\
& =\Phi\left(A_{1, k-2}, x\right)-\Phi\left(P_{k-1}, x\right)=\Phi\left(P_{k+1}, x\right)-x \Phi\left(P_{k-2}, x\right)
\end{aligned}
$$

Note, the largest root of $g_{k}(x)$ represents the index of all graphs $M_{i, i+k}^{2(k-1)}$ for $0 \leqslant i \leqslant\left\lfloor\frac{d-k}{2}\right\rfloor$. Therefore, for a (unique) unicyclic graph from $\mathscr{U}_{n, n-2}^{k}$ all trees obtained by deleting an edge of the cycle from the internal path of length $k-1$ have the same index.

Remark 3.2. Let $\rho, \rho^{\prime}$ be the indices of the graphs $P_{k+1}$ and $P_{k-2} \cup K_{1}$, respectively. Then $\rho^{\prime}<\rho<2$. Let $\tau_{k}$ be the largest root of $g_{k}(x)=0$, and suppose that $\tau_{k}>2$. Then for any $x \in\left(2, \tau_{k}\right)$ we have that $g_{k}(x)<0$.

Lemma 3.3. If $G_{i}^{d}=M_{i, i+k}^{d}$ and $0 \leqslant i<\left\lfloor\frac{d-k}{2}\right\rfloor$, then

$$
\Phi\left(G_{i}^{d}, x\right)-\Phi\left(G_{i+1}^{d}, x\right)=\Phi\left(M_{0, k}^{d-2 i}, x\right)-\Phi\left(M_{1,1+k}^{d-2 i}, x\right)
$$

holds for any $d$.
Proof. For $i=0$ the proof is trivial. For $i=1$, we observe that $d-k-2 \geqslant 2$. Applying Lemma 2.1 for $G_{1}^{d}$ at the vertex of degree 1 positioned on the right side we get

$$
\Phi\left(G_{1}^{d}, x\right)=x \Phi\left(M_{1, k+1}^{d-1}, x\right)-\Phi\left(M_{1, k+1}^{d-2}, x\right) .
$$

Applying the same lemma for $G_{2}^{d}$ at the vertex of degree 1 positioned on the left side we get

$$
\Phi\left(G_{2}^{d}, x\right)=x \Phi\left(M_{1, k+1}^{d-1}, x\right)-\Phi\left(M_{0, k}^{d-2}, x\right) .
$$

Therefrom

$$
\Phi\left(G_{1}^{d}, x\right)-\Phi\left(G_{2}^{d}, x\right)=\Phi\left(M_{0, k}^{d-2}, x\right)-\Phi\left(M_{1, k+1}^{d-2}, x\right)
$$

We suppose now that $i>1$, and that

$$
\Phi\left(G_{i-1}^{d}, x\right)-\Phi\left(G_{i}^{d}, x\right)=\Phi\left(M_{0, k}^{d-2(i-1)}, x\right)-\Phi\left(M_{1, k+1}^{d-2(i-1)}, x\right)
$$

holds for any $d$. Consider next the graphs $G_{i}^{d}$ and $G_{i+1}^{d}$. It follows that $d-k-2 \geqslant 2 i$. By similar calculations we obtain

$$
\begin{aligned}
\Phi\left(G_{i}^{d}, x\right)-\Phi\left(G_{i+1}^{d}, x\right) & =\Phi\left(M_{i-1, k+i-1}^{d-2}, x\right)-\Phi\left(M_{i, k+i}^{d-2}, x\right) \\
& =\Phi\left(G_{i-1}^{d-2}, x\right)-\Phi\left(G_{i}^{d-2}, x\right)
\end{aligned}
$$

Therefore, by induction, we get

$$
\Phi\left(G_{i}^{d}, x\right)-\Phi\left(G_{i+1}^{d}, x\right)=\Phi\left(M_{0, k}^{d-2 i}, x\right)-\Phi\left(M_{1, k+1}^{d-2 i}, x\right)
$$

This completes the proof.
Theorem 3.4. Let $G_{i}^{d}=M_{i, k+i}^{d}$. Then
(i) if $d>2(k-1)$ then $\rho\left(G_{i}\right)<\rho\left(G_{j}\right)$ for $0 \leqslant i<j \leqslant\left\lfloor\frac{d-k}{2}\right\rfloor$;
(ii) if $d<2(k-1)$ then $\rho\left(G_{i}\right)>\rho\left(G_{j}\right)$ for $0 \leqslant i<j \leqslant\left\lfloor\frac{d-k}{2}\right\rfloor$.

Proof. Without loss of generality let $j=i+1$. Then $i+1 \leqslant\left\lfloor\frac{d-k}{2}\right\rfloor$. Let $s=d-2 i-k-2$. Clearly, $s \geqslant 0$.

By Lemma 3.3 we have

$$
\Delta=\Phi\left(G_{i}, x\right)-\Phi\left(G_{i+1}, x\right)=\Phi\left(M_{0, k}^{k+2+s}, x\right)-\Phi\left(M_{1, k+1}^{k+2+s}, x\right) .
$$

We first assume that $s=0$. Then we have

$$
\Phi\left(M_{0, k}^{k+2}, x\right)-\Phi\left(M_{1, k+1}^{k+2}, x\right)=\Phi\left(P_{0}, x\right) f_{k}(x)
$$

(Note, we assume here that $\Phi\left(P_{0}, x\right)=1$ ).
We next assume that $s>0$ (then $k+3 \leqslant d$ ). Applying Lemma 2.1 at the vertex $k+3$ of both graphs $M_{0, k}^{k+2+s}$ and $M_{1, k+1}^{k+2+s}$ we obtain

$$
\begin{aligned}
\Phi\left(M_{0, k}^{k+2+s}, x\right)= & x \Phi\left(M_{0, k}^{k+2}, x\right) \Phi\left(P_{s-1}, x\right)-\Phi\left(A_{1, k+1}, x\right) \Phi\left(P_{s-1}, x\right) \\
& -\Phi\left(M_{0, k}^{k+2}, x\right) \Phi\left(P_{s-2}, x\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\Phi\left(M_{1, k+1}^{k+2+s}, x\right)= & x \Phi\left(M_{1, k+1}^{k+2}, x\right) \Phi\left(P_{s-1}, x\right)-\Phi\left(A_{1, k+1}, x\right) \Phi\left(P_{s-1}, x\right) \\
& -\Phi\left(M_{1, k+1}^{k+2}, x\right) \Phi\left(P_{s-2}, x\right) .
\end{aligned}
$$

(Note, we assume here that $\Phi\left(P_{-1}, x\right)=0$.)
Next we have

$$
\begin{aligned}
\Delta & =\Phi\left(M_{0, k}^{k+2+s}, x\right)-\Phi\left(M_{1, k+1}^{k+2+s}, x\right) \\
& =\left(x \Phi\left(P_{s-1}, x\right)-\Phi\left(P_{s-2}, x\right)\right)\left(\Phi\left(M_{0, k}^{k+2}, x\right)-\Phi\left(M_{1, k+1}^{k+2}, x\right)\right)=\Phi\left(P_{s}, x\right) f_{k}(x)
\end{aligned}
$$

At this point we observe that $P_{s}$ is a proper subgraph of the graphs $G_{i}$ and $G_{i+1}$, and that for $x \geqslant \min \left(\rho\left(G_{i}\right), \rho\left(G_{i+1}\right)\right), f_{k}(x)$ and $\Delta$ have the same sign, since $\Phi\left(P_{s}, x\right)>0$.

Now we prove that $f_{k}(x)=g_{k}(x)$. In fact, applying Lemma 2.1 repeatedly we obtain

$$
\begin{aligned}
f_{k}(x) & =x \Phi\left(A_{1, k-1}, x\right)-\Phi\left(P_{k+3}, x\right)=x^{2} \Phi\left(P_{k+1}, x\right)-x^{2} \Phi\left(P_{k-1}, x\right)-\Phi\left(P_{k+3}, x\right) \\
& =x \Phi\left(P_{k+2}, x\right)+x \Phi\left(P_{k}, x\right)-x \Phi\left(P_{k}, x\right)-x \Phi\left(P_{k-2}, x\right)-\Phi\left(P_{k+3}, x\right) \\
& =\Phi\left(P_{k+3}, x\right)+\Phi\left(P_{k+1}, x\right)-x \Phi\left(P_{k-2}, x\right)-\Phi\left(P_{k+3}, x\right) \\
& =\Phi\left(P_{k+1}, x\right)-x \Phi\left(P_{k-2}, x\right)=g_{k}(x) .
\end{aligned}
$$

Therefore $\tau_{k}$ is the largest root of $f_{k}(x)$. Since $\lim _{x \rightarrow \infty} f_{k}(x)=+\infty$, for $x>\tau_{k}$ we have $f_{k}(x)>0$.

Now we can finally prove the theorem.
(i) Let $G$ be any graph in $\mathscr{T}_{n, d}^{k}(d=n-3)$ such that $d>2(k-1)$. We eliminate some vertices from the external paths of $G$ in order to obtain a graph $G^{\prime}$ of the type with $d^{\prime}=2(k-1)$. Then the index of $G^{\prime}$ is exactly $\tau_{k}$, and it is the same for any choice that we can do for the elimination of the vertices in the external paths. So $\tau_{k}<\rho(G)$ for any $G$ in question. Consequently $\Phi\left(G_{i}, x\right)-\Phi\left(G_{i+1}, x\right)>0$ for any $x>\tau_{k}$, and by Lemma 2.2(i) $\rho\left(G_{i}\right)<$ $\rho\left(G_{i+1}\right)$.
(ii) Let $G$ be any graph in $\mathscr{T}_{n, d}^{k}(d=n-3)$ such that $d<2(k-1)$. We add some vertices to the external paths of $G$ in order to obtain a graph $G^{\prime}$ of the type with $d^{\prime}=2(k-1)$. Then the index of $G^{\prime}$ is exactly $\tau_{k}$, and it is the same for any choice that we can do for the adding of the vertices in the external paths. So $\tau_{k}>\rho(G)$ for any $G$ in question. We observe that the index of any graph $G$ is greater than 2 unless in a few cases (related to Smith graphs; see [4, p. 79]). But for these cases we can easily show that the theorem holds (by calculating the spectra). Therefore, for all other cases, there exist $\alpha$ and $\beta$ such
that $2<\alpha<\min \left(\rho\left(G_{i}\right), \rho\left(G_{i+1}\right)\right)$, and $\max \left(\rho\left(G_{i}\right), \rho\left(G_{i+1}\right)\right)<\beta<\tau_{k}$. Using Remark 3.2, we have that $f_{k}(x)<0$ for any $x \in(\alpha, \beta)$. Finally, using Lemma 2.2(ii), we get that $\rho\left(G_{i}\right)>\rho\left(G_{i+1}\right)$.

This completes the proof.
Theorem 3.5. Let $\tau_{k}$ be the largest root of $f_{k}(x)$. Then $\left\{\tau_{k}\right\}_{k \in \mathbb{N}}$ is an increasing sequence and

$$
\lim _{k \rightarrow \infty} \tau_{k}=\sqrt{2+\sqrt{5}}
$$

Proof. By Theorem 3.1 we can consider $\tau_{k}$ as the index of the graph $M_{0, k}^{2 k-2}=A_{k+1, k-2}$, and $\tau_{k+1}$ as the index of the graph $M_{0, k+1}^{2 k}=A_{k+2, k-1}$. Since $A_{k+1, k-2}$ is subgraph of $A_{k+2, k-1}$, it follows that $\tau_{k}<\tau_{k+1}$, i.e. $\tau_{k}$ is an increasing sequence (also note that $\tau_{k}<3$, so $\lim _{k \rightarrow \infty} \tau_{k}$ exists).

Note next that $\tau_{k}<\rho\left(A_{k+1, k+1}\right)<\tau_{k+3}$ for any $k \in \mathbb{N}$ (since $A_{k+1, k-2}$ is a proper subgraph of $A_{k+1, k+1}$, while the latter graph is a proper subgraph of $\left.A_{k+4, k+1}\right)$. Therefore

$$
\lim _{k \rightarrow \infty} \tau_{k}=\lim _{r \rightarrow \infty} \rho\left(A_{r, r}\right)
$$

On the other hand (see [7])

$$
\lim _{r \rightarrow \infty} \rho\left(A_{r, r}\right)=\sqrt{2+\sqrt{5}}
$$

This completes the proof.
Corollory 3.6. The value $\sqrt{2+\sqrt{5}}$ is the best possible upper bound for the index of the graphs $M_{i, k+i}^{d}$, where $d=2(k-1)$.

Remark 3.7. It can be shown that in the above corollary we can put that $d \leqslant 2(k-1)$, but to prove this some results from [1] are necessary.

## 4. A result on unicyclic graphs

Let $C_{g}^{k}$ be a unique graph from $\mathscr{U}_{n, g}^{k}(g=n-2)$. So, it is a graph consisting of a cycle of length $g$ having two pendant edges at distance $k \neq 0$ (then $1 \leqslant k \leqslant\left\lfloor\frac{g}{2}\right\rfloor$ ). We denote by $C_{g}^{+}$the graph consisting of a cycle with one hanging edge added. In the following theorem we prove that for any fixed $g$ if $k$ increases then the index decreases.

Theorem 4.1. Let $2 \leqslant k \leqslant\left\lfloor\frac{d+1}{2}\right\rfloor=\left\lfloor\frac{g}{2}\right\rfloor$, then $\rho\left(C_{g}^{k-1}\right)>\rho\left(C_{g}^{k}\right)$.
Proof. Let $\Delta=\Phi\left(C_{g}^{k-1}, x\right)-\Phi\left(C_{g}^{k}, x\right)$. Applying Lemma 2.1 at a pendant vertex for both graphs $C_{g}^{k-1}$ and $C_{g}^{k}$ we get

$$
\Phi\left(C_{g}^{k-1}\right)=x \Phi\left(C_{g}^{+}, x\right)-\Phi\left(A_{k-2, d-k+1}, x\right),
$$

and

$$
\Phi\left(C_{g}^{k}, x\right)=x \Phi\left(C_{g}^{+}, x\right)-\Phi\left(A_{k-1, d-k}, x\right)
$$

So

$$
\Delta=\Phi\left(A_{k-1, d-k}, x\right)-\Phi\left(A_{k-2, d-k+1}, x\right)
$$

Applying Lemma 2.1 at the vertex of degree 1 positioned on the left side of $A_{k-1, d-k}$ and the same lemma at the vertex of degree 1 positioned on the right side of $A_{k-2, d-k+1}$ we get

$$
\Delta=\Phi\left(A_{k-2, d-k-1}, x\right)-\Phi\left(A_{k-3, d-k}, x\right)
$$

Next, applying repeatedly (in the same way) the same lemma we obtain

$$
\begin{aligned}
\Delta & =\Phi\left(A_{2, d-2 k+3}, x\right)-\Phi\left(A_{1, d-2 k+4}, x\right) \\
& =\Phi\left(A_{1, d-2 k+2}, x\right)-\Phi\left(A_{0, d-2 k+3}, x\right) \\
& =\Phi\left(P_{d-2 k+3}, x\right)-x \Phi\left(P_{d-2 k+2}, x\right)=-\Phi\left(P_{d-2 k+1}, x\right) .
\end{aligned}
$$

Next, since $\rho\left(P_{d-2 k+1}\right)<\min \left(\rho\left(C_{k-1}^{g}\right), \rho\left(C_{k}^{g}\right)\right)$ we have $\Delta<0$, for any $x>\rho\left(P_{d-2 k+1}\right)$. Finally, by Lemma 2.2(i), the proof follows.

## 5. Concluding remarks

In [3,2], all graphs with index in the interval ( $2, \sqrt{2+\sqrt{5}}$ ) were determined (see also [10]). These graphs are the trees of two types (star-like trees with three legs or the trees as we considered in this paper). In this section we will give some comments about the trees from $\mathscr{T}_{n, n-3}^{*}$ whose indices fall in the above interval. Finally, we list all the graphs with index in $(2, \sqrt{2+\sqrt{5}})$ in order to show the reader to what extent this class of graphs is covered by the graphs we considered in this paper. As we will see below, it turns out that only the graphs from $\{d\}$ are not covered.

We now list the graphs (trees) that we considered in the previous sections of this paper:
\{1\} The graphs $M_{0, k}^{d}$, where $2 k \leqslant d-1$ (note, $d$ is not a diameter; also note that they were sometimes indicated as $A_{k+1, d-k}$ ). We exclude from this set of graphs those which are Smith graphs, or their proper subgraphs.
\{2\} The graphs $M_{i, i+k}^{d}\left(1 \leqslant i \leqslant\left\lfloor\frac{d-k}{2}\right\rfloor, d\right.$ is the diameter) with $d \leqslant 2(k-1)$.
\{3\} The graphs $M_{i, i+k}^{d}\left(1 \leqslant i \leqslant\left\lfloor\frac{d-k}{2}\right\rfloor, d\right.$ is the diameter) with $d>2(k-1)$.
We next list all the graphs with index in the interval $(2, \sqrt{2+\sqrt{5}})$. We will specify for each of them, to which of the above sets it belongs.
$\left\{\right.$ a\} The graphs $A_{2, m}(m>5)$ and $A_{l, m}(l>2, m>3)$. Clearly, this set of graphs is the set $\{1\}$.
$\{\mathrm{b}\}$ The graphs $M_{i, i+k}^{d}$, where $1 \leqslant i \leqslant\left\lfloor\frac{d-k}{2}\right\rfloor$ and $d \leqslant 2(k-1)$. This set of grphs is the set \{2\}.
\{c\} The graphs $M_{1,2}^{4}, M_{2,6}^{8}, M_{2,7}^{10}, M_{3,10}^{13}$ and $M_{3,11}^{15}$; the graphs $M_{1, k+1}^{d}$, where $2 k-1 \leqslant d \leqslant$ $2 k+1$; and the graphs $M_{2, k+2}^{d}$, where $d=2 k-1$. This set is a subset of $\{3\}$.
$\{d\}$ The graphs depicted in Fig. 5 do not belong to any of the set $\{1\},\{2\}$ or $\{3\}$. This last set of graphs is a subset of $\mathscr{T}_{n, n-3} \backslash \mathscr{T}_{n, n-3}^{*}$.

An interesting problem is to completely order all graphs of $\mathscr{T}_{n, n-3}^{*}$ with respect to the index. We gave some further contributions in [1].


Fig. 5. Graphs with index in $(2, \sqrt{2+\sqrt{5}})$ which are not in $\mathscr{T}_{n, n-3}^{*}$.
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