Behaviour near extinction for the Fast Diffusion Equation on bounded domains
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Abstract

We consider the Fast Diffusion Equation $u_t = \Delta u^m$, $m < 1$, posed in a bounded smooth domain $\Omega \subset \mathbb{R}^d$ with homogeneous Dirichlet conditions. It is known that in the exponent range $m_s = (d - 2)_{+}/(d + 2) < m < 1$ all bounded positive solutions $u(t, x)$ of such problem extinguish in a finite time $T = T(u)$, and also that such solutions approach a separate variable solution $u(t, x) \sim (T - t)^{1/(1-m)} S(x)$, as $t \to T^-$.

Here, we are interested in describing the behaviour of the solutions near the extinction time in that range of exponents. We first show that the convergence $v(x, t) = u(t, x)(T - t)^{-1/(1-m)}$ to $S(x)$ takes place uniformly in the relative error norm. Then, we study the question of rates of convergence of the rescaled flow, i.e., $v \to S$. For $m$ close to 1 we get such rates by means of entropy methods and weighted Poincaré inequalities. The analysis of the latter point makes an essential use of fine properties of the associated stationary elliptic problem $-\Delta S^m = cS$ in the limit $m \to 1$, and such a study has an independent interest.
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1. Introduction

We are interested in describing the behaviour of nonnegative solutions of the Fast Diffusion Equation (FDE) near the extinction time. More precisely, we consider the following initial and boundary value problem:

\[
\begin{aligned}
    u_\tau &= \Delta (u^m) & \text{in} & \ (0, +\infty) \times \Omega, \\
    u(0, x) &= u_0(x) & \text{in} & \ \Omega, \\
    u(\tau, x) &= 0 & \text{for} & \ \tau > 0 \text{ and } x \in \partial \Omega,
\end{aligned}
\]  

(1.1)

posed in a bounded connected domain $\Omega \subset \mathbb{R}^d$ with a regular boundary of class $C^{2,\alpha}$, $\alpha > 0$. The fast diffusion range is $0 < m < 1$, but the theory developed below needs the further restriction $m_s < m < 1$, where the lower end is the exponent $m_s = (d - 2)_+/(d + 2)$ (inverse Sobolev exponent). We assume that the initial data $u_0$ is a bounded and nonnegative function. It is well known that the above problem possesses a unique weak solution $u \geq 0$ that is defined and positive for some time interval $0 < \tau < T$ and vanishes at $T = T(m, d, u_0) > 0$, which is called the (finite) extinction time, cf. [4,11,22,37]. Note that the conditions on the initial data can be relaxed into $u_0 \in L^p(\Omega)$ for some $p \geq 1$ and $p > p_c$ where $p_c = \max\{1, d(1 - m)/2\}$ in view of the $L^p-L^\infty$ smoothing effect, see [11,37].

Rescaled equations and previous results. To study the asymptotic behaviour it is convenient to transform the above problem by the known method of rescaling and time transformation. Thus, we put

\[
u(t,x) = \left(\frac{T - \tau}{T}\right)^{-\frac{1}{m}} u(t,x), \quad t = T \log\left(\frac{T}{T - \tau}\right).
\]

(1.2)

In this way, problem (1.1) is mapped into the equivalent “rescaled problem”:

\[
\begin{aligned}
    v_t &= \Delta (v^m) + \frac{v}{(1-m)T} & \text{in} & \ (0, +\infty) \times \Omega, \\
    v(0, x) &= u_0(x) & \text{in} & \ \Omega, \\
    v(t, x) &= 0 & \text{for} & \ t > 0 \text{ and } x \in \partial \Omega.
\end{aligned}
\]

(1.3)

The transformation can also be expressed as

\[
\nu(t,x) = e^{\frac{\tau}{1-m}T} u(T - T e^{-t/T}, x),
\]

(1.4)

and the time interval $0 < \tau < T$ becomes $0 < t < \infty$, so behaviour near extinction for the original flow becomes behaviour as $t \to \infty$ in the rescaled flow, which is more convenient to analyse. Thus, in a celebrated paper, Berryman and Holland [4], 1980, reduced the study of the behaviour near $T$ of the solutions of problem (1.1) to the study of the possible stabilisation of the solutions of the transformed evolution problem (1.3). They showed that the solutions of the latter problem stabilise towards the solutions of the associated stationary problem,

\[
-\Delta (S^m) = \frac{1}{(1-m)T} S & \quad \text{in} \ \Omega, \\
S(x) &= 0 & \quad \text{for} \ x \in \partial \Omega,
\]

(1.5)

where $m_s < m < 1$ and $\Omega$ are as before, and $S > 0$ in $\Omega$. Using the new variable $V = S^m$ and putting $p = 1/m > 1$ and $c = 1/((1-m)T)$ the latter problem can be written in the more popular semilinear elliptic form:

\[
-\Delta V = c V^p & \quad \text{in} \ \Omega, \\
V &= 0 & \quad \text{on} \ \partial \Omega.
\]

(1.6)

Note that our restriction $m > m_s$ is the exact condition that makes the last problem subcritical, $p < p_s := (d + 2)/(d - 2)$.

It is precisely proved in [4] that the rescaled orbit of a solution $v(t) = v(\cdot, t)$ converges in $W^{1,2}_0(\Omega)$ along subsequences to one or several stationary states $S$. (Remark: the elliptic problem can have multiple solutions depending on the geometry of $\Omega$.) In the language of dynamical systems, the omega-limit of $v$ is included in the set of positive classical solutions to the stationary problem (1.5).
A main issue that remained open after [4] was to understand whether the rescaled solution $v$ converges to a unique stationary profile for all $t \to \infty$, even when the set of stationary solutions contains more than one function. The question of uniqueness of the asymptotic profile has been solved by Feireisl and Simondon in [23]. We rewrite their main result in our notations:

**Theorem 1.1.** (See [23].) Let $\Omega \subset \mathbb{R}^d$, $d \geq 1$ be a bounded domain of class $C^{2,\alpha}$, $\alpha > 0$. Let $v \in L^\infty((0, \infty) \times \Omega)$ be a bounded weak solution of (1.3), then $v$ is continuous for $t > 0$ and there exists a classical solution $S$ of the stationary problem (1.5) such that

$$v(t) \to S \quad \text{in } C(\overline{\Omega}) \text{ as } t \to \infty.$$ 

We recall that Theorem 3.1 of [23] is a bit more general, indeed we specialise here to the case $f(u) = -u/(1-m)$.

We remark that every solution $S = S_{m,T}(x)$ to the elliptic problem (1.5) produces a separable solution $U$ of the original FDE of the form,

$$U(\tau, x) = S(x) \left( \frac{T - \tau}{T} \right)^{\frac{1}{1-m}},$$

which corresponds to the initial datum $U(0, x) = S(x)$. Indeed, it is not a solution but a family of solutions since we can fix $T > 0$ at will: we will write $U_T$ for definiteness when needed.

In the present paper we present improvements on these results in several directions:

(i) We prove that the stabilisation process takes place with Convergence in Relative Error. This topic occupies Section 2, and the main result is Theorem 2.1.

(ii) In Sections 3 and 5 we prove convergence with rates to the stationary state using so-called entropy methods. The use of the term entropy deserves an explanation: we introduce a suitable Lyapunov functional, namely a weighted entropy functionals that have been extensively used to study the Cauchy problem, in particular the one used in [5–7]; we do not claim a physical meaning for the entropy that we use here.

The first step is contained in Section 3, where we obtain convergence whenever a certain weighted Poincaré inequality holds with a sufficiently large constant, and precise decay is shown in that case, cf. Theorems 3.3 and 3.5.

(iii) Then, in Section 5 such assumption is shown to hold for the solutions of our problem in a restricted exponent range $m_\# < m < 1$, and we obtain the concrete asymptotic results, Theorems 5.6 and 5.7. The study relies heavily on the analysis of the associated semilinear equation (1.6) in the limit $p \to 1$, which has in our view an independent interest and is developed in a previous Section 4. The main result is Theorem 4.1. In it we show that, if $V_p$ is a solution to Eq. (1.6) with homogeneous Dirichlet boundary datum and we choose $c = \lambda_p > 0$ in such a way that $\|V_p\|_{p+1} = 1$, then $V_p/\Phi_1 \to 1$ uniformly in $\Omega$ as $p \to 1$, where $\Phi_1$ is the ground state eigenfunction of the Dirichlet Laplacian on $\Omega$, with the normalisation $\|\Phi_1\|_2 = 1$. Moreover we have that $\lambda_p \to \lambda_1$ as $p \to 1$ and, finally, Proposition 5.4 also shows that $1/(1-m)T \to \lambda_1$ as $m \to 1$.

(iv) The entropy method applies also for the Porous Medium Equation, that is when $m > 1$, and it allows to find the rate of convergence, thus recovering the sharp result of Aronson and Peletier [2], by different methods. We devote Section 2.4 to present the slow diffusion case $m > 1$. It is worth mentioning that the we also obtain, as an intermediate result, a faster convergence for the entropy functional used in Section 3, see Theorem 3.4 which is new.

**Notations.** Before proceeding with the statement and proofs of the results, let us recall some notations. $S$ will denote the stationary solution of problem (1.5) indicated by Theorem 1.1. For $x \in \Omega$ we write $d(x) = \text{dist}(x, \partial \Omega)$ to indicate the distance to the boundary, its properties will be described below when needed; $\lambda_1$ is the first eigenvalue of the Laplacian operator in the domain $\Omega$ with zero boundary conditions and positive eigenfunction $\Phi_1$. $S_2$ is the optimal constant in the Sobolev embedding $W^{1,2}_0(\Omega) \to L^{2^*}(\Omega)$, $2^* = 2d/(d-2)$, $d \geq 3$. For $d \geq 3$ we put $p_\# = 2^* - 1 = (d+2)/(d-2)$ and $m_\# = (d-2)/(d+2) = 1/p_\#$. By $\| \cdot \|_p$ we denote the standard $L^p(\Omega)$-norm, $1 \leq p \leq \infty$, other norms will be carefully denoted.
2. Convergence in relative error

We show that the quotient \( v/S \) converges to 1 uniformly in the whole of \( \Omega \), up to the boundary.

**Theorem 2.1.** Let \( u \) be the solution to problem (1.1) and let \( T = T(m, d, u_0) \) be its extinction time. Let \( S(x) \) be the positive classical solution to the elliptic problem (1.5) predicted in Theorem 1.1. Then,

\[
\lim_{\tau \to T} \left\| \frac{u(\tau, \cdot)}{U(\tau, \cdot)} - 1 \right\|_{L^\infty(\Omega)} = \lim_{t \to \infty} \left\| \frac{v(t, \cdot)}{S(\cdot)} - 1 \right\|_{L^\infty(\Omega)} = 0,
\]

where \( U \) is the separable solution (1.7) and \( v \) is rescaled solution defined in (1.4).

This type of convergence is what we call uniform relative-error convergence (REC for short), and it is our first main contribution to the subject of fine asymptotics near extinction. We can rephrase the result in terms of the rescaled solution \( v \) as

\[
\lim_{t \to \infty} \left\| \frac{v^m(t, \cdot)}{S^m(\cdot)} - 1 \right\|_{L^\infty(\Omega)} = 0,
\]

and this form will be practical for the calculations. Since \( V = S^m \) is a function with linear growth near the boundary, what we say is that

\[
\left[ \frac{v^m(t, x) - S^m(x)}{d(x)} \right] \to 0
\]

uniformly in \( x \in \Omega \) as \( t \to \infty \).

As for related results, DiBenedetto, Kwong and Vespri proved in [22], the Global Harnack Principle that we recall with our notations as follows, since we will be using it throughout this section (see also [14,10,11,20] for related results and further developments):

**Theorem 2.2.** (See [22].) Let \( v \) be the solution to the problem (1.3) with \( m_s < m < 1 \). Then, for any \( \epsilon > 0 \) there exist positive constants \( C_{0,m}, C_{1,m} > 0 \) depending on \( m, \|u_0\|_{m+1}, \|\nabla u_0^m\|_2, \partial \Omega \) and \( \epsilon \), such that for any \( t \geq \epsilon \) and for any \( x \in \Omega \),

\[
C_{0,m}d(x)^{\frac{1}{m}} \leq v(t, x) \leq C_{1,m}d(x)^{\frac{1}{m}}.
\]

Moreover, for every \( \kappa \geq 0, t \geq \epsilon \) and for any \( x \in \Omega \),

\[
\left\| v(t, \cdot) \right\|_{C^{\kappa}(\Omega)} = \max_{|\alpha| = \kappa} \sup_{x \in \Omega} |D^\alpha v(t, x)| \leq C_{1,m}^{|\alpha|+1} \|D^\alpha v(t, x)|d(x)^{\frac{1}{m}}.
\]

Note that the constants \( C_{0,m}, C_{1,m} > 0 \) may degenerate as \( m \to 1 \) or \( m \to m_s \). Estimate (2.4) above immediately implies the following estimate for the solution to the FDE in the original variables:

\[
C_{0,m}d(x)^{1/m}(T - \tau)^{1/(1-m)} \leq u(\tau, x) \leq C_{1,m}d(x)^{1/m}(T - \tau)^{1/(1-m)}.
\]

This result is weaker than our Theorem 2.1 in the sense that our relative error convergence result is not a consequence of the above estimates, neither in the original nor in the rescaled variables: inequality (2.6) only implies that the quotient \( v(t)/S \) is bounded and bounded away from zero up to the boundary, but it does not prove that it converges to 1 as \( t \to \infty \). As far as we know, only the papers [4,21–23] contribute to the subject of the asymptotic of the Dirichlet problem for the FDE on bounded domains.

On the other hand, there is an extensive literature on stabilisation of solutions of evolution equations in different norms, mainly in \( L^p \) or \( C^\alpha \) spaces. Let us comment on some results on the topic of convergence in relative error which are not so usual. Uniform convergence in relative error was first proved for the Fast Diffusion Equation by one of the authors [35] in the following setting: solutions are nonnegative and the equation is posed in the whole space \( \mathbb{R}^d \) with exponents \( m_s < m < 1 \), where \( m_s = (d - 2)/d \). The case of all \( m < 1 \) is treated in [6,8,7] where sharp rates of convergence in relative error are obtained for FDE posed in \( \mathbb{R}^d \) with a new entropy method, that does not apply to the bounded domain case. See also [17] for convergence results for \( m = (d - 2)/(d + 2) \) and data with fast decay at infinity, where solutions obtained by separation of variables as in the present paper have a key role.
In the present setting of homogeneous Dirichlet data in a bounded domain, the result is true for the Heat Equation (see a brief account in Section 3.1). It is also true for the Porous Medium Equation, i.e., our problem for \( m > 1 \), and the result follows from analysing the asymptotic result of Aronson and Peletier [2]; see the survey paper [36] and also [25]. We recover the known results also in the PME case, which turns out to be simpler, see Section 2.4. This motivates our present interest in the Fast Diffusion case, where the presence of extinction makes the boundary argument more difficult, since the usual super-sub-solution method does not work.

In the next subsections we proceed with the proof of Theorem 2.1.

### 2.1. The relative error function and its equation

From now on we will consider the evolution problem in its rescaled form (1.3). Theorem 1.1 proves that the \( \omega \)-limit of a solution is contained in the set of classical solutions to the elliptic problem (1.5), and the convergence takes place in the uniform norm, and the solution \( v \) selects a unique profile \( S \) to converge to. Let us fix it: once we consider \( v(0, t) = u_0 \) then we know by Theorem 1.1 that \( v(t) \to S \).

Now we introduce the Relative Error Function (REF):

\[
\phi = \frac{v^m}{S^m} - 1, \quad v^m = S^m(\phi + 1) = V(\phi + 1), \quad \text{and} \quad V = S^m.
\]  

(2.7)

- **The Parabolic Equation of the REF and the regularity of its solutions.** Using the equations satisfied by \( V \) and \( v \), it is easy to show that \( \phi \) satisfies the following parabolic equation:

\[
\frac{1}{m} (1 + \phi) \frac{1}{m} - 1 \frac{\partial \phi}{\partial t} = V^{1-m/2} \Delta \phi + 2 \frac{\nabla V}{V^{1/m}} \cdot \nabla \phi + F(\phi),
\]  

(2.8)

where \( F \) is given by

\[
F(\phi) = c \big[ (1 + \phi)^{1/m} - (1 + \phi) \big].
\]  

(2.9)

Estimates (2.4) on \( v \) and \( S \), which is a stationary solution, imply that

\[0 < 1 - \left( \frac{C_{0,m}}{C_{1,m}} \right)^m \leq \phi \leq C_{2,m} = \left( \frac{C_{1,m}}{C_{0,m}} \right)^m - 1\]

which proves that \( \phi \) is bounded uniformly in \((t, x)\), for \( t > t_0 > 0 \); notice that \( t_0 \) can be chosen arbitrarily small, but this affects the value of the positive constants \( C_{0,m} \) and \( C_{1,m} \). Moreover, we notice that

\[1 + \phi = v^m / V > 0\]

in the interior of \( \Omega \). Since \( \phi \) is also bounded in the interior of \( \Omega \), we conclude that the parabolic equation (2.8) is neither degenerate nor singular in the interior of \( \Omega \). It follows from standard quasilinear theory (cf. [28]) that the solution \( \phi \) of such a parabolic equation is Hölder continuous in any inner region \( \Omega_I \subset \Omega \) (the fact that \( \phi \) is Hölder continuous could also be proved by observing that \( \phi + 1 = v^m / S^m \) and by recalling that both \( v \) (see e.g. [22]) and \( S \) (see e.g. [22] or [4]) are at least Hölder continuous and positive in the interior of \( \Omega \).

- **Convergence of the REF in an interior region of \( \Omega \).** Under the running assumptions, we know by Theorem 1.1 that

\[\sup_{\Omega} |v(t) - S| \to 0 \quad \text{as} \quad t \to \infty,\]

but this is not sufficient to prove the convergence of the quotient \( v^m / S^m \) to 1 in the whole \( \Omega \), since at the boundary there is the problem caused by the fact that both \( v \) and \( V \) are zero and that the parabolic equation (2.8) can degenerate at the boundary. However, such a problem is avoided in any interior region where both \( v \) and \( S \) are strictly positive. We define such interior region as

\[\Omega_{I, \delta} = \{ x \in \Omega : \text{dist}(x, \partial \Omega) > \delta \},\]

with distance from the boundary \( \delta > 0 \) which will be chosen later small enough; we can thus say that in any interior region \( \Omega_{I, \delta} \subset \Omega \) we have,

\[\| \phi(t) \|_{L^\infty(\Omega_{I, \delta})} = \sup_{\Omega_{I, \delta}} |\phi(t, \cdot)| \to 0, \quad \text{as} \quad t \to \infty,\]

(2.10)
recalling that $\phi = v^m/S^m - 1$. We can sum up what we have proved so far in the following lemma on Inner Convergence:

**Lemma 2.3.** Let $w$ be a solution to the rescaled problem (1.3), and let $\phi$ be the corresponding relative error function defined by (2.7). Then for every $\varepsilon > 0$ and $\delta > 0$ there exists $t_{0,\varepsilon,\delta} > 0$, such that for every $t \geq t_{0,\varepsilon,\delta}$ and for every $x \in \Omega_{1,\delta}$ we have,

$$|\phi(t, x)| < \varepsilon.$$  (2.10)

### 2.2. Distance to the boundary and barriers

To get the proof of the convergence theorem we still have to show that uniform convergence of $\phi$ takes place up to the boundary. To this end we will use a barrier argument, based on the following lemmas. We remark here once and for all, that the barriers are independent of the particular choice of the stationary solution $S$.

First, we collect some properties of the function “distance to the boundary”. It is defined as usual:

$$d(x) = \text{dist}(x, \partial \Omega) = \inf_{y \in \partial \Omega} |x - y|,$$

where $|\cdot|$ is the Euclidean norm of $\mathbb{R}^d$.

**Lemma 2.4 (Properties of the distance to the boundary).** Let $\Omega \subset \mathbb{R}^d$ be a bounded domain with boundary $\partial \Omega$ of class $C^2$. Let for $\xi > 0$,

$$\Omega_\xi = \{x \in \Omega: d(x) < \xi\} = \Omega \setminus \overline{\Omega_{1,\xi}},$$

be the open strip of width $\xi$ near the boundary. Then,

(a) there exists a constant $\xi_0 > 0$ such that for every $x \in \Omega_{\xi_0}$, there is a unique $h(x) \in \partial \Omega$ which realises the distance:

$$d(x) = |x - h(x)|.$$

Moreover, $d(x) \in C^2(\Omega_{\xi_0})$ and for all $r \in [0, \xi_0]$ the function $H_r : \partial(\overline{\Omega_r}) \cap \Omega \to \partial \Omega$ defined by $H_r(x) = h(x)$ is a homeomorphism.

(b) Function $d(x)$ is Lipschitz with constant 1, i.e.

$$|d(x) - d(y)| \leq |x - y|.$$

Moreover,

$$0 < c \leq |\nabla d(x)| \leq 1, \quad \text{for any } x \in \Omega_{\xi_0},$$

and there exists a constant $K > 0$ such that

$$-K \leq \Delta d(x) \leq K, \quad \text{for any } x \in \Omega_{\xi_0}. \quad (2.11)$$

We refer to [27] for the proof of this lemma. Part (a) is due to Serrin.

We need a second technical result about estimates for the gradient of the function $V = S^m$ near the boundary. $S$ is a positive classical solution to the elliptic problem (1.5).

**Lemma 2.5.** For $\xi_0 > 0$ small enough there exists $\beta_0 > 0$ such that

$$\nabla V(x) \cdot \nabla d(x) \geq \beta_0 > 0, \quad \forall x \in \Omega_{\xi_0}.$$

**Proof.** As explained in Section A.2, or as a consequence of the bounds (2.4), the following estimate holds:

$$C_{0,m}^m d(x) \leq V(x) \leq C_{1,m}^m d(x), \quad \text{for any } x \in \Omega. \quad (2.12)$$
Moreover, we know that $S$ is a positive classical solution of the elliptic Dirichlet problem (1.5) since $m_x < m < 1$. Thanks to Lemma 2.4 we can conclude that both $V$ and the distance function $d$ are functions of class $C^2$ in a suitable neighbourhood of the boundary $\Omega_{\xi_0}$. The above estimates imply:

$$0 \leq C_{0,m}^m \frac{d(x) - d(x_0)}{|x - x_0|} \leq V(x) - V(x_0) \leq C_{1,m}^m \frac{d(x) - d(x_0)}{|x - x_0|}$$

for any $x \in \Omega_{\xi}$ and any $x_0 \in \partial \Omega$, since $d(x_0) = V(x_0) = 0$, if $x_0 \in \partial \Omega$. This implies that

$$0 \leq C_{0,m}^m \partial_j d(x_0) \leq \partial_j V(x_0) \leq C_{1,m}^m \partial_j d(x_0),$$

and that $\partial_j V(x)$ and $\partial_j d(x)$ are both nonnegative, so that $\nabla V(x) \cdot \nabla d(x) \geq 0$. Moreover it implies that:

$$C_{0,m}^m \sum_j (\partial_j d(x_0))^2 \leq \sum_j \partial_j V(x_0) \partial_j d(x_0) \leq C_{1,m}^m \sum_j (\partial_j d(x_0))^2,$$

and finally

$$0 < c C_{0,m}^m < C_{0,m}^m \left| \nabla d(x_0) \right|^2 \leq \nabla V(x_0) \cdot \nabla d(x_0) \leq C_{1,m}^m \left| \nabla d(x_0) \right|^2 \leq C_{1,m}^m$$

for any $x_0 \in \partial \Omega$, since we know from Lemma 2.4 that

$$0 < c \leq \left| \nabla d(x) \right|^2 = \sum_j (\partial_j d(x))^2 \leq 1, \quad \text{for any } x \in \Omega_{\xi_0}.$$

By continuity of $\nabla d(x)$ and since $|\Delta d(x)| \leq K$, we can extend the estimates (2.13) from $x_0 \in \partial \Omega$, to a small neighbourhood of the boundary, say $x \in \Omega_{\xi_0}$, eventually by putting a smaller lower constant $0 < \beta_0 \leq c C_{0,m}^m$, which can eventually depend on $K > 0$ and $\xi_0$. \(\square\)

We have obtained uniform estimates on a neighbourhood of the boundary $\Omega_{\xi_0}$. These lemmas are needed for a key ingredient in the proof of the relative error convergence theorems, which is the construction of barriers as supersolutions.

**Lemma 2.6.** We can choose positive constants $A$, $B$, $C$ so that for every $t_0 > 0$ the function

$$\Phi(t, x) = C - Bd(x) - A(t - t_0), \quad (2.14)$$

is a super-solution to Eq. (2.8) (the one satisfied by the REF $\phi$) on a parabolic region:

$$\Sigma_\Phi = \Sigma_{\Phi, -1} = \{(t, x) \in (t_0, \infty) \times \Omega: \Phi(t, x) \geq -1\},$$

and moreover $\Sigma_\Phi \subset (t_0, \infty) \times \Omega_{\xi_1}$. Super-solution means that for any $(t, x) \in \Sigma_\Phi$ we have:

$$\frac{1}{m} (1 + \Phi)^{1/m - 1} \Phi t \geq V^{1 - 1/m} \Delta \Phi + 2 \frac{\nabla V}{V^{1/m}} \cdot \nabla \Phi + F(\Phi)$$

with

$$F(\Phi) = \frac{1}{1 - m} [(1 + \Phi)^{1/m} - (1 + \Phi)] \geq 0,$$

and $V = S^m$, $S$ being a positive classical solution to the elliptic problem (1.5). The constants $A$, $B$, $C$ depend only on $m$, $d$, the upper bound for $\xi_1$ and the geometry of the border through $C_{0,m}$ and $C_{1,m}$.

**Remark.** The construction of the barrier is quite technical, so we stress that when $\xi_1$ is small enough, then a sufficient condition on the parameters is

$$\left(1 + C + \frac{1 - m}{m} A \right) \xi_1 \leq (\beta B)^m.$$  

We considered the barrier on the parabolic region $\Sigma_{\Phi, -1}$ since in that region the quantity $\Phi + 1 \geq 0$, but in what follows we will only need the smaller region $\Sigma_{\Phi, \varepsilon}$, for small $\varepsilon > 0$. 
Proof of Lemma 2.6. We recall that the equation satisfied by the REF is:

\[
\frac{1}{m} (1+\phi)^{1/m-1} \phi_t = V^{1-1/m} \Delta \phi + 2 \frac{\nabla V}{V^{1/m}} \cdot \nabla \phi + F(\phi).
\] (2.16)

We will prove that function (2.14) is a super-solution for Eq. (2.16) on the parabolic region \( \Sigma_{\phi} \) if we find constants \( A, B \) and \( C \) such that

\[
\frac{1}{m} (1+\phi)^{1/m-1} \phi_t \geq (I) \geq (II) \geq V^{1-1/m} \Delta \phi + 2 \frac{\nabla V}{V^{1/m}} \cdot \nabla \phi + F(\phi),
\] (2.17)

where the expressions (I) and (II) are estimates from below and above respectively for the left and the right terms, independently of \((t,x)\in \Sigma_{\phi}\).

(I) This estimate is simple since \( \phi_t = -A \) for any \((t,x)\in \Sigma_{\phi}\). Hence

\[
\frac{1}{m} (1+\phi)^{1/m-1} \phi_t = -\frac{A}{m} (1+\phi)^{1/m-1} = (I).
\]

(II) This estimate is more involved. First, we rewrite the right-hand side of (2.17) in a more convenient form:

\[
V^{1-1/m} \Delta \phi + 2 \frac{\nabla V}{V^{1/m}} \cdot \nabla \phi + F(\phi) = -\frac{B}{V^{1/m}} [V \Delta d + 2\nabla V \cdot \nabla d] + F(\phi)
\]

\[
\leq -\frac{B}{V^{1/m}} [V \Delta d + 2\nabla V \cdot \nabla d] + \frac{(1+\phi)^{1/m}}{1-m},
\]

since

\[
\Delta \phi = -B \Delta (d(x)), \quad \nabla \phi = -B \nabla (d(x)),
\]

\[
F(\phi) = \frac{1}{1-m} [(\phi + 1)^{1/m} - (\phi + 1)] \leq \frac{1}{1-m} (\phi + 1)^{1/m}.
\]

Moreover, we have that

\[
[V \Delta d + 2\nabla V \cdot \nabla d] \geq -KC_{1,m}^{m} \xi_1 + 2\beta_0 = \beta > 0
\] (2.18)

on a region for any \(x \in \Omega_{\xi_1}\) where

\[
\xi_1 = \min \left\{ \xi_0, \frac{2\beta_0}{KC_{1,m}} \right\}
\] (2.19)

with \( K, \xi_0, \beta \) and \( C_{1,m} > 0 \) as in the previous two lemmas. Indeed, we have:

\[
V(x) \Delta (d(x)) \geq -K V(x) \geq -KC_{1,m} d(x) \geq -KC_{1,m} \xi_1
\]

for any \(x \in \Omega_{\xi_1}\), as a consequence of estimate (2.11) and estimates (2.12). Moreover,

\[
\nabla V(x) \cdot \nabla (d(x)) \geq \beta_0 > 0
\]

for any \(x \in \Omega_{\xi_1}\), as proved in Lemma 2.5. Finally,

\[
V^{1-1/m} \Delta \phi + 2 \frac{\nabla V}{V^{1/m}} \cdot \nabla \phi + F(\phi) \leq -\frac{B\beta}{\xi_1^{1/m}} \xi_1 + \frac{(1+\phi)^{1/m}}{1-m} = (II)
\]

in \( \Omega_{\xi_1} \) with \( \xi_1 > 0 \) as in (2.19). With these estimates, we conclude that \( \Phi \) is a super-solution if the following condition holds:

\[
-\frac{A}{m} (1+\phi)^{1/m-1} = (I) \geq (II) = -\frac{B\beta}{\xi_1^{1/m}} \xi_1 + \frac{(1+\phi)^{1/m-1}}{1-m} (1+\phi).
\]

We can rewrite it in the form

\[
\left[ \frac{A}{m} + \frac{1+\phi}{1-m} \right] (1+\phi)^{1/m-1} \leq \frac{\beta B}{\xi_1^{1/m}}
\] (2.20)

with \((t,x) \in \Sigma_{\phi}\) and \( \xi_1 > 0 \) as in (2.19).
We have thus proved that $\Phi$ is a super-solution for any $(t, x) \in \Sigma_\Phi$ with $x \in \Omega_{\xi_1}$ such that (2.20) holds. Since $\Phi(t, x) \leq C$ in the region under consideration, it suffices to choose $A$, $B$ and $C$ so that

$$\left[ \frac{A}{m} + \frac{1 + C}{1 - m} \right] (1 + C)^{1/m - 1} \leq \frac{\beta B}{\xi^{1/m}}$$

(2.21)

to ensure that (II) $\leq$ (I).

2.3. Proof of Theorem 2.1

It is based on the previous lemmas and Theorem 1.1 of [23].

(I) We have to show that given $\varepsilon > 0$ there exists a time $T(\varepsilon) > 0$ such that for any $t > T(\varepsilon)$ and for any $x \in \Omega$ we have that $|\phi(t, x)| < \varepsilon$. By Lemma 2.3 we know that for every $\varepsilon > 0$ and $\delta > 0$ there exists $t_{0,\varepsilon,\delta} > 0$, such that for every $t \geq t_{0,\varepsilon,\delta}$ and for every $x$ in interior region $\Omega_{\delta,\delta}$ we have:

$$|\phi(t, x)| < \varepsilon.$$

It remains to show that uniform convergence takes place also up to the boundary. This will be a consequence of comparison with the barrier function of Lemma 2.6, given by,

$$\Phi(t, x) = C - Bd(x) - A(t - t_0).$$

$A$, $B$, $C$ of the barrier $\Phi$ are suitable positive constants which are chosen as in Lemma 2.6, while $t_0 \geq 0$ is a free parameter which will be adjusted later.

(II) Comparison of $\phi$ with $\Phi$ takes place in a neighbourhood of the parabolic boundary of the form $Q^* = (t_0, T) \times \Omega_\delta$ for $\delta$ small, and $t_0, t_1$ to be determined. The parabolic border of this region is formed by three pieces: the initial section at $t = t_0$, the inner parabolic boundary, and the outer lateral boundary. In order to compare $\phi$ and $\Phi$ we have to check their values on the above three pieces of parabolic boundary.

(a) We compare the values of $\Phi$ and $\Phi$ at the initial section $t = t_0$. We want that

$$\phi(t_0, x) \leq \Phi(t_0, x) = C - Bd(x)$$

for all $x \in \Omega_\delta$. This is possible because of the uniform boundedness of $\phi$

$$C_{2, m} = c(C_{0, m} - C_{1, m}) \leq \phi(t_0, x) \leq C_{3, m} = c(C_{1, m} - C_{0, m})$$

for all $x \in \Omega$ as a consequence of comparison with the barrier function of Lemma 2.6, given by (2.21). Now we simply choose $C$ sufficiently large previous to the choice of $A$ and $B$ that have to satisfy (2.15).

(b) Comparison on the inner parabolic boundary: This piece of the boundary is given by the points $(x, t)$ such that $d(x) = \delta$ and $t \in (t_0, T)$. On this set we want $\phi(t, x) \leq \Phi(t, x)$. Let us fix $\varepsilon > 0$ and $0 < \delta < \xi_1$ where $\xi_1 > 0$ is given in Lemma 2.6. By the uniform inner convergence (cf. Lemma 2.3) we know that there exists a $t^*(\varepsilon, \delta) > 0$ such that $\phi(t, x) < \varepsilon$ on $\Omega_{\delta,\delta}$ if $t \geq t^*$. The desired comparison holds if

$$\varepsilon \leq C - B\delta - A(t - t_0).$$

(2.22)

Since $C$ cannot be small this implies restriction on $B$ that has to be compatible with (2.15). This happens if $\delta$ is small enough. Once $B$ and $C$ are chosen, it suffices to take $A(t - t_0)$ small.

(c) We still have to check the comparison at the outer lateral boundary, $[t_0, T] \times \partial \Omega$, where we only know that $\phi = u^m/Sm - 1$ is bounded. But we can use an approximation trick using the solutions $u_\eta$ of problems posed in the domain $\Omega_{t,\eta}$ which is smaller than $\Omega$. We know that $u_\eta \not\to u$ as $\eta \to 0$.

Using $u_\eta$ instead of $u$ and $\Omega_{t,\eta}$ instead of $\Omega$ allows to say that $\phi_\eta = u_\eta/\mathcal{U} - 1 < 0$ on the new outer boundary, hence $\phi_\eta < 0$. Then we have:

$$\phi_\eta < 0 < B\delta + \varepsilon < C - A(t - t^*) = \Phi,$$

thus $\phi_\eta < \Phi$ also on the outer boundary $\partial \Omega_{t,\eta}$.

Parabolic comparison allows then to say that $\phi_\eta \leq \Phi$ in the region $Q^*$ for $t \geq t_0 \geq t^*$ such that $t - t_0 < (C - B\delta - \varepsilon)/A$. Pass to the limit in $\eta \to 0$ to get $\phi \leq \Phi$ in $Q^*$. In this way the following improvement of convergence near the boundary after some time delay given by
Fig. 1. Idea of the behaviour of the barriers: y-axis: values of $\Phi(t, x)$, x-axis: values of $d(x) = d(x, \partial \Omega)$, i.e. the distance from the boundary. $\Sigma_{j_i}$: the points where $\Phi(t, x) = \varepsilon_{j_i}$, i.e. the points of the boundary $\partial \Sigma_{\Phi, \varepsilon_{j_i}}, i = 1, 2, 3$. Different values of $\varepsilon$ (decreasing with $i = 1, 2, 3$) give different barriers $\Phi_{j_i}$, decreasing with $\varepsilon$ as the arrow (i) indicates. $\xi_1$ and $\delta$ are as in Lemmas 2.6 and 2.7.

which is the maximum that (2.22) allows.

Steps (I) and (II) can be summarised in the following (see also Fig. 1):

**Lemma 2.7.** Under the above conditions we have for $t = t_0 + h_{\varepsilon, \delta}$:

$$\phi(t, x) \leq \begin{cases} 
\varepsilon, & \text{for any } x \in \Omega, \text{ such that } d(x, \partial \Omega) > \delta, \\
\varepsilon + B\delta, & \text{for any } x \in \Omega, \text{ such that } d(x, \partial \Omega) < \delta
\end{cases}$$

(2.23)

provided that $t_0 \geq t^*$.

(III) The proof of Theorem 2.1 in the version of formula (2.2) follows now by fixing $\varepsilon > 0$, finding a barrier with constants $A, B, C$ and then taking $\delta < \varepsilon / B$. If $t \geq t^*(\varepsilon, \delta) + h_{\varepsilon, \delta}$, then

$$\phi(t, x) \leq 2\varepsilon$$

everywhere in $\Omega$.

2.4. The Porous Medium case

In this section we consider for the sake of comparison the same Dirichlet problem for the Porous Medium Equation:

$$\begin{cases}
  u_t = \Delta(u^m) & \text{in } (0, +\infty) \times \Omega, \\
  u(0, x) = u_0(x) & \text{in } \Omega, \\
  u(\tau, x) = 0 & \text{for } \tau > 0 \text{ and } x \in \partial \Omega,
\end{cases}$$

now for $m > 1$, see e.g. [38]. In this case there is no extinction in finite time, which changes the previous analysis and makes it much simpler. Let us give some details. By means of the rescaling

$$v(t, x) = u(\tau, x)(1 + \tau)^{\frac{1}{m-1}} \quad \text{and} \quad 1 + \tau = e^t,$$

the problem is mapped into the equivalent “rescaled problem”:

$$\begin{cases}
  v_t = \Delta(v^m) + \frac{v^m}{m-1} & \text{in } (0, +\infty) \times \Omega, \\
  v(0, x) = u_0(x) & \text{in } \Omega, \\
  v(t, x) = 0 & \text{for } t > 0 \text{ and } x \in \partial \Omega.
\end{cases}$$

The transformation can also be expressed as

$$v(t, x) = e^{\frac{t}{m-1}} u(e^t - 1, x) \quad \text{with } t = \log(1 + \tau).$$
and the time interval \(0 < \tau < \infty\) remains \(0 < t < \infty\), in particular we preserve the initial datum. Notice that the rescaled problem when \(m > 1\) is formally the same as for the Fast Diffusion case, if one just considers \(c = 1/(m - 1) > 0\). In this context it has been proved that solutions converge to a stationary state \(S\), which is the unique solution of the elliptic equation \(-\Delta S^m = c S\), see for example [2,36]. Solutions by separation of variables are given by \(U(\tau, x) = S(x)(1 + \tau)^{-1/(m-1)}\). The optimal rate of convergence in relative error as \(\tau \to \infty\),

\[
\left\| \frac{u(\tau, \cdot)}{U(\tau, \cdot)} - 1 \right\|_{L^\infty(\Omega)} = \left\| \frac{u(\tau, \cdot)}{S(\cdot)} - 1 \right\|_{L^\infty(\Omega)} \leq \frac{K}{1 + \tau}
\]

has been first obtained by Aronson and Peletier in [2], Theorem 3, for smooth nonnegative initial data. The rate can be easily shown to be optimal because of the special family of global solutions,

\[
U_k(\tau, x) = \frac{S(x)}{(k + \tau)^{\frac{1}{m-1}}} \quad \text{for any } k > 0.
\]

Indeed, the proof of [2] strongly uses comparison with the stationary state \(S\) through the special solutions \(U_k\). In the fast diffusion case comparison with smaller solutions does not help, since they extinguish earlier. This is just an example of the extra difficulties in proving convergence in relative error when \(m < 1\). In rescaled variables the result of [2] reads:

\[
\left| v(t, x) - S(x) \right| \leq KS(x)e^{-t} \quad \text{for all } x \in \Omega \text{ and } t \gg 1. \tag{2.24}
\]

Other interesting approaches to convergence results, together with extensions to a larger class of initial data and solutions, can be found in [36]. Our entropy method applies to the case \(m > 1\) as we shall briefly discuss in the next sections, and allow us to recover the result of [36] and the optimal rates of convergence in relative error of [2], cf. Theorem 5.8.

3. Stabilisation with convergence rates

We recall here the setup and the notations. We consider the rescaled equation:

\[
v_t = \Delta(v^m) + cv,
\]

\[
c = \frac{1}{T(1 - m)} > 0 \quad \text{if } m < 1, \quad \text{and} \quad c = \frac{1}{m - 1} > 0 \quad \text{if } m > 1 \tag{3.1}
\]

posed in a bounded connected domain \(\Omega \subset \mathbb{R}^d\) with sufficiently smooth boundary. We mainly deal with the so-called fast diffusion exponents and then we assume \(m_s < m < 1\). Almost all the calculations will hold for any \(m > m_s\), including the case \(m > 1\); we will emphasise the differences when they will occur. The linear case \(m = 1\) is well known and will be briefly recalled in the next subsection as a motivation of our techniques.

We now introduce the quotient \(w = v/S\), which converges uniformly to 1 on \(\Omega\), as a consequence of Theorem 2.1. We then have:

\[
Sw_t = \Delta(S^m w^m) + cw, \tag{3.2}
\]

where \(S\) is a stationary solution so that \(\Delta S^m + cS = 0\) in \(\Omega\) with \(S = 0\) on \(\partial\Omega\), as precisely indicated in Theorem 1.1. We will also write \(V = S^m\), which satisfies \(\Delta V + cV^p = 0\) in \(\Omega\), \(V = 0\) on \(\partial\Omega\) with exponent \(p = 1/m > 1\).

We propose to perform the calculation on the asymptotic decay in terms of \(\theta = w - 1 = v/S - 1\), which is the relative error of the solution. Notice that it is different from the relative error \(\phi\) used in the previous section, formula (2.7), which was defined as \(\phi = w^m - 1\), hence \(\phi = (1 + \theta)^m - 1\). We have:

\[
\theta_t = \frac{1}{S} \Delta(S^m(1 + \theta)^m) + c(1 + \theta). \tag{3.3}
\]

Using the identity

\[
\Delta(S^m(1 + \theta)^m) = \nabla \cdot \left[ S^m \nabla(1 + \theta)^m \right] + \nabla(S^m) \cdot \nabla(1 + \theta)^m + \Delta S^m(1 + \theta)^m,
\]

and the equation for \(S\), this can be further written as

\[
\theta_t = \frac{1}{S} \nabla \cdot \left( S^m \nabla(1 + \theta)^m \right) + \frac{\nabla S^m}{S} \cdot \nabla(1 + \theta)^m + cf(\theta),
\]
where
\[ f(\theta) := (1 + \theta) - (1 + \theta)^m = (1 - m) \left[ \theta + \frac{m}{2} \theta^2 + O(\theta^3) \right] \] (3.4)
for small \( \theta \). One more calculation gives the following form for the equation:
\[ S^{m+1} \theta_t = \nabla \cdot (S^{2m} \nabla (1 + \theta)^m) + c S^{m+1} f(\theta) \] (3.5)
that we will use below. In terms of \( V = S^m \) and \( p = 1/m \) we have,
\[ V^{p+1} \theta_t = \nabla \cdot (V^2 \nabla (1 + \theta)^m) + c V^{p+1} f(\theta). \] (3.6)

3.1. Weighted inequalities for the linear heat flow

In search for inspiration on how to proceed further, we compare the situation with the standard way of treating linear equation \( u_t = \Delta u \), which has striking formal similarities even if there is no extinction in finite time. After the suitable linear rescaling, which takes in the linear case the form \( v(x, t) = e^{\lambda_1 t} u(x, t) \), we arrive at the same Eq. (3.1) with \( m = 1 \) and \( c = \lambda_1 \). The role of the stationary solution \( S \) is now played by the first eigenfunction \( \Phi_1 > 0 \) of the Laplacian with zero boundary conditions (or any of its nonnegative multiples). The equation for \( \theta = v/\Phi_1 - 1 \) is:
\[ \theta_t = \Delta \theta + 2 \nabla \Phi_1 \cdot \nabla \theta = \Phi_1^{-2} \nabla \cdot (\Phi_1^2 \nabla \theta), \]
which is to be compared with (3.5). We recall next the known way to proceed with the asymptotic analysis of this equation via an Intrinsic Poincaré inequality. Indeed, let us consider the self-adjoint operator \(-\Delta\) with Dirichlet boundary conditions on \( \partial \Omega \). This can be defined by a general procedure by defining it to be the unique self-adjoint operator associated with the closure of the quadratic form \( \int_\Omega |\nabla u|^2 \, dx/2 \), initially defined for \( u \in C^\infty_c(\Omega) \). Such operator has purely discrete spectrum, and we denote by \( \lambda_j > 0, j = 1, 2, \ldots \), its eigenvalues, arranged in nondecreasing order, and by \( \Phi_j \) the corresponding \( L^2 \)-normalized eigenfunctions.

The spectral representation for the corresponding heat semigroup \( u_t = \Delta u \) shows that, letting \( u_0 \) be the initial datum and \( c_j = \int_\Omega u_0 \Phi_j \, dx \), one has:
\[ u(x, t) = \sum_{j=1}^{\infty} c_j e^{-\lambda_j t} \Phi_j(x) \]
so that
\[ \theta := \frac{u}{c_1 e^{-\lambda_1 t} \Phi_1} - 1 \sim \frac{c_2 \Phi_2}{c_1 \Phi_1} e^{-(\lambda_2 - \lambda_1) t} \].
In other words, the solution \( u(t) \) is close to the explicit solution \( U_1(x, t) = c_1 e^{-\lambda_1 t} \Phi_1 \) and the relative error \( u \) between such solutions, defined above, decays exponentially in time with a rate \( \lambda_2 - \lambda_1 \). Notice in addition that the spatial factor \( \Phi_2/\Phi_1 \) is bounded.

To prepare the way to recovering a result of this kind in the nonlinear setting, where no spectral representation is available, we reformulate the above property as follows. Starting from Eq. (3.7), it is then natural to investigate the behaviour of \( \theta \) by working in the weighted space \( L^2(\Phi_1^2 \, dx) \). In fact first we observe that the weighted mean is preserved:
\[ \frac{d}{dt} \int_\Omega \theta \Phi_1^2 \, dx = \int_\Omega \nabla \cdot (\Phi_1^2 \nabla \theta) \, dx = 0. \]
Then we notice that
\[ \frac{d}{dt} \int_\Omega \theta^2 \Phi_1^2 \, dx = 2 \int_\Omega \theta \nabla \cdot (\Phi_1^2 \nabla \theta) \, dx = -2 \int_\Omega |\nabla \theta|^2 \Phi_1^2 \, dx. \]
By the above conservation of weighted mean we can and shall assume that \( \theta \Phi_1 = 0 \), where
\[ g_{\Phi_1} = \frac{\int_\Omega g \Phi_1^2 \, dx}{\int_\Omega \Phi_1^2 \, dx}. \]
It is then clear that in order to get a decay rate for $E[\theta] = \int_{\Omega} \theta^2 \Phi_1^2 \, dx$ it suffices to prove the following intrinsic Poincaré inequality:

**Proposition 3.1.** Let $f \in W_0^{1,2}(\Omega)$ and $g = f/\Phi_1$. Then the following inequality holds:

$$
(\lambda_2 - \lambda_1) \int_{\Omega} |g - g \Phi_1|^2 \Phi_1^2 \, dx \leqslant \int_{\Omega} |\nabla g|^2 \Phi_1^2 \, dx.
$$

(3.8)

Although this inequality is well-known, we provide in Appendix A.2 a short proof for the reader’s convenience, and we recall there some sharp upper and lower bounds on the spectral gap $\lambda_2 - \lambda_1$.

### 3.2. Energy analysis of the nonlinear flow

Inspired by the preceding linear analysis and after carefully choosing among the different options to attack the nonlinearities of our evolution process, we are going to prove a certain type of entropy/entropy-production inequalities. We define the suitable entropy functional to be:

$$
E[\theta(t)] = \frac{1}{2} \int_{\Omega} |\theta(t) - \bar{\theta}(t)|^2 S_{c,m}^{1+m} \, dx,
$$

(3.9)

where

$$
\bar{\theta}(t) = \frac{\int_{\Omega} \theta(t, x) S_{c,m}^{1+m} \, dx}{\int_{\Omega} S_{c,m}^{1+m} \, dx}
$$

and $S = S_{c,m}$ is the chosen solution to the elliptic problem:

$$
\begin{cases}
-\Delta S^m = cS & \text{in } \Omega, \\
S > 0 & \text{in } \Omega, \\
S = 0 & \text{on } \partial \Omega,
\end{cases}
$$

(3.10)

c > 0 and $m_s < m < 1$, and the relative error $\theta$ satisfies the equation:

$$
\theta_t = \frac{1}{S^{m+1}} \nabla \cdot \left( S^{2m} \nabla (1 + \theta)^m \right) + cf(\theta), \quad \text{with } f(\theta) = (1 + \theta) - (1 + \theta)^m.
$$

(3.11)

We do not specify boundary conditions, but we know that $\theta$ is continuous up to the boundary $\partial \Omega$ and the convergence in relative error valid in $C(\overline{\Omega})$, proved in Theorem 2.1 indicates that the boundary conditions stabilise to 0 as $t \to \infty$. It is not restrictive to assume that $|\theta| \leqslant \varepsilon$ on $\partial \Omega$, or by the maximum principle in the whole $\overline{\Omega}$, for arbitrarily small $\varepsilon > 0$. The price that we have to pay is just a time shift. We now prove the following:

**Proposition 3.2.** Let $c > 0$ be as in (3.1), and $m_s < m < 1$. Let $\theta$ be a global smooth solution to Eq. (3.11) and let $\varepsilon(t) := \|\theta(t, \cdot)\|_\infty \to 0$. Then, the following inequality holds:

$$
-\frac{d}{dt} E[\theta(t)] \geqslant m \left[ 1 + \varepsilon(t) \right]^{m-1} \int_{\Omega} |\nabla \theta(t, x)|^2 S^{2m} \, dx - 2c \left[ 1 - m + \varepsilon(t) \right] E[\theta(t)]
$$

(3.12)

for all times $t > t_0$ where $t_0$ is such that $\varepsilon(t) = \|\theta(t, \cdot)\|_\infty < 1$ for all $t \geqslant t_0$. When $m = 1$ we recover the standard $L^2$-weighted estimates that hold in the linear case, see Section 3.1. Moreover, when $m > 1$, the property $\varepsilon(t) \to 0$ holds and, moreover, for $t$ sufficiently large:

$$
-\frac{d}{dt} E[\theta(t)] \geqslant m \left[ 1 - \varepsilon(t) \right]^{m-1} \int_{\Omega} |\nabla \theta|^2 S^{2m} \, dx + 2c \left[ m - 1 - \varepsilon(t) \right] E[\theta(t)] \geqslant 0.
$$

(3.13)
Proof. Uniform convergence in relative error holds as \( t \to \infty \) by Theorem 2.1, that means \( \| \theta(t, \cdot) \|_\infty \to 0 \). We set now \( d\mu = S^{1+m}_{c,m} \, dx \) and we will write \( S = S_{c,m} \) throughout the proof, since no confusion will arise. First we notice that

\[
\int_\Omega \left[ \theta(t) - \tilde{\theta}(t) \right] [\partial_t \tilde{\theta}(t)] \, d\mu = \partial_t \tilde{\theta}(t) \int_\Omega \left[ \theta(t) - \tilde{\theta}(t) \right] \, d\mu = 0, \tag{3.14}
\]

and also that

\[
0 \leq \int_\Omega |\theta - \tilde{\theta}(t)|^2 \, d\mu = \int_\Omega [\theta^2 - \tilde{\theta}(t)^2] \, d\mu. \tag{3.15}
\]

We next differentiate \( E[\theta(t)] \) along the flow,

\[
\frac{d}{dt} E[\theta(t)] = \int_\Omega \left[ \theta(t) - \tilde{\theta}(t) \right] [\partial_t \tilde{\theta}(t)] \, d\mu + \int_\Omega \left[ \theta(t) - \tilde{\theta}(t) \right] [\partial_t \tilde{\theta}(t)] \, d\mu.
\]

In order to estimate (II) we notice that, since \( \tilde{\theta} \) does not depend on the spatial variable:

\[
\int_\Omega f(\tilde{\theta}(t)) (\theta - \tilde{\theta}(t)) \, d\mu = f(\tilde{\theta}(t)) \int_\Omega (\theta - \tilde{\theta}(t)) \, d\mu = 0.
\]

We also notice that for small \( \theta - \tilde{\theta} \) we have:

\[
f(\theta) = f(\tilde{\theta}) + f'(\tilde{\theta})(\theta - \tilde{\theta}) + \frac{1}{2} f''(\tilde{\theta})(\theta - \tilde{\theta})^2,
\]

where \( \tilde{\theta} \) lies between \( \theta \) and \( \tilde{\theta} \). We then have:

\[
\frac{(II)}{c} = \int_\Omega f(\theta)[\theta - \tilde{\theta}(t)] \, d\mu = \int_\Omega \left[ f(\theta) - f(\tilde{\theta}(t)) \right] (\theta - \tilde{\theta}(t)) \, d\mu
\]

\[
= f'(\tilde{\theta}) \int_\Omega [\theta - \tilde{\theta}(t)]^2 \, d\mu + \frac{1}{2} \int_\Omega f''(\tilde{\theta}) [\theta - \tilde{\theta}(t)]^3 \, d\mu.
\]

Now we use the fact that

\[
f'(\tilde{\theta}) = 1 - m(1 + \tilde{\theta})^{m-1} = 1 - m + (1-m)\tilde{\theta} + O(\tilde{\theta}^2)
\]

which tends to \( (1-m) \) as \( t \to \infty \) uniformly in the space variable. Also

\[
f''(\tilde{\theta}) = m(1-m)(1 + \tilde{\theta})^{m-2} \to m(1-m),
\]

uniformly in space as \( t \to \infty \). Putting these things together, we have obtained that

\[
- \frac{d}{dt} E[\theta(t)] \geq m \int_\Omega (1 + \theta)^{m-1} |\nabla \theta|^2 S^{2m} \, dx - 2c[1 - m + \varepsilon(t)] E[\theta(t)]
\]

\[
\geq m \left[ 1 + \varepsilon(t) \right]^{m-1} \int_\Omega |\nabla \theta|^2 S^{2m} \, dx - 2c[1 - m + \varepsilon(t)] E[\theta(t)], \tag{3.16}
\]

notice that in the limit \( m \to 1 \), the last term disappears, and we recover the standard L^2-weighted estimates that hold in the linear case, see Section 3.1. When \( m > 1 \) we obtain, using convergence in relative error as proved in [2]:
\[-\frac{d}{dt} \mathcal{E}[\theta(t)] \geq m \int_{\Omega} (1 + \theta)^{m-1} |\nabla \theta|^2 S^{2m} \, dx - 2c[1 - m + \varepsilon(t)] \mathcal{E}[\theta(t)] \geq m[1 - \varepsilon(t)]^{m-1} \int_{\Omega} |\nabla \theta|^2 S^{2m} \, dx - 2c[1 - m + \varepsilon(t)] \mathcal{E}[\theta(t)] \]  

(3.17)

as claimed. The fact that the r.h.s. is positive for sufficiently large time follows again by convergence in relative error. □

3.3. Weighted Poincaré inequality and first rate of convergence

In order to get a rate of decay for \( \mathcal{E}[\theta(t)] \) we shall need a suitable version of the weighted Poincaré inequality adapted to our problem, that we formulate next:

**GWPI: general weighted Poincaré inequality.** Given \( m, \Omega \), there exists a constant \( K > 0 \) such that for every stationary solution \( S > 0 \) of problem (3.10) with constant \( c = 1 \), and for every \( \theta \in W^{1,2}_0(\Omega, S^{2m} \, dx) \) we have:

\[
\int_{\Omega} S^{2m} |\nabla \theta|^2 \, dx \geq K \int_{\Omega} S^{m+1} |\theta - \overline{\theta}|^2 \, dx.
\]

(3.18)

Note that \( K \) depends only on \( m \) and \( \Omega \). In order to apply this property to positive solutions \( S_c = S_{m,c} \) of the elliptic problem (3.10) with constant \( c \neq 1 \) we use the transformation

\[
S_c(x) = \mu S_1(x)
\]

that produces a solution \( S_1 \) of problem (3.10) if \( \mu = c^{1/(1-m)} \). Therefore, we have:

\[
\int_{\Omega} S_c^{2m} |\nabla \theta|^2 \, dx = \mu^{2m} \int_{\Omega} S_1^{2m} |\nabla \theta|^2 \, dx \geq K \mu^{2m} \int_{\Omega} S_1^{1+m} |\theta - \overline{\theta}|^2 \, dx = K \mu^{m-1} \int_{\Omega} S_c^{m+1} |\theta - \overline{\theta}|^2 \, dx.
\]

In conclusion, the GWPI is formulated for problem (3.10) with constant \( c \neq 1 \) as

\[
\int_{\Omega} S_c^{2m} |\nabla \theta|^2 \, dx \geq Kc \int_{\Omega} S_c^{m+1} |\theta - \overline{\theta}|^2 \, dx.
\]

(3.20)

**Main assumption.** We now make an assumption that is crucial for the rest of the paper:

\[
Km - 2(1 - m) \geq \lambda_0 > 0.
\]

(3.21)

The rest of the paper will be based on deriving the consequences of this assumption and on the other hand, on justifying that under suitable conditions the assumption holds. As a first hint in the latter direction, if we consider the linear case and compare formula (3.8) in Appendix A.3, with formula (3.20) we see that the latter holds with \( m = 1 \), \( c = \lambda_1 \) and \( K = (\lambda_2 - \lambda_1)/\lambda_1 \), hence \( \lambda_0 = K > 0 \) in (3.21), and finally \( \lambda_0 c = \lambda_2 - \lambda_1 \). When we deal with the PME case, this assumption is always satisfied since \( m > 1 \), hence we do not care about the expression of the constant \( K \) in the GWPI.

Here is a first important consequence of that assumption in the FDE case:

**Theorem 3.3.** Assume that (3.21) holds for a given \( m \in (m_4, 1) \) and given \( \Omega \subset \mathbb{R}^d \). Let \( \theta \) be a global bounded and positive solution to Eq. (3.11). Then for every \( \gamma < \gamma_0 := \lambda_0 c \) there exists a time \( t_0 > 0 \) such that for all \( t \geq t_0 \)

\[
\mathcal{E}[\theta(t)] \leq \mathcal{E}[\theta(t_0)] e^{-\gamma(t-t_0)}.
\]

(3.22)

**Proof.** It is immediate after the derivation so far. Assuming now that (3.21) holds we go back to formula (3.16) to get:

\[-\frac{d}{dt} \mathcal{E}[\theta(t)] \geq c(Km[1 + \varepsilon(t)]^{m-1} - 2[1 - m + \varepsilon(t)]) \mathcal{E}[\theta(t)].\]

As \( \varepsilon(t) \to 0 \) when \( t \to \infty \), the conclusion holds. □
Next we deal with the simpler PME case where we just need a GWPI with any constant to get a rate.

**Theorem 3.4.** Let $m > 1$ and let $\theta$ be a global bounded and positive solution to Eq. (3.11). Then, for all $\beta < 2 + \frac{Km}{m-1}$ there exists a time $t_1$ depending on $m$, $d$, $\beta$ and on the constant $K > 0$ of the GWPI, such that

$$\mathcal{E}[\theta(t)] \leq \mathcal{E}[\theta(t_1)] e^{-\beta(t-t_1)}$$

for all $t \geq t_1$. \hfill (3.23)

**Proof.** It is immediate after the derivation so far. Recall that $c = 1/(m-1) > 0$ in this case. We go back to formula (3.12) to get, for any $\delta > 0$ and any $t \geq t_5$ large enough:

$$\frac{d}{dt} \mathcal{E}[\theta(t)] \geq \frac{1}{m-1} \left(Km[1-\epsilon(t)]^{m-1} + 2[m-1-\epsilon(t)]\mathcal{E}[\theta(t)]\right)$$

$$= \frac{1}{m-1} \left[Km[1-\epsilon(t)]^{m-1} - 2\epsilon(t) + 2[m-1]\mathcal{E}[\theta(t)]\right] \geq \left[2 + \frac{Km}{m-1} - \delta\right] \mathcal{E}[\theta(t)].$$ \hfill \Box

### 3.4. Norm decay

There is one more step to perform, since the entropy decay does not automatically imply the decay of the weighted $L^2$-norm, because the mean value $\overline{\theta}$ is not constant along the nonlinear evolution under consideration hence it must be also controlled. This is also related to the fact that we cannot specify boundary conditions for the relative error $\theta$. We first deal with the main case $m_s < m < 1$. Recall that $S = S_c,m$.

**Theorem 3.5.** Under the assumptions of Theorem 3.3. Then both entropy and the $L^2$-norm, decay exponentially with the same rate $\gamma < \gamma_0 = \lambda_0 c$. More precisely there exists a constant $\kappa > 0$ such that

$$\int_{\Omega} |\theta(t)|^2 S^{1+m} \, dx \leq \kappa \mathcal{E}[\theta(t)] \leq \kappa e^{-\gamma(t-t_1)} \mathcal{E}[\theta(t_1)] \hfill (3.24)$$

for all $t > t_1 \gg 1$, where $\kappa$ depends on $m$, $d$ and $\mathcal{E}[\theta(t_1)]$, cf. the end of the proof.

**Proof.** We first observe that since $\|\theta(t)\|_{\infty} \to 0$ as $t \to \infty$, hence also $\overline{\theta}(t) \to 0$ as $t \to \infty$, we can always assume $|\theta| < 1/2$ and $|\overline{\theta}| < 1/2$, for all $t \geq t_0$. Next, we deduce the differential equation for

$$\overline{\theta}(t) = \frac{\int_{\Omega} \theta(t,x) S^{1+m} \, dx}{\int_{\Omega} S^{1+m} \, dx},$$

using the equation $\theta_i = S^{-(m+1)} \nabla \cdot (S^{2m} \nabla (1+\theta)^m) + cf(\theta)$:

$$\overline{\theta}'(t) = \frac{1}{\int_{\Omega} S^{1+m} \, dx} \frac{d}{dt} \left( \frac{\int_{\Omega} \theta(t,x) S^{1+m} \, dx}{\int_{\Omega} S^{1+m} \, dx} \right)$$

$$= \frac{1}{\int_{\Omega} S^{1+m} \, dx} \int_{\Omega} \nabla \cdot (S^{2m} \nabla (1+\theta)^m) \, dx + \frac{c}{\int_{\Omega} S^{1+m} \, dx} \int_{\Omega} f(\theta) S^{m+1} \, dx$$

$$= \frac{c \int_{\Omega} f(\theta) S^{m+1} \, dx}{\int_{\Omega} S^{1+m} \, dx},$$

where $f(\theta) = (1+\theta) - (1+\theta)^m$. By convexity of $f$ we have that $f$ lies above its tangent at the origin,

$$f(\overline{\theta}) \geq (1-m)\overline{\theta},$$

so that

$$\overline{\theta}'(t) = \frac{c \int_{\Omega} f(\theta) S^{m+1} \, dx}{\int_{\Omega} S^{1+m} \, dx} \geq cf(\overline{\theta}(t)) \geq c(1-m)\overline{\theta}(t),$$
where in the first step we have used Jensen’s inequality since \( f \) is convex. An integration over \([s, t] \subset [t_0, \infty)\) gives:

\[
\tilde{\theta}(t) \geq \tilde{\theta}(s) e^{(1-m)(t-s)}
\]

which implies that \( \theta(s) \leq 0 \) for all \( s \geq t_0 \), otherwise we get a contradiction with the fact that \( \tilde{\theta}(t) \to 0 \) as \( t \to +\infty \).

Next by Taylor expansion we get:

\[
f(\tilde{\theta}) = f(\tilde{\theta}) + f'(\tilde{\theta})(\tilde{\theta} - \tilde{\theta}) + \frac{1}{2} f''(\tilde{\theta})(\tilde{\theta} - \tilde{\theta})^2
\]

with \( \tilde{\theta} = \sigma \theta + (1 - \sigma)\bar{\theta} \) for some \( \sigma \in (0, 1) \). It is easy to check that \(-1/2 < \tilde{\theta} < 1/2 \) since \( |\theta| < 1/2 \) and \( |\bar{\theta}| < 1/2 \), so that

\[
m(1-m) \left( \frac{2}{3} \right)^{2-m} \leq f''(\tilde{\theta}) = \frac{m(1-m)}{(1+\tilde{\theta})^{2-m}} \leq m(1-m)2^{2-m}
\]

so that

\[
c f(\tilde{\theta}) + c \frac{m(1-m)}{\int_{\Omega} S^{1+m} \, dx} \left( \frac{2}{3} \right)^{2-m} \mathcal{E}[\theta] \leq \tilde{\theta}'(t) = \frac{c \int_{\Omega} f(\theta) S^{m+1} \, dx}{\int_{\Omega} S^{1+m} \, dx} \leq c f(\tilde{\theta}) + c \frac{m(1-m)}{\int_{\Omega} S^{1+m} \, dx} 2^{2-m} \mathcal{E}[\theta].
\]

since we recall that

\[
\int_{\Omega} f'(\tilde{\theta})(\theta - \tilde{\theta}) S^{1+m} \, dx = 0 \quad \text{and} \quad \mathcal{E}[\theta] = \frac{1}{2} \int_{\Omega} |\theta(t) - \tilde{\theta}(t)|^2 S^{1+m} \, dx.
\]

Finally, we recall that by Theorem 3.3, for \( t \geq t_0 \) we have that

\[
\mathcal{E}[\theta(t)] \leq e^{-\gamma(t-t_0)} \mathcal{E}[\theta(t_0)] \leq e^{-\gamma(t-t_0)}
\]

so that

\[
\tilde{\theta}'(t) \leq c f(\tilde{\theta}) + c \frac{m(1-m)}{\int_{\Omega} S^{1+m} \, dx} 2^{2-m} \mathcal{E}[\theta] \leq c \left[ f(\tilde{\theta}) + \frac{m(1-m)}{\int_{\Omega} S^{1+m} \, dx} 2^{2-m} e^{-\gamma(t-t_0)} \right]
\]

\[
:= c \left[ f(\tilde{\theta}) + k_0 e^{-\gamma(t-t_0)} \right].
\]

Now define the function \( z(t) \) by the relation \( f(z) + k_0 e^{-\gamma(t-t_0)} = 0 \), i.e. \( z(t) = f^{-1}(-k_0 e^{-\gamma(t-t_0)}) \) and \( z(t) \to 0 \) as \( t \to \infty \); it turns out that

\[
z'(t) \geq 0 = f(z) + k_0 e^{-\gamma(t-t_0)}.
\]

Hence \( z(t) \geq \tilde{\theta}(t) \) for all \( t \geq t_0 \) whenever \( z(t_0) \geq \tilde{\theta}(t_0) \). But this fact is in contrast with the fact that \( \tilde{\theta}(t) \to 0 \) as \( t \to \infty \); on the line \((t, z(t))\) we have \( \tilde{\theta}' = 0 \), so we define the regions,

\[
Z^+ = \{(t, y) \mid z(t) < y < 0\} \quad \text{and} \quad Z^- = \{(t, y) \mid y < z(t)\},
\]

so that \( \tilde{\theta}' > 0 \) on \( Z^+ \) and \( \tilde{\theta}' < 0 \) on \( Z^- \). As a consequence, if \( \tilde{\theta}(s) \in Z^- \), for some \( s \geq t_0 \), then \( \tilde{\theta}(t) \in Z^- \) for all \( t \geq s \), since in \( Z^- \) we have \( \tilde{\theta}' < 0 \), therefore \( \tilde{\theta}(t) \) cannot go to zero as \( t \to \infty \), which is a contradiction. Finally we have proved that \( \tilde{\theta}(t) \in Z^+ \) for all \( t \geq t_0 \), which is what we need to conclude that

\[
0 \geq \tilde{\theta}(t) \geq z(t) = f^{-1}(-k_0 e^{-\gamma(t-t_0)})
\]

that implies

\[
|\tilde{\theta}(t)| \leq k_1 e^{-\gamma(t-t_0)},
\]

since for \( |s| < 1/2 \) we have

\[
|f^{-1}(s)| = \left| f^{-1}(0) + (f^{-1})'(0)s + \frac{1}{2} (f^{-1})''(\xi)s^2 \right| \leq \max \left\{ |(f^{-1})'(0)|, \left| (f^{-1})''(\xi) \right| \right\} |s| \leq k_1 s.
\]
Now we conclude by observing that for all \( t > t_0 \) we have:
\[
\frac{1}{2} \int_\Omega \left| \theta(t) \right|^2 S^{1+m} \, dx \leq \int_\Omega \left| \theta(t) - \bar{\theta}(t) \right|^2 S^{1+m} \, dx + \int_\Omega \left| \bar{\theta}(t) \right|^2 S^{1+m} \, dx = 2\mathcal{E}[\theta] + \left| \bar{\theta}(t) \right|^2 \int_\Omega S^{1+m} \, dx
\]
\[
\leq 2e^{-\gamma(t-t_0)} \mathcal{E}[\theta(t_0)] + k_1 e^{-2\gamma(t-t_0)} \int_\Omega S^{1+m} \, dx \leq k_2 e^{-\gamma(t-t_0)}
\]
which concludes the proof. \( \square \)

Next we deal with the case \( m > 1 \). Recall that \( S \) is the unique stationary state.

**Theorem 3.6.** Under the assumptions of Theorem 3.4. Then both entropy and the \( L^2 \)-norm, decay exponentially with the same rate, more precisely
\[
\int_\Omega \left| \theta(t) \right|^2 S^{1+m} \, dx \leq 2 \left( \mathcal{E}[\theta(t_1)] e^{-\beta(2)(t-t_1)} + \left| \theta_0 \right|^2 \int_\Omega S^{1+m} \, dx \right) e^{-2(t-t_1)}
\]  
(3.26)
for all \( t > t_1 > 1 \), as in Theorem 3.4.

**Proof.** The first part of the proof is identical to the one of the previous Theorem 3.5, so that we arrive to the differential equation for \( \bar{\theta} \):
\[
\bar{\theta}'(t) = \frac{d}{dt} \int_\Omega \theta(t, x) S^{1+m} \, dx = \mathcal{E}[\theta] \leq -c(m-1) \bar{\theta} = -\bar{\theta},
\]
where \( f(\theta) = (1+\theta) - (1+\theta)^m, c = 1/(m-1) \), and in the second step we have used the concavity of \( f \) together with Jensen inequality, and in the last step we have used that \( f \) lies below its tangent at the origin
\[
f(\bar{\theta}) \leq -(m-1) \bar{\theta}.
\]
An integration over \([s, t] \subset [t_1, \infty)\) gives:
\[
\bar{\theta}(t) \leq \bar{\theta}(s) e^{-(t-s)} \quad \text{and} \quad \left| \bar{\theta}(t) \right| \leq |\bar{\theta}(s)| e^{-(t-s)},
\]
where \( t_1 \) is as in Theorem 3.4. Moreover we have that
\[
\frac{\mathcal{E}[\theta(t)]}{\int_\Omega S^{1+m} \, dx} = \frac{1}{2} \int_\Omega \left| \theta(t) - \bar{\theta}(t) \right|^2 S^{1+m} \, dx = \frac{1}{2} \frac{\int_\Omega \left| \theta(t) \right|^2 S^{1+m} \, dx}{\int_\Omega S^{1+m} \, dx} - \frac{1}{2} \left| \bar{\theta}(t) \right|^2.
\]
Combining the above result with the entropy decay of Theorem 3.4
\[
\mathcal{E}[\theta(t)] \leq \mathcal{E}[\theta(t_1)] e^{-\beta(2)(t-t_1)} \quad \text{for all } t \geq t_1,
\]
we obtain
\[
\int_\Omega \left| \theta(t) \right|^2 S^{1+m} \, dx = 2\mathcal{E}[\theta(t)] + 2|\bar{\theta}(t)|^2 \int_\Omega S^{1+m} \, dx
\]
\[
\leq 2 \left( \mathcal{E}[\theta(t_1)] e^{-\beta(2)(t-t_1)} + \left| \theta_0 \right|^2 \int_\Omega S^{1+m} \, dx \right) e^{-2(t-t_1)}. \quad \square
\]

4. Stationary solutions and their limit as \( p \to 1 \)

Let \( 1 \leq p < p_s \) and let \( U_p \) be a solution to the elliptic problem:

\[
\begin{align*}
-\Delta U &= \lambda_p U^p & \text{in } \Omega, \\
U &> 0 & \text{in } \Omega, \\
U &= 0 & \text{on } \partial \Omega,
\end{align*}
\]  
(4.1)
where \( \lambda_p > 0 \) if \( 1 < p < p_s \) and \( \lambda_p = \lambda_1 \) for \( p = 1 \). We are interested in the relation between solutions of the elliptic equation for different values of \( p \in [1, p_s) \), in particular we would like to see whether the limit \( V := \lim_{p \to 1} U_p \) exists and under which conditions it is the ground state of the Dirichlet Laplacian \( \Phi_1 \) on \( \Omega \). The existence of a limit depends on a normalisation that we will discuss below.

It is well understood by subcritical semilinear theory that positive weak solutions of the above elliptic problem are indeed classical solutions up to the boundary. Weak solutions can be defined as follows: a function \( U_p \in W^{1,2}_0(\Omega) \) is a weak solution to the elliptic problem (4.1) if and only if

\[
\int_{\Omega} \left[ \nabla U_p \cdot \nabla \varphi - \lambda_p U_p^p \varphi \right] \, dx = 0
\]

(4.2)

for all \( \varphi \in W^{1,2}_0(\Omega) \). Notice that when \( p = 1 \) there is a positive solution, unique up to a multiplicative constant, while when \( p > 1 \) uniqueness is not always true, it depends on the geometry of the domain. The difficulty in understanding the limit of \( U_p \) as \( p \to 1^+ \), relies indeed in the lack of uniqueness and on a scaling property typical of the nonlinear problem. In the case of uniqueness, for example in the case when \( \Omega \) is a ball, solutions are variational, in the sense that they are minima of a the functional \( \| \nabla U \|_2^2 \) under the restriction \( \| U \|_{p+1} = 1 \), but when the uniqueness is not guaranteed, solutions are just critical points of such functional.

One can also easily see that the constant \( \lambda_p > 0 \) in the nonlinear problem can be manipulated by rescaling, because if \( U_{p,(1)}(x) \) is a solution with parameter \( \lambda_{p,(1)} \), then \( U_{p,(2)}(x) = \mu^{1/(p-1)} U_{p,(1)}(x) \) is a solution with parameter \( \lambda_{p,(2)} = \mu \lambda_{p,(1)} \). In any normed space \( \| U_{p,(2)} \| = \mu^{1/(p-1)} \| U_{p,(1)} \| \). This means that scaling allows to fix the norm of a solution: changing the norm by a factor \( \mu^{1/(p-1)} \) by scaling is equivalent to changing \( \lambda_p \) in the equation by a factor \( \mu^{-1} \).

**Assumption throughout this section.** Let us fix \( \lambda_p \) as the factor for which \( \| U_p \|_{p+1} = 1 \), so that, using \( U_p \) as test function, we obtain the following identity:

\[
\| \nabla U_p \|_2^2 = \lambda_p \| U_p \|_{p+1}^p = \lambda_p,
\]

(4.3)

so that it is equivalent to prove that \( \lambda_p \to \lambda_1 \) or to prove that \( \| \nabla U_p \|_2 \to \| \nabla \Phi_1 \|_2 \), when \( p \to 1 \). Recall that \( \Phi_1 \) has unit \( L^2 \)-norm.

We state now the main result of this section.

**Theorem 4.1.** Let \( U_p \) be a family of solutions of problem (4.1) with \( p \in [1, p_s) \), \( \| U_p \|_{p+1} = 1 \) and let \( \lambda_p > 0 \) be chosen according to (4.3). Then as \( p \to 1 \), \( \lambda_p \to \lambda_1 \), \( U_p \to \Phi_1 \) in \( L^\infty(\Omega) \), \( \nabla U_p \to \nabla \Phi_1 \) in \( (L^2(\Omega))^d \). Besides, there exist two constants \( 0 < c_0 < c_1 \) such that

\[
c_0^{p-1} \lambda_1 \leq \lambda_p \leq c_1^{p-1} \lambda_1.
\]

Moreover, there exists constants \( 0 < \tilde{k}_0(p) \leq \tilde{k}_1(p) \) such that \( \tilde{k}_i(p) \to 1 \) as \( p \to 1^+ \), such that

\[
\tilde{k}_0(p) \leq \frac{U_p(x)}{\Phi_1(x)} \leq \tilde{k}_1(p), \quad \text{for all } x \in \overline{\Omega}.
\]

4.1. Proof of Theorem 4.1

The proof of the above theorem will be divided into several steps. Our first result in this connection is the following:

**Lemma 4.2.** Let \( U_p \) be a solution of problem (4.1) with \( p \in [1, p_s) \), \( \| U_p \|_{p+1} = 1 \) and let \( \lambda_p > 0 \) be chosen according to (4.3). If there is a constant \( A > 0 \) such that

\[
0 < \lambda_p \leq A < \infty,
\]

then \( U_p \to \Phi_1 \) in \( L^q(\Omega) \) for any \( 0 < q < 2^* \), and \( \lambda_p \to \lambda_1 \).
Proof. Since \( U_p \) is a solution to the elliptic problem (4.1) with \( \|U_p\|_{p+1} = 1 \) we have that the hypotheses together with the energy identity (4.3) give:

\[
0 < \lambda_p = \| \nabla U_p \|_2^2 \leq A < \infty,
\]

which proves that \( \lambda_p = \| \nabla U_p \|_2^2 \) is uniformly bounded for all \( p \in [1, p_s) \). Hence we can guarantee that there exists a subsequence \( \nabla U_{p_n} \) that converges weakly in \( L^2(\Omega) \) to a function \( W \). Moreover, by Kondrachov’s compactness theorem there is a (maybe different) subsequence \( U_{p_n} \) that converges to \( V \) strongly in any \( L^q \) with \( 1 \leq q < 2^* \). Strong convergence implies that \( \|V\|_2 = 1 \), hence \( V \) cannot be identically zero. Moreover, it is well known that in this case \( W = \nabla V \). Next, we show that \( U_{p_n} \to V \) in \( L^1(\Omega) \):

\[
\int_{\Omega} |U_{p_n} - V| \, dx \leq \int_{\Omega} |U_{p_n} - U_{p_n}| \, dx + \int_{\Omega} |U_{p_n} - V| \, dx = \int_{\Omega} |U_{p_n} - 1| |U_{p_n} - V| \, dx + \int_{\Omega} |U_{p_n} - V| \, dx,
\]

where the second integral converges to zero since \( U_{p_n} \to V \) in \( L^1(\Omega) \), while for the first we have to use a numerical inequality:

\[
|a^2 - 1| \leq \left( \frac{a^b + 1}{b} \right) z \quad \text{for all} \ a > 0, \ 0 \leq z \leq b
\]

which we will prove at the end of the proof. Using the above numerical inequality in the first step for \( a = U_{p_n} > 0 \) and \( 0 \leq z = p_n - 1 \leq b = 2^* - 2 = 4/(d - 2) \), we obtain:

\[
\int_{\Omega} |U_{p_n} - 1| |U_{p_n} - V| \, dx \leq (p_n - 1) \int_{\Omega} \left( \frac{U_{p_n}^b + 1}{U_{p_n}} \right) U_{p_n} \, dx \leq \frac{p_n - 1}{b} \int_{\Omega} \left( U_{p_n}^{b+1} + b \right) \, dx
\]

\[
\leq \frac{p_n - 1}{b} \left[ b |\Omega| + |\Omega|^1 \int_{\Omega} U_{p_n}^{2^*} \, dx \right]^{b+1} \]

\[
\leq \frac{p_n - 1}{b} \left[ 2^* |\Omega| + |\Omega|^1 \int_{\Omega} |\nabla U_{p_n}|^2 \, dx \right]^{b+1}
\]

\[
= \frac{p_n - 1}{b} \left[ 2^* |\Omega| + |\Omega|^1 \int_{\Omega} (S_2 \lambda_p \lambda_p)^{b+1} \right] \leq \frac{p_n - 1}{b} \left[ 2^* |\Omega| + |\Omega|^1 \int_{\Omega} (S_2 \lambda_p \lambda_p)^{b+1} \right],
\]

since \( b + 1 \leq 2^* - 1 = p_s = (d + 2)/(d - 2) \), we can use Sobolev and Hölder inequalities, and the fact that the \( L^2 \)-norm of the gradient, or equivalently \( \lambda_p \), is uniformly bounded by \( A \).

Now, we identify the limits. For all \( 1 \leq p < p_s \):

\[
\lambda_p \int_{\Omega} U_p^b \Phi_1 \, dx = - \int_{\Omega} \Phi_1 \Delta U_p \, dx = \int_{\Omega} \nabla U_p \cdot \nabla \Phi_1 \, dx = - \int_{\Omega} U_p \Delta \Phi_1 \, dx = \lambda_1 \int_{\Omega} U_p \Phi_1 \, dx \quad (4.6)
\]

such equalities hold by the weak form of the equation satisfied by \( U_p \) and since both \( U_p \) and \( \Phi_1 \) are in \( W_0^{1,2}(\Omega) \). Take any subsequence of \( p_n \) such that \( \lambda_{p_n} \) converges. Let \( A = \lim_{k \to \infty} \lambda_{p_{n_k}} \). Taking limits as \( k \to \infty \) so that \( p_{n_k} \to 1 \) in the above expression to get:

\[
A \int_{\Omega} V \Phi_1 \, dx = \lambda_1 \int_{\Omega} V \Phi_1 \, dx,
\]

since we know that both \( U_{p_{n_k}}^{-1} \) and \( U_{p_{n_k}} \) converge to \( V \). We conclude that \( \lim_{k \to \infty} \lambda_{p_{n_k}} = \lambda_1 \). Since this holds for all subsequences, this means that \( \lim_{n \to \infty} \lambda_{p_n} = \lambda_1 \). We are now ready to identify \( V = \lim_{n \to \infty} U_{p_n} \), indeed we just notice that

\[
\int_{\Omega} \nabla V \cdot \nabla \psi \, dx - \lambda_1 \int_{\Omega} V \psi \, dx = \lim_{n \to \infty} \left[ \int_{\Omega} \nabla U_{p_n} \cdot \nabla \psi \, dx - \lambda_{p_n} \int_{\Omega} U_{p_n}^b \psi \, dx \right] = 0,
\]
where all the quantities have been shown to converge in such a way. The latter equality identifies $V$ as the unique ground state $\Phi_1$ such that $-\Delta \Phi_1 = \lambda_1 \Phi_1$ and $\| V \|_2 = \| \Phi_1 \|_2 = 1$.

Now we prove that for any subsequence $p_n \to 1$, we have $\lambda_{p_n} \to \lambda_1$, $U_{p_n} \to \Phi_1$ and consequently $U_{p_n}^{p_n} \to \Phi_1$. Suppose that there exists a sequence $p_n$ such that $\lim_{n} \lambda_{p_n} = A \neq \lambda_1$. We can repeat the first steps to conclude that there is a subsequence $U_{p_{nk}}$ that converges strongly in $L^1$ to some $V$ and such that $\nabla U_{p_{nk}}$ converges weakly in $L^2$ to $W = \nabla V$. Moreover, we also have that $U_{p_n} \to V$. Using formula (4.6), we have that

$$
\lambda_{p_{nk}} \int_{\Omega} U_{p_{nk}}^{p_n} \Phi_1 \, dx = \lambda_1 \int_{\Omega} U_{p_{nk}} \Phi_1 \, dx,
$$

and taking the limit as $k \to \infty$ we get a contradiction, since $\lim_{k} \lambda_{p_{nk}} = \lambda_1$. The proof is concluded once we prove the numerical inequality:

$$
|a^z - 1| \leq \max\left\{ \frac{a^b - 1}{b}, \frac{1}{a} \right\} \leq \left( \frac{a^b}{b} + \frac{1}{a} \right) z \quad \text{for all} \ a > 0, \ 0 \leq z \leq b.
$$

We prove it first for $a > 1$: since the function $f(z) = a^z - 1$ is convex, it lies below the secant $(a^b - 1)z/b$ for all $0 \leq z \leq b$, hence the inequality $|a^z - 1| = a^z - 1 \leq (a^b - 1)z/b$ when $a > 1$ and $0 \leq z \leq b$. When $0 < a < 1$, we see that $|a^z - 1| = 1 - a^z$. We see that $f(z) = 1 - a^z = z/a$ when $z = 0$, and that $f'(z) = -\log(a)a^z \leq \log(1/a) \leq 1/a$, hence the desired inequality is valid also when $0 < a < 1$. \qed

In view of this result, we need to prove the upper bound $\lambda_p \leq A$. The proof is based on an idea of Brezis and Turner [12], that have obtained global absolute upper bounds for the solution. Here we need absolute bounds for the constant $\lambda_p$, something which is strictly related to the problem of absolute bounds for solutions. This method relies on an Hardy-type inequality, which holds for a large class of domains, but only in the range $1 \leq p \leq (d + 1)/(d - 1)$. If one wants to deal with the full range of exponents $1 \leq p < p_*$, one has to proceed as Gidas, Ni and Nirenberg [26] when the domain is convex, or as de Figueiredo, Lions and Nussbaum [16] which extend the ideas of [26] to more general domains. The difference between weak and very weak solutions may help in understanding all of these critical exponents: for example when $(d + 1)/(d - 1) < p < p_*$, there exist very weak solutions which are not weak (energy) solutions and can have singularity at some prescribed points of the boundary, the trace being elsewhere zero, see for example [18].

**Proposition 4.3.** The following Hardy-type inequality holds true whenever $\Omega$ has a finite inradius and satisfies a uniform exterior ball condition:

$$
\left\| \frac{f}{\Phi_1} \right\|_q \leq H_{r,d} \| \nabla f \|_2 \quad \text{if} \ f \in W^{1,2}_0(\Omega), \ 0 < q \leq \frac{2d}{d - 2 + 2r}, \ \text{and} \ 0 \leq r \leq 1,
$$

where $\Phi_1$ is the unique positive ground state of the Dirichlet Laplacian on $\Omega$, and $H_{r,d}$ is a suitable positive constant that depends only on $r$, $d$ and $|\Omega|$ and is given at the end of the proof.

**Proof.** The proof is obtained by making use of the standard Hardy inequality:

$$
\left\| \frac{f}{\text{dist}(\cdot, \partial \Omega)} \right\|_2 \leq H_0 \| \nabla f \|_2 \quad \text{for all} \ f \in W^{1,2}_0(\Omega),
$$

which holds whenever $\Omega$ has a finite inradius and satisfies a uniform exterior ball condition, see for instance [15, Section 1.5]. We combine such Hardy inequality with the standard Sobolev imbedding $\| f \|_{2^*} \leq S^*_2 \| \nabla f \|_2$ as follows:

$$
\int_{\Omega} \frac{f^q}{\text{dist}(x, \partial \Omega)^{q}} \, dx = \int_{\Omega} \frac{f^{r q}}{\text{dist}(x, \partial \Omega)^{q}} u^{(1-r)q} \, dx
$$

$$
\leq \left[ \int_{\Omega} \left( \frac{f^{r q}}{\text{dist}(x, \partial \Omega)^{q}} \right)^{\gamma} \, dx \right]^\frac{1}{\gamma} \left[ \int_{\Omega} \left( f^{(1-r)q} \right)^{\gamma r} \, dx \right]^\frac{1}{\gamma r}
$$
Proposition 4.4. the following upper bound holds true

\[
= (a) \left[ \int_\Omega \frac{u^2}{\text{dist}(x, \partial \Omega)^2} \, dx \right]^{\frac{r}{2}} \left[ \int_\Omega f^{\frac{2(1-r)q}{2-rq}} \, dx \right]^{\frac{2-rq}{2}} \\
\leq (b) \left[ H_0 \| \nabla f \|_2 \right]^{r q} \| \Omega \|^{1-q \frac{d-2+2r}{2-rq}} S_2^{1-r} \| \nabla f \|_2^{(1-r)q},
\]

where in (a) we have set \( \gamma = 2/rq \geq 1 \) and \( \gamma/(\gamma - 1) = 2/(2 - rq) \), for any \( 0 \leq r \leq 1 \), while in (b) we have used the above Hardy inequality and we have estimated the second integral with the Hölder inequality:

\[
\left[ \int_\Omega f^{\frac{2(1-r)q}{2-rq}} \, dx \right]^{\frac{2-rq}{2}} = \| f \|^{(1-r)q} \leq \| \Omega \|^{1-q \frac{d-2+2r}{2-rq}} \| f \|_2^{(1-r)q}
\]

\[
\leq \| \Omega \|^{1-q \frac{d-2+2r}{2-rq}} S_2^{1-r} \| \nabla f \|_2^{(1-r)q},
\]

and in order to use Sobolev inequality, we need

\[
\frac{(1 - r)q}{\gamma - 1} = \frac{2(1 - r)q}{2 - rq} \leq 2^* \quad \text{that is} \quad q \leq \frac{2d}{d - 2 + 2r}.
\]

We have obtained so far

\[
\left[ \int_\Omega \frac{u^q}{\text{dist}(x, \partial \Omega)^q} \, dx \right]^{\frac{1}{q}} \leq H_0^{\frac{1}{q}} \| \Omega \|^{\frac{1-q \frac{d-2+2r}{2-rq}}{q}} S_2^{1-r} \| \nabla f \|_2.
\]

(4.8)

We conclude the proof by noticing that, since there exists two positive constants \( c_0, c_1 \) depending only on the dimension \( d \geq 3 \), such that

\[
c_0 \text{dist}(\cdot, \partial \Omega) \leq \Phi_1(\cdot) \leq c_1 \text{dist}(\cdot, \partial \Omega) \quad \text{in} \quad \Omega.
\]

We combine the above lower bound together with (4.8) to get the desired inequality (4.7)

\[
\left[ \int_\Omega \frac{u^q}{\Phi_1^q} \, dx \right]^{\frac{1}{q}} \leq \frac{1}{c_0} \left[ \int_\Omega \frac{u^q}{\text{dist}(x, \partial \Omega)^q} \, dx \right]^{\frac{1}{q}} \leq H_0^{\frac{1}{q}} \| \Omega \|^{\frac{1-q \frac{d-2+2r}{2-rq}}{q}} S_2^{1-r} \| \nabla f \|_2 := H_{r,d} \| \nabla f \|_2. \quad \Box
\]

We are now ready to prove the upper bounds for \( \lambda_p \).

**Proposition 4.4.** Let \( 1 < p < (d + 1)/(d - 1) \) and \( d \geq 3 \) and \( \lambda_p \) be such that \( \| U_p \|_{p+1} = 1 \), as in (4.3). Then the following upper bound holds true

\[
\frac{\lambda_p}{\lambda_{1}} \left( \frac{d-1-p(d-1)/(p+1)}{2(p-1)} \right)^{\frac{2p}{p+1}} \left( \int_\Omega \Phi_1 \, dx \right)^{2} H_{r,d}^{(d-1)p+d+1}.
\]

(4.9)

**Proof.** Testing Eq. (4.1) with \( \Phi_1 \) yields, as in (4.6),

\[
\lambda_p \int_\Omega U_p \Phi_1 \, dx = \lambda_1 \int_\Omega U_p \Phi_1 \, dx \quad \text{or} \quad \frac{\lambda_p}{\lambda_1} \int_\Omega U_p \Phi_1 \, dx = \int_\Omega U_p \Phi_1 \, dx
\]

that gives

\[
\frac{\lambda_p}{\lambda_1} \int_\Omega U_p \Phi_1 \, dx = \int_\Omega U_p \Phi_1 \, dx \leq \left( \int_\Omega U_p \Phi_1 \, dx \right)^{\frac{1}{p}} \left( \int_\Omega \Phi_1 \, dx \right)^{\frac{1}{p}},
\]

where we have used Hölder inequality in the last step. We have obtained that

\[
\int_\Omega U_p \Phi_1 \, dx \leq \left( \frac{\lambda_1}{\lambda_p} \right)^{\frac{p}{p+1}} \int_\Omega \Phi_1 \, dx.
\]

(4.10)
Next we calculate:

\[ 1 = \int_{\Omega} U_p^{\beta+1} \, dx = \int_{\Omega} (U_p^{\beta} \Phi_1)^{\alpha} \left( \frac{U_p^{\beta} \Phi_1}{q r} \right)^{1-\alpha} \, dx \leq (a) \left[ \int_{\Omega} U_p^{\beta} \Phi_1 \, dx \right]^{\alpha} \left[ \int_{\Omega} U_p^{\beta} \Phi_1 \, dx \right]^{\alpha-1} \left( \int_{\Omega} \Phi_1 \, dx \right)^{1-\alpha} \]

\[ \leq (b) \left[ \left( \frac{\lambda_1}{\lambda_p} \right)^{\frac{\beta}{1+\alpha}} \int_{\Omega} \Phi_1 \, dx \right]^{\alpha} \left\| U_p^{\beta} \Phi_1 \right\|_q^{q(1-\alpha)} \leq (c) \left[ \left( \frac{\lambda_1}{\lambda_p} \right)^{\frac{\beta}{1+\alpha}} \int_{\Omega} \Phi_1 \, dx \right]^{\alpha} \left( H_{r,d} \| \nabla U_p \|_2 \right)^{q(1-\alpha)} \]

\[ = (d) \left[ \left( \frac{\lambda_1}{\lambda_p} \right)^{\frac{\beta}{1+\alpha}} \int_{\Omega} \Phi_1 \, dx \right]^{\alpha} \left( H_{r,d} \lambda_p \right)^{(1-\alpha)p+1}, \]

where in (a) we have used Hölder inequality with conjugate exponents 1/\alpha and \alpha/(1 - \alpha), for some \alpha \in (0, 1) to be fixed later. We have also put,

\[ p + 1 = \alpha p + (1 - \alpha)q \text{ and } \alpha = r(1 - \alpha)q \]

which is equivalent to fix the values of \( q \) and \( r \) (as functions of 1 \leq p < p_s and 0 < \alpha < 1) as follows:

\[ q = p + \frac{1}{1 - \alpha} \text{ and } r = \frac{1}{(1 - \alpha)q} = \frac{\alpha}{1 + (1 - \alpha)p}, \]

we notice that 0 \leq r < 1 since 0 < \alpha < 1 and \( p \geq 1 \). In (b) we have used the upper bounds (4.10), while in (c) we have used the Hardy inequality (4.7), for which we have to check that \( q \leq 2d/(d - 2 + 2r) \), that is equivalent to

\[ p + \frac{1}{1 - \alpha} \leq \frac{2d}{d - 2 + 2\alpha/(1+\alpha-p)}, \text{ that is } \alpha \leq \frac{d + 2 - (d - 2)p}{2(d + 1) - (d - 2)p} < 1, \]

since \( p < p_s = (d + 2)/(d - 2) \) and hence 0 < d + 2 - (d - 2)p < 2(d + 1) - (d - 2)p. Finally, in the last step (d) we have used the identity \( \| \nabla U_p \|_2^2 = \lambda_p \| U_p \|_{p+1} = \lambda_p \) and the fact that \( q(1 - \alpha) = (1 - \alpha)p + 1 \).

We have obtained the desired upper bound (4.9):

\[ \lambda_p^{-\frac{p\alpha}{p-1} - \frac{(1-\alpha)p+1}{2}} \leq \left( \int_{\Omega} \Phi_1 \, dx \right)^{\alpha} \left( H_{r,d} \lambda_p \right)^{(1-\alpha)p+1}, \]

for any \( \alpha \in (0, 1) \) such that

\[ \frac{p\alpha}{p-1} - \frac{(1-\alpha)p+1}{2} \geq 0, \text{ that is } \alpha \geq \frac{p-1}{p}, \]

that is

\[ \frac{p-1}{p} \leq \alpha \leq \frac{d + 2 - (d - 2)p}{2(d + 1) - (d - 2)p} \]

which is nonempty only when \( p \leq (d + 1)/(d - 1) \). Letting now \( \alpha = 2/(d + 1) \) gives the desired upper bound (4.9), since

\[ \frac{p\alpha}{p-1} - \frac{(1-\alpha)p+1}{2} = \frac{-d - p^2 + 2p + d + 1}{2(d + 1)(p - 1)} = \frac{[d + 1 - p(d - 1)](p + 1)}{2(d + 1)(p - 1)}. \]

At this point we are able to prove the first part of Theorem 4.1.

**Proposition 4.5.** Let \( U_p \) be a family of solution of problem (4.1) with \( p \in [1, p_s) \), \( \| U_p \|_{p+1} = 1 \) and let \( \lambda_p > 0 \) be chosen according to (4.3). Then as \( p \to 1 \), \( \lambda_p \to \lambda_1 \), \( U_p \to \Phi_1 \) in \( L^\infty(\Omega) \), \( \nabla U_p \to \nabla \Phi_1 \) in \( (L^2(\Omega))^d \). Moreover, there exist two constants \( 0 < c_0 < c_1 \) such that

\[ c_0^{p-1} \lambda_1 \leq \lambda_p \leq c_1^{p-1} \lambda_1. \]  

(4.11)
The upper bound in (4.11) follows easily from (4.9). The lower bound will be proved later in (4.14). The only thing that remains to prove is the convergence in $L^\infty$ and the convergence of the gradients. We know that $U_p$ and $\Phi_1$ are Hölder continuous on the whole $\Omega$, and the $C^{0,\alpha}$-norm of both functions is uniformly bounded, say $\|U_p\|_{C^{0,\alpha}(\Omega)} + \|\Phi_1\|_{C^{0,\alpha}(\Omega)} \leq K$. Moreover combining the upper estimates for $\lambda_p$ of Proposition 4.4 (or of Proposition 4.7 when there is uniqueness of the stationary state) with Lemma 4.2 gives the convergence of $U_p \to \Phi_1$ in $L^q(\Omega)$ for any $1 \leq q < 2^*$. By the interpolation Lemma 5.9, we get that $U_p \to \Phi_1$ in $L^\infty(\Omega)$, since when $p \to 1$ we have:

$$
\|U_p - \Phi_1\|_{L^\infty} \leq C \|U_p - \Phi_1\|_{L^q(\Omega)} + C K^{1 - \theta} \|U_p - \Phi_1\|_{L^2} \to 0.
$$

As for the gradients, we use the Hardy inequality (4.7) with $r = 1$ and $q = 2$ applied to $U_p - \Phi_1 \in W_0^{1,2}(\Omega)$, to get:

$$
\int_\Omega \frac{|U_p - \Phi_1|^2}{\Phi_1^2} \, dx \leq H_{1,2} \int_\Omega |\nabla(U_p - \Phi_1)|^2 \, dx.
$$

Next, we analyse the right-hand side:

$$
\int_\Omega |\nabla(U_p - \Phi_1)|^2 \, dx = \int_\Omega |\nabla U_p|^2 \, dx + \int_\Omega |\nabla \Phi_1|^2 \, dx - 2 \int_\Omega \nabla U_p \cdot \nabla \Phi_1 \, dx,
$$

(a) $= \lambda_p \int_\Omega U_p^{p+1} \, dx + \lambda_1 \int_\Omega \Phi_1^2 \, dx - \lambda_p \int_\Omega U_p^p \Phi_1 \, dx - \lambda_1 \int_\Omega U_p \Phi_1 \, dx$

$$
\leq \lambda_p \int_\Omega U_p^p |U_p - \Phi_1| \, dx + \lambda_1 \int_\Omega |U_p - \Phi_1| \, dx,
$$

(b) $\leq \lambda_p \left[ \int_\Omega U_p^{p+1} \, dx \right]^{\frac{p}{p+1}} \left[ \int_\Omega |U_p - \Phi_1|^{p+1} \, dx \right]^{\frac{1}{p+1}} + \lambda_1 \left[ \int_\Omega |U_p - \Phi_1|^2 \, dx \right]^{\frac{1}{2}} \left[ \int \Phi_1^2 \, dx \right]^{\frac{1}{2}},
$$

where in (a) we have used formula (4.6) in the form:

$$
2 \int_\Omega \nabla U_p \cdot \nabla \Phi_1 \, dx = \lambda_p \int_\Omega U_p^p \Phi_1 \, dx + \lambda_1 \int_\Omega U_p \Phi_1 \, dx.
$$

As for (b) we have used Hölder inequality with conjugate exponents $(p + 1)/p$ and $p + 1$ for the first term, and Cauchy–Schwartz inequality for the second term. Putting all the pieces together we have obtained:

$$
\|U_p - \Phi_1\|_{L^2}^2 \leq \lambda_p \|U_p\|_{L^p+1}^p \|U_p - \Phi_1\|_{L^{p+1}} + \lambda_1 \|U_p - \Phi_1\|_{L^2} \to 0,
$$

since we already know by Lemma 4.2 that $U_p \to \Phi_1$ in $L^q(\Omega)$ for any $1 \leq q < 2^*$, and we also know that $p + 1 < 2^*$ since $p < p_1$. The sole requirement of Lemma 4.2 is that $\lambda_p \leq A$, and the uniform upper bound for $\lambda_p$ is guaranteed by Proposition 4.4 when $1 \leq p \leq (d + 1)/(d - 1)$ or by Proposition 4.7 when $U_p$ is a variational solution and $1 \leq p < p_1$. □

The last step in proving Theorem 4.1 consists in comparing solutions corresponding to different $p$ and $\lambda_p$, more precisely to show that there exist constants $0 < \tilde{k}_0(p) \leq \tilde{k}_1(p)$ such that $\tilde{k}_i(p) \to 1$ as $p \to 1^+$; $\Phi_1$ is the corresponding ground state, towards to $U_p$ converges as $p \to 1$.

**Proposition 4.6.** Under the running assumptions on $U_p$ and $\Phi_1$, there exist constants $0 < \tilde{k}_0(p) \leq \tilde{k}_1(p)$ such that $\tilde{k}_i(p) \to 1$ as $p \to 1^+$, such that

$$
\frac{\tilde{k}_0(p)}{\Phi_1(x)} \leq \frac{\tilde{k}_1(p)}{\Phi_1(x)}, \quad \text{for all } x \in \Omega.
$$

(4.12)
**Proof.** The proof is divided in several steps.

- **Step 1. Convergence of the quotient in an inner region.** Proposition 4.5 implies that $U_p/\Phi_1 \to 1$ in any inner region in which $\Phi_1 \geq \sigma > 0$. In the sequel we will construct a special region as follows. By Lemma 2.4 we know that there exists a $\delta > 0$ such that

$$V_\delta = \{ x \in \Omega : d(x) < \delta \},$$

where $d(x) = \text{dist}(x, \partial \Omega) \in C^2(\Omega_\delta)$ and $d(x)$ is Lipschitz with constant 1, i.e. $|d(x) - d(y)| \leq |x - y|$, and $0 < c \leq |\nabla d(x)| \leq 1$, $-K \leq \Delta d(x) \leq K$ in $\Omega_\delta$. In the complement, $\Omega_\delta = \Omega - V_\delta$, we know that

$$\sigma \leq U_p(x), \Phi_1(x) \leq M \quad \text{for all } x \in \Omega_\delta,$$

so that, given $\varepsilon > 0$ for $p$ sufficiently close to 1 we have:

$$(1 - \varepsilon)\Phi_1(x) \leq U_p(x) \leq (1 + \varepsilon)\Phi_1(x) \quad \text{for all } x \in \Omega_\delta.$$  

It remains to prove that the above inequality extends to the thin region $V_\delta = \Omega - \Omega_\delta$, and this will be done in the next steps.

- **Step 2. Upper comparison near the boundary.** The upper estimate for $\lambda_p$ of Theorem 4.1 reads $\lambda_p \leq c_1^{p-1}\lambda_1$. Since we are working in the thin annular domain $V_\delta = \Omega \setminus \Omega_\delta$, and we know that $\Phi_1 = 0$ on $\partial \Omega$, we can assume (eventually by taking a smaller $\delta > 0$) that $(c_1(1 + \varepsilon)\Phi_1)^{p-1} \leq 1$ in $V_\delta$. As a consequence, we have that

$$\lambda_p((1 + \varepsilon)\Phi_1)^p \leq \lambda_1((1 + \varepsilon)\Phi_1)^{p-1}(1 + \varepsilon)\Phi_1 \leq \lambda_1(1 + \varepsilon)\Phi_1.$$  

This allows to compare $U_p$ and $\Phi_2 = (1 + \varepsilon)\Phi_1$ on the thin set $V_\delta$. We have $0 \leq U_p, (1 + \varepsilon)\Phi_1 \leq M$ in $\overline{V_\delta}$. The respective equations are:

$$\begin{align*}
-\Delta U_p &= \lambda_p U_p^p & \text{in } V_\delta, \\
-\Delta \Phi_2 &= -\Delta (1 + \varepsilon)\Phi_1 = \lambda_1(1 + \varepsilon)\Phi_1 \geq \lambda_p((1 + \varepsilon)\Phi_1)^p = \lambda_p \Phi_2^p & \text{in } V_\delta,
\end{align*}$$

and the boundary data

$$\begin{align*}
\Phi_2 &= U_p = 0 & \text{on } \partial \Omega, \\
\Phi_2 &\geq U_p \geq 0 & \text{on } \partial \Omega_\delta.
\end{align*}$$

We want to apply Theorem A.5 to obtain the comparison $U_p \leq (1 + \varepsilon)\Phi_1 = \Phi_2$ in $V_\delta$. We need a the following smallness condition on $V_\delta$:

$$|V_\delta| < \frac{\alpha d}{(2p\lambda_p M^{p-1})^d}.$$  

The above condition can be fulfilled just by choosing $\delta$ sufficiently small, and we can always do that independently of $\varepsilon$ small.

- **Step 3. Lower comparison near the boundary.** This part consists of two comparison arguments. First we observe that we can compare $U_p$ with a suitable harmonic function on $V_\delta$, namely

$$\begin{align*}
-\Delta U_p &= \lambda_p U_p^p \geq 0 & \text{in } V_\delta, \\
-\Delta U &= 0 & \text{in } V_\delta,
\end{align*}$$

and the boundary data

$$\begin{align*}
U &= U_p = 0 & \text{on } \partial \Omega, \\
U &\geq (1 - \varepsilon)\Phi_1 \leq U_p & \text{on } \partial \Omega_\delta
\end{align*}$$

we apply standard comparison to get $U \leq U_p$ in $V_\delta$.

Next we want to prove that $U \geq (1 - 2\varepsilon)\Phi_1$ on $V_\delta$ if $\delta$ is small enough. We define the function $w = (1 - \varepsilon)\Phi_1 - U$ that satisfies:

$$\begin{align*}
-\Delta w &= \lambda_1(1 - \varepsilon)\Phi_1 \leq c_0 \delta & \text{in } V_\delta, \\
w &= 0 & \text{on } \partial V_\delta,
\end{align*}$$

where $c_0 \delta$ is small enough.
and we compare \( \hat{w} = w / (c_0 \delta) \) with \( W \), which solves the following problem on the whole \( \Omega = \overline{\Omega}_0 \cup V_\delta \),
\[
\begin{aligned}
- \Delta W &= 1 & \text{in} & \ V_\delta , \\
W &= 0 & \text{on} & \ \partial \Omega .
\end{aligned}
\]

By comparison, we have that \( \hat{w} \leq W \) in \( V_\delta \), which means \( w(x) \leq c_0 \delta W(x) \). Moreover, we know that the function \( W \) satisfies \( W(x) \leq c_1 d(x) \leq c_2 \Phi_1(x) \) since we know that \( \Phi_1 \geq c d(x) \). Summing up we have proved that
\[
w(x) \leq c_0 \delta W(x) \leq c_1 \delta d(x) \leq c_2 \delta \Phi_1(x),
\]
recalling that \( w = (1 - \varepsilon) \Phi_1 - U, \) the above inequality gives:
\[
[(1 - \varepsilon) - c_2 \delta] \Phi_1 \leq U.
\]

Now putting \( c_2 \delta = \varepsilon \) we get the result, when \( \delta \) is small enough.

\bullet Conclusion. The two above steps imply that given \( \varepsilon > 0 \) there exist a \( \delta > 0 \) and \( \rho_\varepsilon > 1 \) such that the above two steps hold, and
\[
(1 - 2\varepsilon) \Phi_1 \leq U_\rho \leq (1 + \varepsilon) \Phi_1 \ \text{in} \ \Omega . \quad \Box
\]

Combining Proposition 4.5 with Proposition 4.6 we get the full statement of Theorem 4.1. \( \Box \)

### 4.2. Additional bounds on \( \lambda_p \)

We shall also prove suitable lower bounds for \( \lambda_p \), both for the sake of completeness and because they will be used in Section 5.3. These bounds are easier to obtain than the upper bounds.

(i) Using \( U_\rho \) as test function, we obtain the global energy equality \( \lambda_p \| U_\rho \|^p_{p+1} = \| \nabla U_\rho \|^2_2 \), that combined with the Sobolev inequality,
\[
\| f \|_{p+1} \leq |\Omega|^{1/p+1} \| f \|_{2^*} \leq |\Omega|^{1/p+1 - 1/2} S_2 \| \nabla f \|_2 ,
\]
gives, recalling that we have chosen \( \lambda_p \) in such a way that \( \| U_\rho \|_{p+1} = 1 \),
\[
\frac{1}{|\Omega|^{2/p+1 - 2}} \leq \left[ \int_\Omega U_\rho^{2^*} \ dx \right]^{\frac{2}{2^*}} \leq \frac{1}{S_2^2} \| \nabla U_\rho \|_2^2 = S_2^2 \lambda_p \| U_\rho \|_{p+1} = S_2^2 \lambda_p .
\]

We can rewrite the lower bound as follows:
\[
\frac{1}{S_2^2 |\Omega|^{2/p+1 - 2}} \leq \lambda_p \quad \text{and for} \ p \to 1 \quad \frac{1}{S_2^2 |\Omega|^{1-\frac{2}{p}}} \leq \lambda_1 . \quad (4.13)
\]

(ii) Other lower bounds can be obtained by combining Hölder, Poincaré and Sobolev inequalities:
\[
\| U_\rho \|^2_{p+1} \leq \| U_\rho \|^2_{2^*} \| U_\rho \|_2^{2(1-\theta)} \leq \frac{(\lambda_1 S_2^2)^\theta}{\lambda_1} \| \nabla U_\rho \|_2^2 \quad \text{with} \ \theta = \frac{d(p-1)}{2(p+1)}
\]
which gives,
\[
\lambda_p = \int_\Omega |\nabla U_\rho |^2 \ dx \geq \frac{\lambda_1}{(\lambda_1 S_2^2)^\theta} \| U_\rho \|^2_{p+1} = \lambda_1 (\lambda_1 S_2^2)^{-\frac{d(p-1)}{2(p+1)}} \quad (4.14)
\]
since we have chosen \( \lambda_p \) in such a way that \( \| U_\rho \|_{p+1} = 1 \).

The case of variational solutions. Other estimates for \( \lambda_p \) can be easily obtained in the case in which solutions are minima of a suitable functional, this happens for instance in the case of domains \( \Omega \) for which the solution is unique, hence they are minima, since a solution which is a minima always exists as a consequence of Kondrachov’s compactness theorem.
When the solution of the elliptic problem (4.1) are minima of a suitable functional, namely when we consider the homogeneous functional,

\[ J_p[u] = \frac{\int_{\Omega} |\nabla u|^2 \, dx}{(\int_{\Omega} u^{p+1} \, dx)^{\frac{2}{p+1}}} \]

defined on \( W_0^{1,2}(\Omega) \), and we seek for its minimum under the restriction \( \|u\|_{p+1} = 1 \), we can define:

\[ \lambda_p = \inf_{u \in X_p} J_p[u] = \inf_{u \in X_p} \int_{\Omega} |\nabla u|^2 \, dx \quad \text{where} \quad X_p = \{ u \in W_0^{1,2}(\Omega) \mid \|u\|_{p+1} = 1 \} . \]

Let \( U_p \in X_p \) be a solution to the elliptic problem (4.1) with \( \lambda_p \) defined as above. Estimates in this case are simpler and hold for any \( 1 \leq p < p_1 \).

**Proposition 4.7.** Under the above assumptions, if \( U_p \) is a minimum for the functional \( J_p \) on the set \( X_p \), then it is a positive weak (hence classical) solution to the elliptic problem (4.1). Moreover the following estimates hold:

\[ (S_2 \lambda_1) \frac{d(p-1)}{2(p+1)} \lambda_p \leq \frac{\inf_{u \in X_p} J_p[u]}{\inf_{u \in X_1} J_1[u]} \leq |\Omega|^{\frac{p-1}{p+1}}, \]

where \( \lambda_1 \) is the first eigenvalue of the Dirichlet Laplacian on \( \Omega \), and \( S_2 \) is the constant on the Sobolev imbedding from \( W_0^{1,2}(\Omega) \). As a consequence, \( \lambda_p \to \lambda_1 \) as \( p \to 1^+ \).

**Proof.** It is a standard fact in calculus of variations to see that a minimum of \( J_p \) is a weak solution to the elliptic problem under consideration. We can now prove the upper estimate:

\[ \lambda_p = \inf_{u \in X_p} \int_{\Omega} |\nabla u|^2 \, dx = \inf_{u \in W_0^{1,2}((\Omega))} \frac{\int_{\Omega} |\nabla u|^2 \, dx}{(\int_{\Omega} u^{p+1} \, dx)^{\frac{2}{p+1}}} \leq \frac{\int_{\Omega} |\nabla \Phi_1|^2 \, dx}{(\int_{\Omega} \Phi_1^{p+1} \, dx)^{\frac{2}{p+1}}} \leq \lambda_1 |\Omega|^{\frac{p-1}{p+1}}, \]

if we moreover assume \( \|\Phi_1\|_2 = 1 \) (not restrictive). We have just used the fact that \( \Delta \Phi_1 = \lambda_1 \Phi_1 \) together with Hölder inequality \( \|\Phi_1\|^2 \leq |\Omega|^{\frac{p-1}{p+1}} \|\Phi_1\|_{p+1}^2 \). The lower estimates are exactly the same as (4.14) and we do not repeat the proof here. \( \square \)

5. Convergence with rates for \( m \) near one

The idea of this section is simple, but the technical details lengthy. Since the lower bound for the decay rates in the linear case \( m = 1 \) is just \( \lambda_0 \epsilon = \lambda_2 - \lambda_1 > 0 \), it must be also positive for \( m \) near \( 1 \) by continuity. Putting the details into this program is not so easy and we present below the part that we have been able to prove. The section starts by proving a suitable Poincaré inequality. It continues by estimating the constant \( c \) that enters the elliptic problem and proving that it tends to \( \lambda_1 \) as it should. These two ingredients allow to state and prove our main results about convergence with rate.

5.1. Weighted Poincaré inequality

We recall that putting \( p = 1/m \) and \( S_m = u^p \) we get a solution \( S_m \) to

\[
\begin{align*}
-\Delta S_m &= \lambda_m S_m & \text{in } \Omega, \\
S_m &> 0 & \text{in } \Omega, \\
S_m &= 0 & \text{on } \partial \Omega,
\end{align*}
\]

for which we know, by Theorem 4.1, that \( 1 = \|S_m\|_{m+1} = \|\Phi_1\|_2 \) and, as \( m \to 1^- \), \( \lambda_m \to \lambda_1 \), and \( \bar{k}_0(1/m) \Phi_1 \leq S_m^m \leq \bar{k}_0(1/m) \Phi_1 \), with \( \lim_{m \uparrow 1} \bar{k}_1(1/m) = 1 \). Hence setting \( k_1(m) := \bar{k}_1(1/m) \) we have:

\[(H_m) \quad \text{For any } m \leq (d - 2)/(d + 2) \leq 1 \text{ there exist constants, } k_1(m) \text{ with } \lim_{m \uparrow 1} k_1(m) = 1, \text{ such that the stationary solutions } S_m(x) \text{ satisfy the bound,}

\[ k_0(1/m) \Phi_1(x) \leq S_m^m(x) \leq k_1(m) \Phi_1(x) \quad \text{for any } x \in \overline{\Omega} . \]

(5.1)
Theorem 5.1 (Weighted Poincaré inequality). Let $f \in W^{1,2}_0(\Omega)$ and $g = f/\Phi$. Let $S_m$ be a weight satisfying (H$_m$). Then the following inequality holds:

$$\frac{\Delta k_0(m)^2}{k_1(m)^2\|S_m\|_{\infty}^{1-m}} \int_{\Omega} |g - \bar{g}|^2 S_m^{1+m} \, dx \leq \int_{\Omega} |\nabla g|^2 S_m^{2m} \, dx,$$

where $\Delta = \lambda_2 - \lambda_1 > 0$ is the optimal constant in the intrinsic Poincaré inequality (3.8), and

$$\bar{g} = \frac{\int_{\Omega} g S_m^{1+m} \, dx}{\int_{\Omega} S_m^{1+m} \, dx}.$$

Proof. Notice first that, by (H$_m$), $\Phi_1^2(x) \leq S_m^{2m} / k_0(m)^2$. As a consequence,

$$\int_{\Omega} |\nabla g|^2 \Phi_1^2 \, dx \leq \frac{1}{k_0(m)^2} \int_{\Omega} |\nabla g|^2 S_m^{2m} \, dx. \quad (5.3)$$

Moreover

$$\Phi_1^2(x) \geq \frac{S_m^{2m}}{k_1(m)^2} \geq \frac{S_m^{1+m}}{k_1(m)^2\|S_m\|_{\infty}^{1-m}}, \quad (5.4)$$

where we used again (H$_m$) and the fact that $S_m^{2m}(x) \geq \|S_m\|_{\infty}^{m-1} S_m^{1+m}$, valid since $m < 1$. Therefore

$$\int_{\Omega} |g - \Phi_1|^2 \Phi_1^2 \, dx \geq \frac{1}{k_1(m)^2\|S_m\|_{\infty}^{1-m}} \int_{\Omega} |g - \Phi_1|^2 S_m^{1+m} \, dx \geq \frac{1}{k_1(m)^2\|S_m\|_{\infty}^{1-m}} \int_{\Omega} |g - \bar{g}|^2 S_m^{1+m} \, dx, \quad (5.5)$$

where the last inequality follows by Lemma 5.2.

Putting together the latter inequalities yields (5.2)

$$\frac{\Delta}{k_1(m)^2\|S_m\|_{\infty}^{1-m}} \int_{\Omega} |g - \bar{g}|^2 S_m^{1+m} \, dx \leq \frac{\Delta}{k_1(m)^2\|S_m\|_{\infty}^{1-m}} \int_{\Omega} |g - \Phi_1|^2 \Phi_1^2 \, dx \leq \int_{\Omega} |\nabla g|^2 \Phi_1^2 \, dx \leq \frac{1}{k_0(m)^2} \int_{\Omega} |\nabla g|^2 S_m^{2m} \, dx. \quad \square$$

We now recall the following well-known result which has been used in the above proof. Hereafter, $f_\mu := \mu(X)^{-1} \int_X f \, d\mu$ where $\mu$ is any nonnegative bounded measure.

Lemma 5.2. Let $f \in L^2(X, d\mu)$, with $\mu(X) < \infty$. Then we have:

$$\|f - f_\mu\|_{L^2(X, d\mu)} \leq \|f - c\|_{L^2(X, d\mu)}, \quad \text{for all } c \in \mathbb{R}. \quad (5.6)$$

Proof. By expanding the square:

$$\|f - c\|_{L^2(X, d\mu)}^2 = \int_X |f - c|^2 \, d\mu = \mu(X) \int_X \left[ f^2 - 2cf + c^2 \right] \frac{d\mu}{\mu(X)} = \mu(X) \left[ \int_X \frac{f^2 d\mu}{\mu(X)} - 2c \int_X \frac{d\mu}{\mu(X)} + c^2 \right] = \mu(X) \left[ \int_X f^2 \frac{d\mu}{\mu(X)} - 2cf_\mu + c^2 \right] \geq \mu(X) \left[ \frac{\|f\|_{L^2(X, d\mu)}^2}{\mu(X)} - (f_\mu)^2 \right] = \|f\|_{L^2(X, d\mu)}^2 - \mu(X)(f_\mu)^2 = \|f - f_\mu\|_{L^2(X, d\mu)}^2. \quad \square$$
Theorem 5.3. Let $f \in W^{1,2}_0(\Omega)$ and $g = f / \Phi_1$. Let $S_{c,m}$ be as above. Then the following inequality holds:

$$\frac{A k_0(m)^2}{k_1(m)^2 \| S_{c,m} \|_{1-m}} \int_\Omega |g - \bar{g}|^2 S_{c,m}^{1+m} \, dx \leq \int_\Omega |\nabla g|^2 S_{c,m}^{2m} \, dx,$$

where $\Lambda = \lambda_2 - \lambda_1 > 0$ is the optimal constant in the intrinsic Poincaré inequality (3.8), and

$$\bar{g} = \int_\Omega g S_{c,m}^{1+m} \, dx / \int_\Omega S_{c,m}^{1+m} \, dx,$$

and we know that $\lim_{m \uparrow 1} k_1(m)/k_0(m) = 1$.

**Proof.** We use the preceding result and the following observation: it easy to check the relations between $S_m$ and $S_{c,m}$:

$$S_{c,m} = \left( \frac{\lambda m}{c} \right)^{\frac{1}{1-m}} S_m \quad \text{and} \quad \| S_{c,m} \|_{1-m} = \frac{\lambda m}{c} \| S_m \|_{1-m}.$$

We now plug the above equalities in the weighted Poincaré (5.2) to get:

$$\frac{A k_0(m)^2}{k_1(m)^2 \| S_{c,m} \|_{1-m}} \int_\Omega |g - \bar{g}|^2 \left( \frac{c}{\lambda m} \right)^{\frac{1+m}{1-m}} S_{c,m}^{1+m} \, dx \leq \int_\Omega |\nabla g|^2 \left( \frac{c}{\lambda m} \right)^{\frac{2m}{1-m}} S_{c,m}^{2m} \, dx,$$

that is exactly (5.7) since the factors $c/\lambda m$ simplify. $\Box$

5.2. Estimating the extinction time and the constant $c$

We need to estimate the extinction time $T = T(m, d, u_0)$ from above and from below, to obtain bounds on the constant $c = 1/(1 - m)T$ appearing in the rescaled equation (1.3) and the elliptic equation (1.5).

**Proposition 5.4.** Let $0 < m < 1$ and $u$ be the solution to the original problem (1.1) corresponding to an initial datum $u_0 \in L^1(\Omega)$ with $r > 1$ and $r \geq r_c = d (1 - m)/2$. Then its extinction time $T = T(m, d, u_0)$ satisfies the bounds:

$$\frac{1}{\lambda_1} \left[ \int_\Omega u_0(x) \Phi_1(x) \, dx \right]^{1-m} \leq (1 - m) T \leq \frac{(r + m - 1)^2}{4m(r - 1)} \frac{\lambda_1 S_2^{d(1-m)/d}}{\lambda_1} \| u_0 \|_{1-m}^{1-m}.$$  

(5.8)

Taking $r = 1 + m$, which amounts to ask $m > m_s = (d + 2)/(d - 2)$, we get:

$$\frac{1}{\lambda_1} \left[ \int_\Omega u_0(x) \Phi_1(x) \, dx \right]^{1-m} \leq (1 - m) T \leq \frac{(\lambda_1 S_2^{d(1-m)/m})}{\lambda_1} \| u_0 \|_{1-m}^{1-m}.$$  

(5.9)

**Corollary 5.5.** If $u_0 \in L^{m+1}(\Omega)$ and $m > m_s$ we have:

$$\lim_{m \to 1^-} \left( 1 - m \right) T(m, d, u_0) = \frac{1}{\lambda_1}.$$  

(5.10)

hence $c \to \lambda_1$ as $m \to 1$. Moreover, $(c/\lambda_1)^{1/(1-m)} = O(1)$ as $m \to 1$.

**Proof of Proposition 5.4.** We begin with the lower bound. We take $\Phi_1$ as test function and consider the solution $u$ to the original problem (1.1)

$$\begin{align*}
\left\{ 
\begin{array}{ll}
\ u_{\tau} = \Delta (u^m) & \text{in } (0, +\infty) \times \Omega, \\
\ u(0, x) = u_0(x) & \text{in } \Omega, \\
\ u(\tau, x) = 0 & \text{for } \tau > 0 \text{ and } x \in \partial \Omega,
\end{array}
\right.
\end{align*}$$


and derive the integral
\[
\left| \frac{d}{dt} \int_{\Omega} u(\tau, x) \Phi_1(x) \, dx \right| = \left| \int_{\Omega} (\Delta u^m(\tau, x)) \Phi_1(x) \, dx \right| = \left| \int_{\Omega} u^m(\tau, x) \Delta \Phi_1(x) \, dx \right|
\]
\[
= \left| \int_{\Omega} u^m(\tau, x) \lambda_1 \Phi_1(x) \, dx \right| = \lambda_1 \left| \int_{\Omega} u^m(\tau, x) \Phi_1(x) \, dx \right|
\]
\[
\leq \lambda_1 \left[ \int_{\Omega} u(\tau, x) \Phi_1(x) \, dx \right]^m \left[ \int \Phi_1(x) \, dx \right]^{1-m},
\]
where we have integrated by parts since both \( u \) and \( \Phi_1 \) are zero at \( \partial \Omega \), and we recall that \( \lambda_1 \Phi_1 = -\Delta \Phi_1 \). Integrating the differential inequality gives:
\[
\left[ \int u(t, x) \Phi_1(x) \, dx \right]^{1-m} \leq \left[ \int u(s, x) \Phi_1(x) \, dx \right]^{1-m} + \lambda_1 (1-m) \left[ \int \Phi_1(x) \, dx \right]^{1-m} (t-s)
\]
for any \( 0 \leq s, t \leq T \). Letting \( s = T \) and \( t = 0 \) gives the lower bound (5.8).

The upper bound follows by using Hölder, Sobolev and Poincaré inequalities in the form:
\[
\|f\|_q^2 \leq \|f\|_2^2 \|f\|_2^{(1-\theta)} \leq \frac{(\lambda_1 S_2^2)^\theta}{\lambda_1} \|\nabla f\|_2^2 \quad \text{with} \quad \theta = \frac{d(q-2)}{2q} \quad \text{and} \quad 2 \leq q \leq 2^*.
\]
We are going to use the above inequality for \( q = (2r)/(r + m - 1) \) and \( f = u^{r+m-1} \), noticing that \( q \in [2, 2^*] \) if and only if \( r \geq r_c = d(1-m)/2 \), which is
\[
\frac{\lambda_1}{(\lambda_1 S_2^2) \frac{d(1-m)}{r}} \|u\|^{r+m-1}_r \leq \|\nabla u\|^{r+m-1}_2.
\]
Differentiation of the \( L^r \)-norm gives when \( r > 1 \) and \( r \geq r_c = d(1-m)/2 \),
\[
\frac{d}{dt} \|u(t)\|_r^r = -\frac{4mr(r-1)}{(r + m - 1)^2} \int |\nabla u(t)|^{r+m-1}_2 \, dx \leq \frac{-4mr(r-1)}{(r + m - 1)^2} \frac{\lambda_1}{(\lambda_1 S_2^2) \frac{d(1-m)}{r}} \|u(t)\|^{r+(1-m)}_r (t-s),
\]
which is a closed differential inequality of the form \( Y' \leq -KY^{1-r} \), which integrated on \([s, t]\) gives:
\[
\|u(t)\|_r^{1-m} - \|u(s)\|_r^{1-m} \leq \frac{-4mr(r-1)}{(r + m - 1)^2} \frac{\lambda_1}{(\lambda_1 S_2^2) \frac{d(1-m)}{r}} \|u(t)\|^{r+(1-m)}_r (t-s),
\]
and gives the upper bound, just by letting \( s = 0 \) and \( t = T \).

5.3. Statement of the main convergence result

The next step consists in showing that these inequalities allow us to apply the decay results of Section 3.3. For that we need to estimate in a clear way the constant before the left integral in (5.7) and obtain a lower bound with a constant \( K \) independent of the particular solution \( S \). This is possible thanks to the following estimate:
\[
\|S_{c,m}\|_{1+m}^{1-m} = \frac{\lambda_m}{c} \|S_m\|_{1+m}^{1-m} \geq \frac{\lambda_m}{c} \|S_m\|_{1+m+1} = \frac{\lambda_m}{c} \left( \frac{1}{\|\Omega\|^{1+m}} \right) \geq \frac{\lambda_1}{c} \left( \frac{S_2^2 \lambda_1^{\frac{d}{2(1+m)}}}{\|\Omega\|^{1+m}} \right)^{\frac{m-1}{1-m}}
\]
which is true since \( \|S_m\|_{1+m+1} = 1 \) by construction and since the lower bound (4.14), rewritten for \( p = 1/m \), reads
\[
\frac{\lambda_m}{\lambda_1} \geq (S_2 \lambda_1)^{\frac{d(1-m)}{2(1+m)}}.
\]
This means that the weighted Poincaré inequality mentioned in Section 3.3 holds in the form:
\[
Ke \int_{\Omega} S^{m+1}_c |g - \bar{g}|^2 \, dx \leq \int_{\Omega} S^{2m}_c |
\]
with
\[ K = K(m) = \frac{(\lambda_2 - \lambda_1)k_0(m)^2}{\lambda_1k_1(m)^2} \left[ (S_2\lambda_1)^{\frac{d}{2}} \Omega \right]^{\frac{1-m}{1+m}}. \]

At this moment, we see that the necessary condition to obtain decay is then
\[ F(m) := mK(m) - 2(1 - m) > 0, \]
in other words, \( m > 2/(2 + K(m)) \). But since \( F(1) = (\lambda_2 - \lambda_1)/\lambda_1 > 0 \), it follows that there is an \( m_r < 1 \) such that for all \( m_r < m < 1 \) we have that \( F(m) > 0 \). Note that \( m_r \) changes with the geometry of the domain. It may be objected that \( m_r \) is given in a very implicit way. However, given an estimate of the form \( k_1(m)/k_0(m) \leq C \) when \( m < m_r < 1 \), then \( 1 - m_r \) can be explicitly estimated from below in terms of \( C, \lambda_1, \lambda_2, S_2 \) and \( |\Omega| \). We shall provide suitable explicit bounds for \( k_1(m) \) in a forthcoming paper [9], see also Theorem A.4.

We can now state the rescaled version of the asymptotic convergence result. The rate will involve the expression:
\[ \gamma_0(m) = \frac{1}{(1 - m)T} \left[ m \left( \frac{\lambda_2}{\lambda_1} - 1 \right) \frac{k_0(m)^2}{k_1(m)^2} \left[ (S_2\lambda_1)^{\frac{d}{2}} |\Omega| \right]^{\frac{1-m}{1+m}} - 2(1 - m) \right] > 0, \]  
(5.13)

where \( m_r < m < 1 \), the constants \( k_1(m) \to 1 \) as \( m \to 1 \), cf. Theorem 4.1 (rewritten there with \( p = 1/m \)). We recall that by Proposition 5.4 the quantity \( (1 - m)T \) appearing in (5.13) can be explicitly estimated from above and below in terms of \( u_0 \) and moreover, by Corollary 5.5, we have that \( \lim_{m \to 1} 1/(1 - m)T = \lambda_1 \).

**Theorem 5.6 (Rates of convergence, rescaled version).** Let \( \max\{m_r, m_c\} < m < 1 \). Let \( v \) be the rescaled solution corresponding to an initial datum \( u_0 \) as in Theorem 2.1, which converge to its unique stationary profile \( S \). Let \( \gamma < \gamma_0 \) then for all \( t > t_0 \), with \( t_0 \) sufficiently large, we have the following entropy decay formula:
\[ \mathcal{E}[\theta(t)] \leq e^{-\gamma(t-t_0)} \mathcal{E}[\theta(t_0)]. \]  
(5.14)

In other words, the weighted \( L^2 \)-norm decays with rate \( \gamma \), more precisely there exists constants \( \kappa_1 > 0 \) and a time \( t_0 > 0 \) such that
\[ \int_\Omega \left| v(t, x) - S(x) \right|^2 S(x)^{m-1} \, dx = \int_\Omega \left| \frac{v(t, x)}{S(x)} - 1 \right|^2 S(x)^{1+m} \, dx \leq \kappa_0 e^{-\gamma(t-t_0)}. \]  
(5.15)

Moreover, for all \( q \in (0, \infty] \)
\[ \left\| v(t, \cdot) - S(\cdot) \right\|_q \leq \kappa_1 e^{-\frac{\gamma}{2}(t-t_0)}, \]  
(5.16)

where the constant \( \kappa_1 \) depends on \( m, d \) and \( u_0 \) and on the uniform bounds on the \( C^\alpha \)-norm of \( u(t_0) \).

**Remark.** The constant \( \gamma_0 \) satisfies
\[ \lim_{m \to 1} \gamma_0(m) = \lambda_2 - \lambda_1, \]  
as a consequence of Corollary 5.5.

**Theorem 5.7 (Rates of convergence, original variables).** Let \( \max\{m_r, m_c\} < m < 1 \). Let \( u \) be the solution to problem (1.1), let \( T = T(m, d, u_0) \) be its extinction time and let \( \mathcal{U} \) be as in Theorem 2.1, so that \( u(\tau)/\mathcal{U}(\tau) \to 1 \) as \( \tau \to T \). Then, for any
\[ \overline{\gamma} < \frac{1}{(1 - m)T} \left[ m \left( \frac{\lambda_2}{\lambda_1} - 1 \right) \frac{k_0(m)^2}{k_1(m)^2} \left[ (S_2\lambda_1)^{\frac{d}{2}} |\Omega| \right]^{\frac{1-m}{1+m}} - 2(1 - m) \right] \]
there exists a constant \( \kappa > 0 \) such that
\[ \left\| \frac{u(\tau, \cdot)}{\mathcal{U}(\tau, \cdot)} - 1 \right\|_{L^2(\Omega, S^{1+m})}^2 \leq \kappa_0 \left( \frac{T - \tau}{T} \right)^{\overline{\gamma}}, \]  
(5.17)
or equivalently
\[
\int_{\Omega} \left| u(\tau, x) - U(\tau, x) \right|^2 S^{m-1} \, dx \leq \kappa_0 \left( \frac{T - \tau}{T} \right)^{\frac{2}{m+q}}
\]
for all \( t_0 \leq \tau \leq T \), where \( \kappa_0 \) depends on \( m, d \) and \( u_0 \). Moreover, we have that for all \( q \in (0, \infty] \)
\[
\| u(\tau, x) - U(\tau, x) \|_q \leq \kappa_1 \left( \frac{T - \tau}{T} \right)^{\frac{2}{m+q}},
\]
where the constant \( \kappa_1 \) depends on \( m, d \) and \( u_0 \) and on the uniform bounds on the \( C^\alpha \)-norm of \( u(t_0) \).

We comment that the weighted convergence of (5.18) is somehow stronger than the non-weighted \( L^p \)-norm convergence, since the weight \( S^{m-1} \) is singular at the boundary.

The main result for the Porous Medium Equation reads:

**Theorem 5.8.** Let \( m > 1 \), let \( v \) be a the rescaled solution as in Section 2.4 that converges to its unique stationary state \( S \), and let \( \theta = v/S \). Then, for all \( 0 < \beta < 2 + \frac{Km}{m-1} \) there exists a time \( t_1 \) depending on \( m, d, \beta \) and on the constant \( K > 0 \) of the GWPI, such that the entropy decays as
\[
\mathcal{E} \left[ \theta(t) \right] \leq \mathcal{E} \left[ \theta(t_1) \right] e^{-\beta(t-t_1)} \quad \text{for all } t \geq t_1.
\]
Moreover, for all \( q \in (0, \infty] \)
\[
\| v(\cdot, \cdot) - S(\cdot) \|_{L^q(\Omega)} \leq \kappa_2 e^{(t-t_0)}
\]
for all \( t > t_1 \gg 1 \), where the constant \( \kappa_2 \) depends on \( m, d \) and \( u_0 \) and on the uniform bounds on the \( C^\alpha \)-norm of \( u(t_0) \). In original variables we obtain that for all \( q \in (0, \infty] \):
\[
\| u(\cdot, \cdot) - U(\cdot, \cdot) \|_{L^q(\Omega)} \leq \frac{\kappa_2}{(1 + \tau)^{1 + \frac{1}{\pi} - \frac{q}{m}}}.
\]

In order to conclude the proof of the above theorems, we need an interpolation lemma due to Gagliardo [24], cf. also Nirenberg, [31, p. 126].

**Lemma 5.9.** Let \( \lambda, \mu \) and \( v \) be such that \( -\infty < \lambda \leq \mu \leq v < \infty \). Then there exists a positive constant \( C_{\lambda, \mu, v} \) independent of \( f \) such that
\[
\| f \|_{1/\mu}^{v-\lambda} \leq C_{\lambda, \mu, v} \| f \|_{1/\lambda} \| f \|_{1/v}^{\mu-\lambda} \quad \forall f \in C(\mathbb{R}^d),
\]
where \( \| \cdot \|_{1/\sigma} \) stands for the following quantities:

(i) If \( \sigma > 0 \), then \( \| f \|_{1/\sigma} = \left( \int_{\mathbb{R}^d} |f|^{1/\sigma} \, dx \right)^{\sigma} \).

(ii) If \( \sigma < 0 \), let \( k \) be the integer part of \( (-\sigma d) \) and \( \alpha = |\sigma d - k \) be the fractional (positive) part of \( \sigma \). Using the standard multi-index notation, where \( |\eta| = \eta_1 + \cdots + \eta_d \) is the length of the multi-index \( \eta = (\eta_1, \ldots, \eta_d) \in \mathbb{Z}^d \), we define:
\[
\| f \|_{1/\sigma} = \begin{cases} 
\max_{|\eta| = k} |\partial^\eta f|_\alpha = \max_{|\eta| = k} \sup_{x,y \in \mathbb{R}^d} \frac{|\partial^\eta f(x) - \partial^\eta f(y)|}{|x-y|^\alpha} = \| f \|_{C^\alpha(\mathbb{R}^d)} & \text{if } \alpha > 0, \\
\max_{|\eta| = k} \sup_{x \in \mathbb{R}^d} |\partial^\eta f(x)| := \| f \|_{C^k(\mathbb{R}^d)} & \text{if } \alpha = 0.
\end{cases}
\]

As a special case, we observe that \( \| f \|_{d/\alpha} = \| f \|_{C^{\alpha}(\mathbb{R}^d)} \).

(iii) By convention, we note \( \| f \|_{1/0} = \sup_{x \in \mathbb{R}^d} |f(x)| = \| f \|_{C^0(\mathbb{R}^d)} = \| f \|_{\infty} \).

Next we need a regularity result that helps us to compare the \( C^\alpha \)-norm with the \( L^\infty \)-norm, and we combine it with the above interpolation in order to obtain the same rate of decay for all \( L^p \)-norms.
Lemma 5.10. Let $m > 0$. Let $v$ be the rescaled solution to Eq. (1.3) corresponding to an initial datum $u_0$ as in Theorem 2.1. There exists $t_0 > 0$, $\alpha \in (0, 1)$ and a constant $B > 0$ such that $v(t, x) - S(x)$ is in $C^0(\Omega)$ and

$$\|v(t, x) - S(x)\|_{C^0(\Omega)} \leq B\|v(t, x) - S(x)\|_{L^\infty(\Omega)} \quad \forall t \geq t_0. \quad (5.22)$$

Proof. Let $h(t, x) := v(t, x) - S(x)$. Since both $v$ and $S$ are solutions to Eq. (1.3), $h$ solves:

$$h_t = (v - S)_t = v_t = \Delta (v^m) + cv = \Delta ((h + S)^m) + c(h + S).$$

By Theorem 2.1, we know that for some $t_0 > 0$, for any $t \geq t_0$, $\|h(t)\|_{\infty}$ can be taken uniformly small and $v$ is positive in $\Omega$, $v = 0$ on $\partial \Omega$. The Hölder continuity now follows by the nowadays classical results of DiBenedetto et al. (cf. the book [19, Chapter III, Theorem 1.1 for $m \geq 1$ and Chapter IV, Theorem 1.1 for $0 < m < 1$]), and holds for a class of equations of the type $h_t = \nabla \cdot A(t, x, h, \nabla h) + B(t, x, h, \nabla h)$, which satisfy standard structure conditions:

$$A(t, x, h, \nabla h) \cdot \nabla h \geq c_0|h|^{m-1} \nabla h|^2 - \varphi_0(x, t),$$

$$\left| A(t, x, h, \nabla h) \right| \leq c_1|h|^{m-1} \nabla h|^2 + \varphi_1(x, t),$$

$$\left| B(t, x, h, \nabla h) \right| \leq c_2|\nabla h|m^2 + \varphi_2(x, t),$$

for suitable $c_i > 0$ and nonnegative $\varphi_i$. In our case we have that

$$A(t, x, h, \nabla h) = m(h + S)^{m-1} \nabla h \quad \text{and} \quad B(t, x, h, \nabla h) = m \nabla \cdot ((h + S)^{m-1} \nabla S) + c(h + S)$$

clearly satisfy the structure conditions. \( \square \)

The same regularity estimates can be proved for the relative error, at least in the case $m > 1$.

5.4. Proof of Theorems 5.6, 5.7 and 5.8

The result of Theorem 3.5 corresponds exactly to the weighted estimate (5.15) of Theorem 5.6. It remains to prove the $L^\infty$-estimate (5.19). To this end we combine the results of the previous lemmas. $h(t, x) := v(t, x) - S(x)$. Lemma 5.9 gives,

$$\|h\|_{\infty} \leq A\|h\|_{C^0}^{\alpha}\|h\|_p^{1-\alpha},$$

where we take $\alpha$ the Hölder exponent of Lemma 5.10, and we take any $p > 0$. Then $\varepsilon \in (0, 1)$ and $A = A(\alpha, p, \infty) > 0$ are as in Lemma 5.9. The result of Lemma 5.10 reads,

$$\|h\|_{C^0} \leq B\|h\|_{\infty} \quad \forall t \geq t_0.$$

The combination of these two results gives:

$$\|h\|_{\infty} \leq A(B\|h\|_{\infty})^\varepsilon\|h\|_p^{1-\varepsilon} \quad \text{that is} \quad \|v(t, \cdot) - S(\cdot)\|_{\infty} \leq (AB^\varepsilon)^{1-\varepsilon} \|v(t, \cdot) - S(\cdot)\|_p. \quad (5.23)$$

We now combine the above interpolation inequality with the exponential decay of the weighted $L^2$-norm of Theorem 3.5: there exists a constant $\kappa > 0$ such that

$$\int_\Omega |v(t, x) - S(x)|^2 S(x)^{m-1} \, dx = \int_\Omega |\theta(t)|^2 S^{1+m} \, dx \leq \kappa e^{-\gamma(t-t_1)} \mathcal{E}[\theta(t_1)]$$

for all $t > t_1 \gg 1$, for all $\gamma$ such that

$$0 < \gamma < \gamma_0 = \epsilon \left[ m \left( \frac{\lambda_2}{\lambda_1} - 1 \right) \frac{k_0(m)}{k_1(m)} \left[ (S_2 \lambda_1)^{\frac{\gamma}{m}} |\Omega| \right]^{\frac{1}{1+m}} - 2(1 - m) \right].$$

By Hölder inequality we have:

$$\frac{\|v(t, \cdot) - S(\cdot)\|_1^2}{\|S\|_1^{m-m}} \leq \int_\Omega |v(t, x) - S(x)|^2 S^{m-1} \, dx \leq \kappa e^{-\gamma(t-t_1)} \mathcal{E}[\theta(t_1)].$$
so that, combining it with (5.23), for \( p = 1 \) we obtain the second inequality (5.16) of Theorem 5.6,

\[
\|v(t, \cdot) - S(\cdot)\|_\infty^2 \leq (AB^\varepsilon)^{\frac{2m}{m-1}} \|v(t, \cdot) - S(\cdot)\|_1^2 = (AB^\varepsilon)^{\frac{2m}{m-1}} \kappa e^{-\gamma(t-t_1)} \mathcal{E}[\theta(t_1)] := \kappa_1 e^{-\gamma(t-t_1)}.
\]

So far we have concluded the proof of Theorem 5.6 and rescaling back we have proved Theorem 5.7.

It remains to prove Theorem 5.8 that is the PME case \( m > 1 \). We just remark that

\[
\|S\|_{1-m}^{1-m} = \int_\Omega (S^m)^{\frac{1-m}{m}} \, dx \sim \int_\Omega \text{dist}(x, \partial \Omega)^{-\frac{m-1}{m}} \, dx
\]

the latter quantity being finite for all \( m > 1 \), since \( 0 < (m-1)/m < 1 \).
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**Appendix A**

**A.1. Intrinsic Poincaré inequality**

We give a proof of Proposition 3.1. Notice first that

\[
\frac{\lambda_2}{\Omega} \int f^2 \, dx \leq \int |\nabla f|^2 \, dx \quad \text{whenever} \quad f \Phi_1 := \frac{\int_\Omega f \Phi_1 \, dx}{\int_\Omega \Phi_1^2 \, dx} = 0.
\]

(A.1)

We now apply inequality (A.1) to the function,

\[
f = g \Phi_1 - \frac{\int_\Omega g \Phi_1^2 \, dx}{\int_\Omega \Phi_1^2 \, dx} \Phi_1 = (g - g \Phi_1) \Phi_1,
\]

for which the above orthogonality condition clearly holds. Moreover, we have:

\[
\int f^2 \, dx = \int \left[ g \Phi_1 - \frac{\int_\Omega g \Phi_1^2 \, dx}{\int_\Omega \Phi_1^2 \, dx} \Phi_1 \right]^2 \, dx
\]

\[
= \int g^2 \Phi_1^2 \, dx + \left[ \frac{\int_\Omega g \Phi_1^2 \, dx}{\int_\Omega \Phi_1^2 \, dx} \right]^2 \int \Phi_1^2 \, dx - 2 \frac{\int_\Omega g \Phi_1^2 \, dx}{\int_\Omega \Phi_1^2 \, dx} \int g \Phi_1^2 \, dx
\]

\[
= \int \left[ g^2 - \left( \frac{\int_\Omega g \Phi_1^2 \, dx}{\int_\Omega \Phi_1^2 \, dx} \right)^2 \right] \Phi_1^2 \, dx = \int \left[ g^2 - (g \Phi_1)^2 \right] \Phi_1^2 \, dx.
\]

In addition:

\[
\int |\nabla f|^2 \, dx = \int \left| \nabla \left( g \Phi_1 - \frac{\int_\Omega g \Phi_1^2 \, dx}{\int_\Omega \Phi_1^2 \, dx} \Phi_1 \right) \right|^2 \, dx
\]

\[
= \int |\nabla g \Phi_1|^2 \, dx + \left[ \frac{\int_\Omega g \Phi_1^2 \, dx}{\int_\Omega \Phi_1^2 \, dx} \right]^2 \int |\nabla \Phi_1|^2 \, dx - 2 \frac{\int_\Omega g \Phi_1^2 \, dx}{\int_\Omega \Phi_1^2 \, dx} \int \nabla g \Phi_1 \cdot \nabla \Phi_1 \, dx
\]

\[
= \int |\nabla g \Phi_1|^2 \, dx + \left[ \frac{\int_\Omega g \Phi_1^2 \, dx}{\int_\Omega \Phi_1^2 \, dx} \right]^2 \int \lambda_1 \Phi_1^2 \, dx + 2 \frac{\int_\Omega g \Phi_1^2 \, dx}{\int_\Omega \Phi_1^2 \, dx} \int g \Phi_1 \Delta \Phi_1 \, dx
\]
\[
\int_{\Omega} |\nabla g|^2 \Phi_1^2 \, dx + \lambda_1 \int_{\Omega} g^2 \Phi_1^2 \, dx + \lambda_1 \left[ \frac{\int_{\Omega} g \Phi_1^2 \, dx}{\int_{\Omega} \Phi_1^2 \, dx} \right]^2 \int_{\Omega} \Phi_1^2 \, dx - 2\lambda_1 \left[ \frac{\int_{\Omega} g \Phi_1^2 \, dx}{\int_{\Omega} \Phi_1^2 \, dx} \right] \int_{\Omega} \Phi_1^2 \, dx \\
= \int_{\Omega} |\nabla g|^2 \Phi_1^2 \, dx + \lambda_1 \int_{\Omega} g^2 \Phi_1^2 \, dx - \lambda_1 \left[ \frac{\int_{\Omega} g \Phi_1^2 \, dx}{\int_{\Omega} \Phi_1^2 \, dx} \right]^2 \int_{\Omega} \Phi_1^2 \, dx \\
= \int_{\Omega} |\nabla g|^2 \Phi_1^2 \, dx + \lambda_1 \int_{\Omega} |g - g\Phi_1|^2 \Phi_1^2 \, dx.
\]

Summing up we have shown that

\[
\lambda_2 \int_{\Omega} |g - g\Phi_1|^2 \Phi_1^2 \, dx = \lambda_2 \int_{\Omega} f^2 \, dx \leq \int_{\Omega} |\nabla f|^2 \, dx = \int_{\Omega} |\nabla g|^2 \Phi_1^2 \, dx + \lambda_1 \int_{\Omega} |g - g\Phi_1|^2 \Phi_1^2 \, dx
\]

which yields the desired inequality. \(\square\)

We recall some bounds on \(\lambda_2 - \lambda_1\). Singer et al. [33,39,3,29] proved that, e.g. for convex domains \(\Omega \subset \mathbb{R}^d\) with diameter \(\text{diam}(\Omega)\) and inradius \(\text{inr}(\Omega)\), such latter quantity being defined as the supremum of radii of balls included in \(\Omega\):

\[
\frac{\pi^2}{\text{diam}(\Omega)^2} < \lambda_2 - \lambda_1 \leq \frac{d\pi^2}{\text{inr}(\Omega)^2}.
\]

This bounds can be somewhat improved when further geometrical properties of \(\Omega\) hold [34]. Notice that, by taking \(\Omega\) to be a rectangle of sides \(L\) and \(L^{-1}\) with \(L\) large one explicitly computes \(\lambda_2 - \lambda_1 = 3\pi^2/L^2\), and \(L\) is close to be the diameter of \(\Omega\). A lower bound of the form \(\lambda_2 - \lambda_1 > 3\pi^2/\text{diam}(\Omega)^2\) is conjectured to be the sharp one.

### A.2. Facts on the elliptic problem

As mentioned above, the stabilisation of the solutions \(v \geq 0\) of the transformed evolution problem (1.3) leads in a natural way to the consideration of the associated stationary solutions, i.e., the solutions of the following elliptic problem:

\[
\begin{cases} 
-\Delta (S^m) = cS & \text{in } \Omega, \\
S(x) > 0 & \text{for } x \in \Omega, \\
S(x) = 0 & \text{for } x \in \partial \Omega,
\end{cases}
\]

where \(m_s < m < 1\) and \(\Omega \subset \mathbb{R}^d\) is an open connected domain with sufficiently smooth boundary. Using the new variable \(V = S^m\) and putting \(p = 1/m > 1\) the latter problem can be written in the more popular semilinear elliptic form,

\[-\Delta V = cV^p \text{ in } \Omega, \quad V = 0 \text{ on } \partial \Omega.\]

Note that our restriction \(m > m_s\) is the exact condition that makes the last problem subcritical, \(p < p_s\).

- **Existence of positive classical solutions.** The question of existence and regularity is well understood in its basic features:
  
  (a) If \(0 < m < 1\) for \(d \leq 2\) or if \(d = 2\) then there exist positive classical solutions to equation (see e.g. [4] and references quoted therein, and also [22]).

  (b) If \(0 < m \leq m_s\) and \(d \geq 3\) then there are cases in which the positive classical solution exists (e.g. if \(\Omega\) is an annulus) and cases in which it does not exist (e.g., if \(\Omega\) is star-shaped) (see e.g. [4] and references quoted therein).

  We observe that the geometry of the domain plays a role in the question of existence, but only in the subcritical case (b), which is not considered in this paper. Since we assume that \(m > m_s\), the existence of at least one positive classical solution is always guaranteed.

- **Uniqueness.** In the supercritical case \(m > m_s\) considered here, the geometry of \(\Omega\) plays a role in the uniqueness problem. For example, if \(d = 1\) or if \(d \geq 2\) and \(\Omega\) is a ball, then the solution is unique, cf. [1]. While when \(d \geq 2\) and
\( \Omega \) is an annulus, then the solution is unique only in the class of positive radial solutions, cf. [30]. However, there are cases in which the solution is not unique, cf. [30,13].

- **Regularity and boundary behaviour.** We state now the main bounds for (A.2), with explicit constants, for all \( 1 \leq p < p_c \). They will give us explicit bounds for the constants \( k_0(p), \tilde{k}_1(p) \) appearing in Theorem 4.1. We remark that we already know that \( \tilde{k}_1(p) \to 1 \) as \( p \to 1 \), but we have no explicit bounds for them. While providing below such bounds for all \( 1 \leq p < p_c \), we notice that the resulting estimates will not satisfy the above limiting property. The proofs follow by using the arguments that can be found for example in [27] for the local bounds, or in [26,16] for the boundary estimates, and they will be published separately in [9].

**Theorem A.1 (Local upper estimates).** Let \( \Omega \subset \mathbb{R}^d \) be a bounded domain, and let \( c > 0 \). Let \( V \) be a local weak (sub-)solution in \( B_{R_0} \subset \Omega \) to \(-\Delta V = cV^p\), with \( 1 \leq p < p_s = 2^* - 1 = (d + 2)/(d - 2) \). Then for any \( R_\infty < R_0 \) the following bound holds true:

\[
\|V\|_{\infty,R_\infty} \leq h_{1,p} \|V\|_{\frac{d(q-1)}{2q},R_0} \quad \text{for any } \frac{d(p-1)}{2} < \bar{q},
\]

where the constant \( h_{1,p} \) depends on \( d, \bar{q}, p, S_2, R_0, R_\infty \) and can be explicitly calculated as in [9].

**Theorem A.2 (Local lower estimates).** Let \( \Omega \subset \mathbb{R}^d \) be a bounded domain, and let \( c > 0 \). Let \( V \) be a local weak solution in \( B_{R_0} \subset \Omega \) to \(-\Delta V = cV^p\), with \( 1 \leq p < p_s = 2^* - 1 = (d + 2)/(d - 2) \). Then for any \( \varepsilon > 0 \) and any

\[
0 < q \leq \frac{2d^2}{d\alpha q^3(c(d - 1) + \varepsilon)}
\]

the following bound holds true:

\[
\inf_{x \in B_{R_\infty}} V(x) = \|V\|_{-\infty,R_\infty} \geq h_0 \|V\|_{q,R_0} \frac{\|V\|_{q,R_0}}{|B_{R_0}|^{1/q}},
\]

where the constant \( h_0 \) depends on \( d, q, \varepsilon, S_2, R_0, R_\infty \) and can be explicitly calculated as in [9].

By means of these upper and lower bounds one can prove quantitative Harnack estimates.

**Theorem A.3 (Harnack inequality for \( 1 \leq p < p_c \)).** Let \( \Omega \subset \mathbb{R}^d \) be a bounded domain, and let \( c > 0 \). Let \( V \) be a local weak solution in \( B_{R_0} \subset \Omega \) to \(-\Delta V = cV^p\), with \( 1 \leq p < p_c = d/(d - 2) \), and assume that \( \|V\|_{p+1,R_0} \leq K_p \). Then the following bound holds true for all \( R_\infty < R_0 \):

\[
\sup_{B_{R_\infty}} V(x) \leq H_p \inf_{B_{R_\infty}} V(x),
\]

where the constant \( H_p \) depends on \( d, p, S_2, R_0, R_\infty, K_p \) and can be explicitly calculated as in [9].

We now compare solutions corresponding to different \( p \) and \( c \), and this can be done for \( 1 \leq p < p_c \), since we need the quantitative Harnack inequalities of Theorem A.3, that hold only in that range of \( p \). We recall that we are now choosing \( c = 1/[(1 - m)T] = p/[(p - 1)T] \) so that by Proposition 5.4 we have that \( c \to \lambda_1 \) as \( p \to 1 \). Hence \( H_p \) in the above theorem has a finite limit \( H_1 \) as \( p \to 1 \).

**Theorem A.4.** Let \( U_p \) be a weak solution to the elliptic problem (4.1), without any assumption on \( \lambda_p > 0 \), and let \( 1 \leq p < p_c = d/(d - 2) \). There exists a \( \delta(\Omega) > 0 \) independent of \( U_p \), such that

\[
k_0(p) \leq \frac{U_p(x)}{\Phi_1(x)} \leq \tilde{k}_1(p),
\]

where

\[
k_0(p) = \frac{1}{2H_p h_{1,1}} \left[ 1 - \frac{\delta}{R_1 + \delta} \right]^{d-2}, \quad \tilde{k}_1(p) := 2H_1 h_{1,1} \left[ 1 - \frac{\delta}{R_1 + \delta} \right]^{-(d-2)},
\]

and \( \tilde{c}_p \) are the constants in the upper bounds of Theorem A.1 and \( H_p \) is the constant in the Harnack inequality of Theorem A.3.
A.3. Maximum and comparison principles on small sets

The maximum and comparison principle do not hold in general for solutions to nonlinear elliptic equations. This is an important characteristic of elliptic equation in general and does not necessarily depend on the nonlinearity. Indeed in the linear case, if one consider the Dirichlet problem for the equation $-\Delta u = \lambda u$ with $\lambda > \lambda_1$: it happens for instance that for $\lambda = \lambda_2 > \lambda_1 > 0$ the corresponding second eigenfunction $\Phi_2$ has at least a change of sign, hence no global maximum nor comparison principle is allowed to hold.

In any case, we can still prove a (local) maximum and comparison principle on small sets: we are going to extend to our framework an idea originally due to Serrin, see for example the book [32] where this idea is applied here to a different class of nonlinear elliptic equations. We just state the theorem here, a complete proof will appear separately in [9].

**Theorem A.5 (Comparison with super-solutions on small sets).** Let $B \subset \mathbb{R}^d$ be a bounded connected domain, let $p \geq 1$, $\lambda > 0$, and

\[
\begin{align*}
-\Delta u &= \lambda u^p \quad \text{in } B, \\
-\Delta \bar{u} &\geq \lambda \bar{u}^p \quad \text{in } B, \\
\bar{u} &\geq u \quad \text{on } \partial B, \\
0 &\leq u, \quad \bar{u} \leq M \quad \text{in } B,
\end{align*}
\]

and assume that $|B| < \omega_d/(2p\lambda M^{p-1})^d$. Then, we have that $\bar{u} \geq u$ in $\overline{B}$.
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