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ABSTRACT The T-sensor is a microfluidic analytical device that operates at low Reynolds numbers to ensure entirely
laminar flow. Diffusion of molecules between streams flowing side by side may be observed directly. The pressure-driven
velocity profile in the duct-shaped device influences diffusive transport in ways that affect the use of the T-sensor to measure
molecular properties. The primary effect is a position-dependent variation in the extent of diffusion that occurs due to the
distribution of residence time among different fluid laminae. A more detailed characterization reveals that resultant secondary
concentration gradients yield variations in the scaling behavior between diffusive displacement and elapsed time in different
regions of the channel. In this study, the time-dependent evolution of analyte distribution has been quantified using a
combination of one- and two-dimensional models. The results include an accurate portrayal of the shape of the interdiffusion
region in a representative T-sensor assay, calculation of the diffusive scaling law across the width of the channel, and
quantification of artifacts that occur when making diffusion coefficient measurements in the T-sensor.

INTRODUCTION

Microfluidic devices and components have recently been
adopted in useful analytical instruments. Examples include
dynamic cell separators (Wang et al., 2000), surface pat-
terning of cells and proteins (Chiu et al., 2000), high-
throughput nucleic acid analysis (Shi et al., 1999), and mass
spectrometer delivery modules (Chan et al., 1999, Li et al.,
2000). In nearly every microfluidic format, diffusion of the
analytes or particles of interest is a fundamental aspect of
the device operation. Two prominent manifestations of dif-
fusive transport in microfluidics are band-broadening in
capillary electrophoresis (Liu et al., 1992) and surface gra-
dient formation by diffusion-limited deposition (Folch and
Toner, 1998).
One device in which diffusion plays a crucial role is the

T-sensor (Brody et al., 1997; Kamholz et al., 1999; Weigl
and Yager, 1999). Used initially as a diagnostic device for
chemical assays, the T-sensor utilizes the interdiffusion of
analyte and indicator from two or more input streams to
produce a signal change that can be correlated with a
physical parameter, most often analyte concentration (Fig.
1). Because of the very low Reynolds numbers of the system
(typically less than 1), the flow is strictly laminar and
transport between input streams occurs only via diffusion.
Note that this description is also applicable to the H-filter, a
similar microfluidic device designed for sample precondi-
tioning sensors (Weigl and Yager, 1999).
Using a T-sensor differs from flow injection analysis

(FIA) in that the former assumes continuous sample input,
whereas the latter relies on bolus injection (Ruzicka and

Hansen, 1988). FIA has been used to make many practical
measurements, including the molecular weight of macro-
molecules (Murugaiah and Synovec, 1992), the concentra-
tion of small molecules (Greenway et al., 1999), and fluo-
rimetric assay determinations (Hodder et al., 1997). The
steady-state sample input of the T-sensor allows for a dif-
ferent experimental methodology in which an optical detec-
tor, such as a camera, monitors an indicator property across
the channel at some distance downstream. Because the flow
is constant, weak signals, as from a dilute fluorescent ana-
lyte, can be detected through signal integration. Unlike FIA,
for which sample dispersion and diffusion have been well
quantified (Ruzicka and Hansen, 1988), the phenomena
specific to pressure-driven side-by-side flow in a micro-
channel with continuous input are only beginning to be
quantified (Ismagilov et al., 2000; Kamholz et al., 1999).

Hydrodynamics of pressure-driven flow

Many microfluidic applications, most notably capillary
electrophoresis, utilize electroosmotic flow to generate fluid
motion, resulting in a blunt velocity profile (Tallarek et al.,
2000). In many instances, however, it is preferable to use
pressure-driven flow because of the relative ease and flex-
ibility of implementation and insensitivity to surface con-
tamination, ionic strength, and pH. Such flow in a microflu-
idic rectangular-shaped channel generates additional
complexity in the distribution of analytes and indicators
because of the parabolic velocity gradient across one or both
cross-sectional dimensions. All molecules in the channel,
whether injected as a bolus or continuously, experience a
position-dependent distribution in residence time. The
breadth of such a distribution is reduced by diffusion across
the velocity gradient and, therefore, is highly dependent on
molecular species.
In the simplest form of the T-sensor, two fluids are input

side-by-side and a signal from an interdiffusion event be-
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tween sample constituent molecules is detected at some
distance downstream (Fig. 1). For a rectangular channel
with an aspect ratio greater than�4, the velocity profile will
be parabolic across the narrow dimension (called width, or
w) and largely uniform across the majority of the wider
dimension (called the diffusion dimension, or d) (Happel
and Brenner, 1973). For channels with an aspect ratio, d/w,
greater than 20, the velocity profile across d is unchanging
for at least 90% of its length. T-sensors typically have
aspect ratios greater than 6; this study considered one with
an aspect ratio of 2.4 and others with aspect ratios well over
100.
One common application of the T-sensor is the measure-

ment of diffusion coefficient. In practice, this is done most
conveniently in the orientation shown in Fig. 1 using a
fluorescently labeled analyte. Using traditional epifluores-
cence microscopy, the fluorescence intensity profile can be
measured at a particular distance downstream. Then, a pre-
viously described one-dimensional model (Kamholz et al.,
1999) can be used to fit empirical data to determine the
apparent diffusion coefficient of the analyte. Typical exper-
imental data with model fits for bovine serum albumin
(BSA) are shown in Fig. 2.

The parabolic velocity profile will generate a substantial
distribution in residence time across w. This results in a
phenomenon previously identified as the butterfly effect
(Kamholz et al., 1999), in which the extent of diffusion in
the d-direction is a function of the location across w (and the
resulting shape of the interdiffusion region resembles a
butterfly or hourglass). The butterfly effect in a T-sensor
was recently directly observed for the first time (Ismagilov
et al., 2000); fluorescence generated from binding between
calcium ions and an indicator was resolved in three dimen-
sions using confocal microscopy.
Measurements in T-sensors are typically made using con-

ventional epifluorescence microscopy, which does not offer
the same spatial resolution (through w) as confocal micros-
copy. Rather, transmitted or emitted light is integrated along
w, depending, in part, on the depth of focus of the objective
lens. Therefore, any nonuniformity along w may manifest in
the form of an artifact, as the apparent spatial distribution of
analyte is an average of a complicated two-dimensional
distribution.
Ismagilov et al. (2000) also demonstrated an important

and nonintuitive characteristic of mass diffusivity in pres-
sure-driven flow. Einstein’s equation of Brownian motion
(Einstein, 1956) states that

x� �2D��1/2, (1)

where x is the root-mean-square distance traversed by a
molecule during the time interval � for a given diffusion
coefficient D. The scaling behavior for distance versus time
for a constant diffusivity therefore follows a one-half power
law. In the classic Lévêque solution (Lévêque, 1928), it was
demonstrated that thermal diffusivity normal to the surface

FIGURE 1 Conceptual rendering of the simplest form of the T-sensor.
Two fluid inputs enter through channels at the bottom. In the case shown
here, the fluid on the right contains a diffusible analyte (dark gray) that
spreads across the d-dimension as flow proceeds along the channel length.
During operation, measurements of optical signal are made a distance
downstream, L, after significant interdiffusion has occurred.

FIGURE 2 Experimental data with one-dimensional numerical fits for
the diffusion of BSA in a T-sensor. The protocol and method of analysis
have been described elsewhere (Kamholz et al., 1999). The device dimen-
sions were d � 2405 �m and w � 10 �m, and the total input flow rates
were 250 nl/s (E), 500 nl/s (‚), and 1000 nl/s (�). Fits (——) used a
diffusion coefficient of 6.5 � 10�7 cm2/s. These data are representative of
a concurrent experimental study that demonstrates the empirical determi-
nation of diffusion coefficient for a range of molecules of interest (manu-
script in preparation).
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of a channel (and only very close to the surface as deter-
mined as a function of the Péclet number) obeys a one-third
power law instead of one-half. Ismagilov et al. (2000),
incorporating the natural analogy between thermal and mass
diffusivity, extended the Lévêque solution to demonstrate
that diffusion parallel to and near the surface in a flowing
system should also be described by a one-third power law.
Furthermore, they demonstrated this phenomenon experi-
mentally in a T-sensor. It is of paramount importance to
note that this difference in scaling law is not due to an actual
change in the nature of diffusion but rather is a skewed
diffusive distribution that is a consequence of the three-
dimensional hydrodynamics of pressure-driven channel
flow. All molecules in the system undergo conventional
Brownian motion, but the net flux down concentration gra-
dients perpendicular to flow is position dependent. As can
be seen in Fig. 3, the scaling law difference results from
secondary concentration gradients that develop across w as
a consequence of fluid convection in the z-direction. This
process is dependent on the relative time scales of convec-
tion and diffusion; the Péclet number can therefore be used
as an indicator. Under nonflowing conditions, the secondary
gradients would not form and the traditional one-half dif-
fusive scaling law would apply across the entire w-dimen-
sion. In accordance with the conservation of mass, one

would predict that the power law in some other part of the
channel must exceed one-half to balance the decrease seen
at the wall. As is demonstrated later in this study in a
detailed numerical simulation, the power law does, in fact,
exceed one-half in between the center of the channel (at
0.5w) and the wall. The effects should be considered in all
microfluidic devices in which diffusive transport affects
function.

METHODS

This study presents a numerical analysis of simulated analyte diffusion in
pressure-driven flow. One portion of this work characterizes the diffusive
scaling law across the width of a device, allowing accurate prediction of
true spatial distributions of diffusing molecules. The other portion of this
study simulates measurements made in a T-sensor and quantifies how the
nonuniform diffusive scaling laws lead to artifacts in the measurement of
molecular diffusion. Both parts of this study utilize a new two-dimensional
model that describes pressure-driven flow in a microfluidic device.

Development of the two-dimensional model

The two-dimensional model is distinguished from a full three-dimensional
model in that it has all of its nodes arranged within one channel cross
section (in the d-w plane) rather than spaced along the length of the
channel. Nevertheless, the model is able to describe flow in a T-sensor
because of the steady-state nature of the input. In T-sensor flow, there are
no significant concentration gradients along the axis of flow such as those
in a bolus-injection scenario. Therefore, it is possible to use the length axis
as the independent variable of integration.
Solutions using the two-dimensional model begin with the equation of

continuity for an incompressible fluid (Bird et al., 1960):

�cN
�t � �vx �cN

�x � vy
�cN
�y � vz

�cN
�z �

� DN��2cN
�x2 �

�2cN
�y2 �

�2cN
�z2 � � RN, (3)

where the coordinate axes are as in Fig. 1, c is the concentration of species
N, v is velocity, D is diffusion coefficient of species N, and R is the
production or elimination of species N by chemical reaction. Because flow
in the T-sensor is steady state, the time-dependent term is zero. This
ignores any potential entry effects, a phenomenon whose significance is
currently being investigated (manuscript in preparation). Because the flow
is strictly laminar at such low Reynolds numbers, all fluid velocities in the
x- and y-directions are zero. Axial diffusion (in the z-direction) can also be
neglected due to the steady-state input. The simulations conducted for this
study did not include any chemical reaction, although modeling of a
representative reaction has been demonstrated in the past (Kamholz et al.,
1999). Application of these assumptions leads to

vz
�cN
�z � DN��2cN

�x2 �
�2cN
�y2 �. (4)

When discretized to a two-dimensional mesh, concentration as a function
of position downstream (z-dimension) can be solved using common finite-
differencing techniques (Finlayson, 1980). The velocity at each node is
solved from the conservation of momentum (assuming uniform viscosity)
and employing a no-slip condition at the walls. The wall boundary condi-
tion calls for no flux orthogonal to the surface but allows diffusion of
analytes from the interior neighboring node. A more thorough boundary

FIGURE 3 Depiction of the shape of the interdiffusion zone in a mi-
crofluidic channel when d � w (aspect ratio of �4 or greater). The flow
direction is into the page. The diffusible analyte (gray) starts on the left side
of the channel with the original fluid interface shown by the dotted vertical
line. The butterfly effect, caused by the parabolic velocity profile across w,
is shown in the shape of the interface at some arbitrary distance down-
stream. The function �(y) is a measure of the distance between the original
fluid interface and the current interface, as determined by an arbitrary
concentration cutoff value. The gray arrows indicate regions of net analyte
flux by diffusion, caused by either the primary concentration gradient
between the left and ride side of the channel or by the secondary concen-
tration gradients across the w-dimension caused by the butterfly effect. In
all three regions (A, B, and C), there is net diffusion to the right caused by
the primary concentration gradient. In region C, there is no net diffusion in
the w-direction because there is no concentration gradient in this direction.
In region A, there is a net flux of analyte (by diffusion) into the interior of
the channel because there is a secondary concentration gradient. Region B
is the recipient of this flux of material from region A. The result, demon-
strated later in this study, is that the displacement of material by diffusion
follows the traditional one-half power law in region C, but is less than one
half in region A and greater than one half in region B.
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condition would allow diffusion both with the interior and laterally (along
the surface of the wall). However, this is more difficult to implement
because it requires simultaneous solution of the concentrations at the entire
wall surface. The exclusion of surface diffusion at the wall introduces a
small error into the model that can be compensated by using a large number
of nodes. The model was custom-coded on MATLAB and used its internal
ordinary differential equation solver on a PC with a 450-MHz Celeron
processor. Coarsely meshed solutions typically took a fraction of an hour
whereas finely meshed solutions typically took several days.

Numerical analysis of the shape of the
interdiffusion zone

The diffusive scaling law as a function of location across the w-dimension
was determined by characterization of a finely meshed two-dimensional
numerical simulation by the method of analysis demonstrated by Ismagilov
et al. (2000). Briefly, Eq. 1 is used to find the power law behavior that
relates the diffusive displacement to the elapsed time. The displacement is
determined by calculating the function �(y), the distance between the
original fluid interface, and an arbitrary cutoff value for concentration (Fig.
3). The elapsed time is proportional to the distance downstream. The
scaling law at each location across the w-dimension is determined by
finding the slope of the line for � plotted against distance downstream on
a log-log scale.
The two-dimensional model was set up to simulate an experimental

system similar to that analyzed by Ismagilov et al. (2000). The modeled
diffusing analyte was calcium with a diffusion coefficient of 1.2 � 10�5

cm2/s. The channel dimensions were d � 260 �m and w � 110 �m with
a total length of 4 mm. The total flow rate was 2.2 �l/s, yielding an average
interdiffusion time of �0.05 s.

Numerical simulation of measurements of
diffusing analytes in the T-sensor

As discussed above, the nonuniformity across the w-dimension caused by
the parabolic velocity profile may induce artifacts when making T-sensor
measurements. Such artifacts were studied by using a combination of one-
and two-dimensional simulations. The two-dimensional model was used to
generate sets of simulated data for the diffusion of analytes in the T-sensor
as in the configuration of Fig. 1. Such simulations consider the nonunifor-
mity across the w-dimension induced by the parabolic velocity profile.
Each set of two-dimensional data was then linearly summed over the
w-dimension, mimicking the way that real data is collected in T-sensor
experiments. Possible nonuniformity in the collection of light was neglected.
After summing the two-dimensional model sets, the one-dimensional

model was used to find the best fit for apparent diffusion coefficient.
Again, this mimics the way that experimental data is normally analyzed in
the T-sensor. By completing this protocol over a range of parameters, it
was possible to determine the severity of the system artifacts under various
circumstances. This study was completed for two molecules: the small
molecule fluorescein biotin (D � 3.4 � 10�6 cm2/s) and the protein BSA
(D � 6.5 � 10�7 cm2/s). A substantial flow rate range was simulated, as
were two different device widths: w � 10 �m and w � 20 �m. The
diffusion dimension (d) was 2405 �m. The selections of molecules and
device geometry were based on an accompanying experimental study
(manuscript in preparation).

RESULTS AND DISCUSSION

The analysis of the simulations has led to a quantitative
description of analyte diffusion in pressure-driven flow.

Quantification of diffusive scaling laws

The results of the two-dimensional numerical simulation of
calcium diffusion in the T-sensor are shown in Fig. 4.
Generated from model results, the top of Fig. 4 shows the
manifestation of the butterfly effect; the shape of the diffu-
sion front curves as flow proceeds downstream. Contour
concentration plots at specific planes downstream (bottom
of Fig. 4) show the effect more clearly.

FIGURE 4 Numerical results from two-dimensional simulations of a
T-sensor experiment. The analyte is calcium (gray) starting on the right
side of the channel with D � 1.2 � 10�5 cm2/s. The top image shows a
composite rendering of the shape of the interdiffusion zone, with the front
drawn at a concentration value of 10% of the bulk calcium concentration.
The original fluid interface is shown with a dotted line. The bottom set of
images shows individual interdiffusion contour plots at particular distances
downstream.
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The analysis of the diffusive scaling law across the w-
dimension is shown in Fig. 5. Following the techniques
developed by Ismagilov et al. (2000), the top of Fig. 5
shows representative plots of the diffusive displacement
function � versus distance downstream. The slopes of these
lines are equivalent to the power law at each location across
w. Summarized in the bottom of Fig. 5, the diffusive scaling
shows a one-third power law at the wall of the channel and
a one-half power law at the channel center (0.5 fractional
distance at 0.5w). These results are in agreement with those
obtained by Ismagilov et al. (2000) by both theoretical and
empirical means. In addition, this study also quantifies the
power law in the interval between these extremes. As an-
ticipated by the qualitative argument presented in Fig. 3, the
diffusive scaling does exceed a one-half power law between
the channel center and wall, reaching a maximum value of
0.53 at one-sixth of the distance from the wall to the channel
middle.

Simulated diffusion coefficient measurements

The results of the numerical simulations of diffusion coef-
ficient measurement of fluorescein biotin and BSA in the
T-sensor are shown in Fig. 6. The manifestation of artifacts
is dependent on both the diffusion coefficients of the mol-
ecules and the distance across the velocity gradient (i.e., the

width). As predicted, a smaller diffusion coefficient and a
large width produce a more dramatic impact of the butterfly
effect as the analyte undergoes less equilibrating diffusion
across w. It is reasonable to assume that increasingly wide
devices would lead to more striking consequences from the
butterfly effect. It is again stressed that this does not reflect
a change in the nature of diffusion itself, but only a change
in the analyte distribution that leads to a shift in the apparent
behavior.
Another interesting feature of Fig. 6 is that, at very slow

flow rates (and shear rates), the model apparently greatly
overpredicts diffusivity. This is presumably due of the con-
tribution of analyte diffusing into the interior from the very
slowly moving laminae near the walls (refer to Fig. 3).
When the flow is slow enough, there is sufficient time for
the interior portions of the channel to receive a significant
amount of analyte from the wall regions. At the approach to
zero flow rate, the phenomenon becomes a singularity be-
cause there is an infinite amount of time for such exchange;
the apparent diffusivity in such cases approaches infinity.
The flux of material to the interior depends on the (actual)
diffusion coefficient of the analyte, and thus the BSA re-
quires even slower flow rates for the singularity to appear.
At fast flow rates, the time for such exchange with the
interior is vastly reduced and this phenomenon becomes
insignificant. This phenomenon, as predicted by the numer-
ical simulations, has not yet been verified experimentally
and therefore may possibly be due to limitations of the
models.

CONCLUSIONS

This work presents a quantitative study of the spatial dis-
tribution of diffusing analytes in a microfluidic pressure-

FIGURE 5 (Top) Plot of the width of the interdiffusion zone (�) versus
distance downstream. �, measurements made at the wall (fractional dis-
tance � 0); ‚, measurements made in the middle of the channel (at w �
55 �m, fractional distance � 0.5). The remainder of the data sets were
taken at fractional distances of 0.05, 0.1, 0.15, 0.2, and 0.3. Many other
data sets were taken but omitted from the figure for clarity. The lines show
the best fit over the entire range of data shown. (Bottom) Best linear-fit
values for the slope over the middle 10 points of each line from the top
image. The slope value does not quite reach one-third at the wall because
of limitations in the boundary conditions of the two-dimensional model
(see Methods). The results demonstrate the one-half power law at the
channel center (fractional distance of 0.5) and one-third power at the wall.

FIGURE 6 Results of analysis of two-dimensional model data using the
one-dimensional model. The data were generated by selecting a diffusion
coefficient (3.4 � 10�6 cm2/s for fluorescein-biotin and 6.5 � 10�7 cm2/s
for BSA) and conducting simulations at various flow rates. Each data set
was summed across w, mimicking data collection in an actual T-sensor
experiment, and was then fit to the best diffusion coefficient with the
one-dimensional model. Squares are in a channel with w � 10 �m;
triangles are w� 20 �m. Open symbols are for BSA; solid symbols are for
biotin. The flow rate range for the 10-�m device is 10–1000 nl/s, and the
range for the 20-�m device is 40–4000 nl/s. Calculation of shear rate
utilizes the assumption that the flow is between infinite parallel plates
(Andrade, 1985).
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driven device using numerical simulations. The verification
of the extension of the Lévêque solution (Lévêque, 1928) to
diffusion parallel to the surface as proposed by Ismagilov et
al. (2000) has implications for all microfluidic devices. In
macro-scale devices, the reduction of apparent diffusivity
also exists but encompasses a vanishingly small fraction of
the channel. In microfluidics, however, the effect can en-
compass the entire channel. It is of importance particularly
in devices in which diffusion to and along surfaces is
significant, such as surface patterning methods, many DNA
chips, and applications utilizing self-assembling monolayers.
The T-sensor can be used to empirically measure the

concentrations of analytes by constructing calibration
curves. However, quantitative measurements of molecular
parameters and design of optimal devices require an accu-
rate theoretical analysis of mass transport in the microflu-
idic device. This work extends the previous T-sensor study
(Kamholz et al., 1999) by quantifying the influence of the
velocity profile on the distribution of analytes. Most impor-
tantly, the two-dimensional analysis has established the
magnitude of artifacts that arise in the measurement of
diffusion coefficients in the T-sensor.
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