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Abstract This study presented a modified imperialist competitive algorithm (MICA) for optimal

placement of phasor measurement units (PMUs) in normal and contingency conditions of power

systems. The optimal PMU placement problem is used for full network observability with the min-

imum number of PMUs. For this purpose, PMUs are installed in strategic buses. Efficiency of the

proposed method is shown by the simulation results of IEEE 14, 30, 57, and 118-bus test systems.

Results of the numerical simulation on IEEE-test systems indicated that the proposed technique

provided maximum redundancy measurement and minimum request of PMUs so that the whole

system could be topologically observable by installing PMUs on the minimum system buses. To ver-

ify the proposed method, the results are compared with those of some recently reported methods.

When MICA is used for solving optimal PMU placement (OPP), the number of PMUs would be

usually equal to or less than those of the other existing methods. Results indicated that MICA is

a very fast and accurate algorithm for OPP solution.
� 2015 Faculty of Engineering, Alexandria University. Production and hosting by Elsevier B.V. This is an

open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Synchronized PMUs are rapidly populating power systems as
their benefits become more and more evident in various power
system applications. PMU is considered one of the most
important measurement devices in future of power systems.

The distinction comes from its unique ability in providing syn-
chronized phasor measurement of voltages and currents from
widely dispersed locations in an electric power grid. Synchro-

nism among phasor measurement is achieved by same-time
sampling of voltage and current waveforms using a common
synchronizing signal from global positioning satellite (GPS)

[1–4]. PMU, a newer intelligent electronic device, offers to
more frequently provide accurate measurements of the states
for power system. However, due to its relatively high costs,

practically, PMUs are usually only installed on some selected
buses of a power system. By utilizing PMUs, reliability and
stability in the power system are expected to be improved.

Conventionally, an optimal PMU placement is considered to
use the least number of units to make the entire system com-
pletely observable.

Strategic placement of few PMUs in the system can signif-

icantly increase measurement redundancy, which in turn can
improve capability of the state estimator to detect and identify
bad data, even during loss of measurement. Meanwhile,
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Figure 1 Moving colonies toward their relevant imperialist.
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Figure 2 Positions of 3 and 9 are mutated: (a) before and (b)

after mutation.
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Figure 3 Positions of 2 and 10 are replaced with each other: (a)

before and (b) after replacement.
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strategic placement of traditional and phasor measurements
can also improve the state estimation’s topology error detec-
tion and identification capability, stability and control, reme-

dial actions and outage monitoring [5–8].
A power system is considered completely observable when

all of the states in the system can either be directly or indirectly

observable. In recent years, there has been significant research
activity on the problem of finding minimum number of PMUs
and their optimal locations. The initial work on PMU place-

ment is based on the assumption that PMUs will have an infi-
nite number of channels to monitor phasor currents of all
branches that are incident at the bus where a PMU will be

installed [9,10]. In [11], an optimal PMU placement method
based on the non-dominated sorting genetic algorithm (GA)
is proposed. The problem is to find placement of set of mini-
mum PMUs so that the system is still observable during its

normal operation and any single-branch contingency. Each
optimal solution of objective functions is estimated by the
graph theory and simple GA. Then, the best trade-off between

competing objectives is searched using no dominated sorting
GA. Since this method required more complexity computa-
tion, it is limited by size of the problem. A topology method

considering only single-branch outage is presented in [12].
However, its topological observability did not guarantee that
the state estimation can be solved [13]. A sequential selection

process based on performance indices measurement sensitivi-
ties and measurement failures is presented in [14].

In this paper, modified imperialist competitive algorithm
(MICA) based method was used for solving optimal PMU

placement and maximum redundancy in normal and contin-
gency conditions (PMU or line outage). By the proposed
method, optimal PMU placement (OPP) was solved and power

network became observable.

2. OPP formulation

PMUs are devices which can measure voltage and current sinu-
soidal waveforms on transmission lines and transmit data to the
utility for monitoring and control purposes. Data consist of

phase angles, frequency, and electrical parameters (voltage, cur-
rent, real power, and reactive power). Therefore, a suitable
methodology is needed to determine optimal locations of syn-

chrophasors so that the number of PMUs should be minimized
to make the system completely observable. When a PMU is
located at a certain bus, this bus is directly observable, the
neighboring buses that they connected to this bus, they are

indirectly observable, and other buses are unobservable.
If for any possible sequence of state and control vectors, the
current state can be determined in finite time using only the
outputs, in that case, the system is dynamically observable.

In this paper, static (topological) observability is used.
Topological observability analysis of a system is mainly found
on the basis of the following three rules [15]:

Rule 1: When a PMU is installed at a bus, this bus and
other buses are incident to the bus are observable.

Rule 2: If only one bus is unobservable among a ZIB and its
entire incident buses, the unobservable bus will be identified
as observable bus by applying the Kirchhoff’s current law
(KCL).

Rule 3: If are observable and related buses that connect to
unobservable ZIBs, ZIBs can be observability applying
KCL.

For an N-bus system, the OPP problem is formulated as
follows:

Min
XN
i¼1

ðci � xiÞ

s:t: A�X P b

ð1Þ

where ci is weighting factor representing the cost of installed
PMU at bus i, b is a vector whose entries are all one, and N
and i are the number of buses, and the ith row of c matrix,

respectively. Also, xi and Aij are defined as follows:

xi ¼
1 if PMU is installed at bus i

0 otherwise

�
ð2Þ

Aij ¼
1 if i ¼ j

1 if the ith bus is connected to bus j

0 otherwise

8><
>: ð3Þ
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Figure 4 MICA flowchart.
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In [16], redundancy measurement is obtained by the
following:

ðM�AXÞT � ð M� AXÞ ð4Þ
AX represents the number of times a bus is observable by
PMU and M can be chosen according to the desired level of
measurement redundancy in the power network. (M-AXÞ com-

putes the difference between the desired and actual times a bus
is observable so that, in Eq. (1), for maximum redun-
dancy,A� X must be maximized.

On the other hand, CX must be minimized and AX must be
maximized. In fact, two purposes are as follows: minimizing and
maximizing. To achieve these purposes, Eq. (1) and inverse of

Eq. (4) must be maximized. Radial buses are only observed by
one path. To ensure the system observability under a PMU out-
age, the right-hand side of all of the constraints (except radial

buses) is multiplied by 2. For example, in IEEE14-bus, one
radial bus exists (bus 8). If two PMUs are observing a bus, then
a related line outage will not affect the node observability.
Hence, the problem of ascertaining observability under a single
line outage is a subset of the problem of the single PMU loss

considered above. Active, reactive, and voltage measurements
are used in power systems. The constraints from Eq. (1) have
to be modified when these conventional measurements are con-

sidered. The topology-based method is used for considering
both zero injection and conventional measurements.
3. Imperialist competitive algorithm (ICA)

ICA is a new evolutionary algorithm that is developed by
Atashpaz-Lucas and its application is optimization by imperi-

alist competition [17]. Like most of the methods in the area of
evolutionary computation, ICA does not need gradient of
function. The first version of ICA is proposed for solving

continuous optimization problems and then in other works,
different variants of ICA are used for solving both discrete
and continuous problems. For example, chaotic ICA is pro-
posed in [18] and also a version of this algorithm for handling

constrained optimization problems is proposed in [19]. In ICA
and genetic algorithm (GA), array of variables is employed for
optimization and is called ‘‘country” and ‘‘chromosome”,

respectively [17]:

country ¼ ½P1;P2; . . . ;PNvar� ð5Þ
Each member of ‘‘country” (P1orP2 . . .PNvar) is a character-

istic of that country such as culture and their number is equal

to dimension of optimization problem (Nvar).
Cost of country is obtained by cost function:

cost ¼ fðcountryÞ ¼ fðP1;P2; . . . ;PNvarÞ ð6Þ
ICA starts with an initial country, some of best countries

are selected as imperialists and other countries are chosen as
colonies:

Npop ¼ Ncol þNimp ð7Þ
Nimp is number of imperialist that have powerful cost func-

tion and number of remaining countries is Ncol (number of

colonies). First, imperialists are created and then their cost is
normalized by the following:

Cn ¼ maxi fcig � cn ð8Þ
where cn is cost of nth imperialist and Cn is its normalized cost.

Normalized power of each imperialist is calculated by the
following:

pn ¼
cnPNimp

i¼1 ci

�����
����� ð9Þ

Each empire has many colonies depending on its powerful

such that bigger empires have many colonies. In ICA, each col-
ony moves toward imperialist by x unit (assimilation step).
Fig. 1 shows a moving colony toward its imperialist.

In Fig. 1, each colony moves toward its relevant imperialist
in two dimensions (culture and language) and x is a random
variable with uniform distribution:

x � Uð0; b� dÞ; b > 1 ð10Þ
In Eq. (10), d is distance between colony and imperialist.

While a colony moves toward its imperialist, the colony may
reach lower cost and its positionmaybe better than imperialist’s.



Figure 5 IEEE 14-bus test system.
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In this case, position of colony and imperialist is exchanged and
the empire has a new imperialist. Total cost (TCn) of each empire

is formulated as follows:

TCn ¼ CostðimperialistnÞ
þn� meanfCostðcolonies of empirenÞg; 0< n< 1 ð11Þ

By choosing a little value for n, total power of an empire is
mainly determined by imperialist. At the next level, imperialist
competition begins and the powerless empire is eliminated.

Finally, one empire is remained, others are collapsed and the
colonies will be under the control of this unique empire. In this
new world, all the colonies will have the same positions and

costs; in this condition, the algorithm is stopped. For
additional explanation about ICA, [17] can be referred to.
Convergence time of ICA is very faster than GA. ICA’s main

benefits include the following:

– Based on the social behavior of human beings more intelli-

gent than his biological behavior.
– High speed convergence.
– Ability to optimize functions with many variables.

ICA is a smart algorithm for solving optimization prob-
lems. But, in some problems, it is not possible to achieve the
best solution and stuck in the local minimum. For this reason,

MICA is proposed, by which in addition to the benefits of the
ICA, the best solution for optimization problem could be
obtained. On the other hand, ICA is very faster than MICA,

but, in some problems, it is not accurate.
In OPP problem, to achieve the best position in a short

time, discrete search is much better than continuous search.

For this purpose, in assimilation step, crossover is used for
moving colonies toward imperialist rather than uniform distri-
bution. Crossover is a genetic operator who combines two
colonies (parents) to produce a new colony and the idea behind
it is that the new colony may be better than both of the parents
if it takes the best characteristics from each of the parents. In

MICA, a new step is added to ICA. In this step, revolution or
mutation is used for achieving the best solution. This step is
made of two parts, which are used randomly:

1. Mutation (is similarly used in GA): Fig. 2 shows mutation
for two positions (3 and 9). At this level, two or more posi-

tions may be mutated.
2. Replacement (replacing two positions randomly): At this

level, two or more positions are replaced with each other.
Fig. 3 shows this operation.

Other steps in MICA are similar to ICA. By this reforma-
tion in ICA, optimization problem becomes accurate in the

discrete space. Fig. 4 shows the MICA flowchart.

4. Case studies and simulation results

In this article, MICA is used for OPP problem. By installing
PMUs in strategic buses, the system is observable with mini-
mum number of PMUs. The proposed PMU placement algo-

rithm is applied to power systems with IEEE 14, 30, 57 and
118-bus. Fig. 5 shows the single line diagram of 14-bus IEEE
system and Fig. 6 shows the single line diagram of 57-bus

IEEE system. Two groups of simulations are carried out on
the four systems with and without zero injection buses. The
proposed method is applied to IEEE 14-bus, and this system
needed four PMUs for complete observability at buses 2, 6,

7 and 9. Many configurations can be obtained for four PMUs,
but, for redundancy measurement, the best configuration is
buses 2, 6, 7 and 9. Figs. 7–10 show converging trend of MICA

for OPP problem on IEEE test systems.
These figures show clearly that the best solution is achieved

by MICA in low iterations; for example, in IEEE-57 test



Figure 6 IEEE 57-bus test system.
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Figure 7 Converging trend of MICA for IEEE 14-bus.
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Figure 8 Converging trend of MICA for IEEE 30-bus.
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Figure 9 Converging trend of MICA for IEEE 57-bus.
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Figure 10 Converging trend of MICA for IEEE 118-bus.

Table 2 Comparing CPU time of the proposed method

(MICA) with that of other relevant methods used in OPP

problem.

IEEE system 14-bus 30-bus 57-bus 118-bus

Proposed method MICA 0.2 0.49 2.4 2.8

Modified BPSO [20] 4 min 14 min 35 min 80 min

ILP [22] 0.05 – 30.41 1625.3

ILP + heuristic [22] 0.04 – 1.93 6.37

IGA [23] 2 4 11 72

ICA 0.2 0.35 3.5 -
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system in [16], the best solution is achieved in more than 750
iterations but, in MICA, OPP problem for the same system

is solved at less than 100 iterations. Table 1 shows the number
and locations of the required PMUs for full network observ-
ability on IEEE test systems.
Table 1 Number and locations of the required PMUs for IEEE te

Test system Number of

required PMUs

Locations of PMUs

IEEE 14-bus 4 2,6,7,9

IEEE 30-bus 10 2,4,6,9,10,12,15,18,25,27

IEEE 57-bus 17 1, 4, 6, 9,15, 20, 24,28,31,32, 36,38,39,41

IEEE 118-bus 32 3,5,9,12,15,17,21,25,28,34,37,40,45,49,53
MICA is a fast algorithm for OPP problem. Table 2 shows

the comparison of CPU times of MICA with other relevant
methods used in OPP problem [20–23]. CPU time in the pro-
posed method is very low, but it is not main goal. The main

objective function is focused on the redundancy measurement
and contingencies.

ICA on IEEE 118-bus don’t converge to 32 PMUs and the

best solution for OPP problem is 39 PMUs. As mentioned,
ICA is faster than MICA but not accurate in some problems.
If power system is a large system, ICA is not possible to

achieve best solution. But with MICA, best solution is achiev-
able in short time.

When zero-injection buses are used in the network, the
number of PMUs for full network observability might be

reduced. For example, if in IEEE 14-bus, one zero-injection
bus (bus 7) existed, the number of PMUs is reduced, and for
full network observability, 3 PMUs are used in 2, 6 and 9

buses. Table 3 shows the number and locations of the required
PMUs for full network observability while using zero-injection
buses.

Simulation results of MICA for the OPP problem show
that this algorithm is a fast and accurate method and usually
converges to the optimum solution. Simulation results for
with/without zero-injection buses are given in Table 4.

In Table 5, the number of PMUs for full network observ-
ability by using MICA is compared with other optimization
methods when zero-injection bus is used [10,16,24,25].

It can be observed, in Table 5, the number of PMUs for full
observability in IEEE 118-bus by MICA is less than GA. In
contingency (PMU or line outage), the number of PMUs for

full network observability is increased. In Table 6, the number
of PMUs for full network observability in contingency is com-
pared with those of integer quadratic programming method. In

Table 7, comparison of the measurement redundancy value of
MICA is shown in relation to other methods in normal oper-
ating mode.

As shown in simulation results (Table 6), by applying

MICA the number of PMUs for full network observability
st systems.

Redundancy

17

48

,46,51,53 67

,56,62,64,68,70,71,76,79,85,86,89,92,96,100,105,110,114 162



Table 3 Number and locations of the required PMUs for full network observability (using zero-injection).

Test system Number of required PMUs Locations of PMUs (using zero-injection)

IEEE 14-bus 3 2,6,9

IEEE 30-bus 7 2,4,10,12,15,18,27

IEEE 57-bus 13 1,9,10,13,15,20,25,29,32,38,49,53,56

IEEE 118-bus 27 3,11,12,17,21,23,28,34,37,40,45,49,52,56,62,75,77,80,85,86,89,92,96,100,105,110,115

Table 4 Simulation results for with/without zero-injection buses.

Test systems Locations of zero-injection buses Number of PMUs

(ignoring zero-injection)

Number of PMUs

(including zero-injection)

IEEE 14-bus 7 4 3

IEEE 30-bus 6,9,11,25,28 10 7

IEEE 57-bus 4,7,11,21,22,24,26,34,36,37,39,40,45,46,48 17 13

IEEE 118-bus 5,9,30,37,38,63,64,68,71,81 32 27

Table 5 Number of PMUs by MICA and other optimization

methods (including zero-injection).

Method 14-bus 30-bus 57-bus 118-bus

Integer programming [10] 3 N/A 12 29

BPSO [16] 3 7 13 29

GA [24] 3 7 12 29

Tabu search [25] 3 N/A 13 N/A

MICA 3 7 13 27

(N/A: Not available)

Table 6 Number of PMUs using MICA compared with other

methods in contingency.

Method/Systems 14-bus 30-bus 57-bus 118-bus

Integer quadratic programming [21] N/A 21 33 68

MICA 7 14 21 62

Ref. [20] 7 15 22 62

Table 7 Comparison of the measurement redundancy value

of the proposed algorithm with other methods in normal

operating mode.

Method/Systems 14-bus (3 PMU) 30-bus (7 PMU)

Proposed method (MICA) 16 39

BPSO [16] 16 34

BIP [26] 16 36

GA [27] 16 36
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in contingency is clearly reduced. Using the proposed method
moreover CPU time, the number of PMUs is reduced in some

IEEE test systems (particularly, on large power networks).
5. Conclusion

This paper proposed a new algorithm for OPP solution in
power systems. MICA-based method is used to determine opti-

mal locations of PMUs. PMU placement problem don’t have a
unique solution. Depending on the starting point, the
developed optimization scheme may generate different sets of

optimal solutions. In order to obtain the best solution, mea-
surement redundancy must be maximized. In this study, in
addition to the best position for PMUs, measurement redun-
dancy is achievable. This method is tested on four systems

namely IEEE 14, 30, 57, and 118-bus test systems, to evaluate
the optimal locations of PMUs. Results showed that MICA is
more effective than other methods investigated in this paper in

terms of decreasing objective function.
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