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Abstract

The star complement technique is a spectral tool recently developed for constructing some bigger graphs
from their smaller parts, called star complements. Here we first identify among trees and complete graphs
those graphs which can be star complements for 1 as the second largest eigenvalue. Using the graphs just
obtained, we next search for their maximal extensions, either by theoretical means, or by computer aided
search.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction

We will consider only simple graphs, that is finite, undirected graphs without loops or multiple
edges. If G is such a graph with vertex set Vg = {1, 2, ..., n}, the adjacency matrix of G is the
n x n matrix Ag = (a;;), where a;; = 1 if there is an edge between the vertices i and j, and 0
otherwise. The eigenvalues of G,denotedby A1 > Ay > --- > A, are just the eigenvalues of Ag.
Note, the eigenvalues of G are real and do not depend on vertex labelling. Additionally, for con-
nected graphs A1 > A, holds. The characteristic polynomial of G is the characteristic polynomial
of its adjacency matrix, so Pg (L) = det(Al — Ag). For more details on graph spectra, see [3].
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If v is an eigenvalue of G of multiplicity k, then a star set for ;e in G is a set X of k vertices taken
from G such that u is not an eigenvalue of G — X. The graph H = G — X is then called a star
complement for p in G (or a p-basic subgraph of G in [7]). (Star sets and star complements exist
for any eigenvalue and any graph; they need not be unique.) The H-neighborhoods of vertices in
X can be shown to be non-empty and distinct, provided that i ¢ {—1, 0} (see [5, Chapter 7]). If
t = Vg, then |X| < (5) (see [1]) and this bound is best possible.

It can be proved that if Y is a proper subset of X then X — Y is a star set for u in G — Y,
and therefore H is a star complement for u in G — Y. If G has star complement H for pu, and
G is not a proper induced subgraph of some other graph with star complement H for p, then
G is a maximal graph with star complement H for w, or it is an H-maximal graph for u. By
the above remarks, there are only finitely many such maximal graphs, provided u ¢ {—1, 0}.
In general, there will be various different maximal graphs, possibly of different orders, but
sometimes there is a unique maximal graph (if so, this graph is characterized by its star complement
for ).

We now mention some results from the literature in order to make the paper more self-contained
(they are taken from [4-6]).

The following result is known as the Reconstruction Theorem (see, for example, [5, Theorems
7.4.1 and 7.4.4]).

Theorem 1.1. Let G be a graph with adjacency matrix

Ax BT
B c)’
where Ay is the adjacency matrix of the subgraph induced by the vertex set X. Then X is a star
set for w if and only if p is not an eigenvalue of C and uI — Ax = BT (ul — C)"'B.

From the above, we see that if ;«, C and B are fixed then Ay is uniquely determined. In other
words, given the eigenvalue u, a star complement H for u, and the H-neighborhoods of the
vertices in the star set X, the graph G is uniquely determined. In the light of these facts, we may
next ask to what extent G is determined by only H and . Having in mind the observation above,
it is sufficient to consider graphs G which are H-maximal for p.

Following [2], we will now fix some further notation and terminology. Given a graph H, a
subset U of V(H) and a vertex u not in V(H), denote by H(U) the graph obtained from H
by joining u to all vertices of U. We will say that u (U, H(U)) is a good vertex (resp. good
set, good extension) for p and H, if u is an eigenvalue of H(U) but is not an eigenvalue of
H. By Theorem 1.1, a vertex u and a subset U are good if and only if bg(,ul —O)" b, = uw,
where b, is the characteristic vector of u (with respect to V(H)) and C is the adjacency matrix
of H. Assume now that U; and U, are not necessarily good sets corresponding to vertices u
and uy, respectively. Let H(Uy, Uz; 0) and H(Uj, Uz; 1) be the graphs obtained by adding to
H both vertices, u1 and uy, so that they are non-adjacent in the former graph, while adjacent in
the latter graph. We say that u; and u, are good partners and that Uy and U, are compatible
sets if p is an eigenvalue of multiplicity two either in H (Ui, Us; 0) or in H(Uj, Us; 1). (Note,
if u ¢ {—1, 0}, any good set is non-empty, any two of them if corresponding to compatible sets
are distinct; see [5, cf. Proposition 7.6.2.].) By Theorem 1.1, two vertices u; and u; are good
partners (or two sets Uy and U, are compatible) if and only if bgl (ul — C)’]bu2 e {—1,0},
where b,,, and b, are defined as above. In addition, it follows (again by Theorem 1.1) that any
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vertex set X in which all vertices are good, both individually and in pairs, gives rise to a good
extension, say G, in which X can be viewed as a star set for u with H as the corresponding star
complement.

The above considerations show us how we can introduce a technique called the star complement
technique, for finding (or constructing) graphs with certain spectral properties. In this context
the graphs we are interested in should have some prescribed eigenvalue usually of very large
multiplicity. If G is a graph in which u is an eigenvalue of multiplicity k£ > 1, then G is a good
(k-vertex) extension of any one of its star complements, say H (in particular, G is H-maximal for
). The star complement technique consists of the following: In order to find H-maximal graphs
for w(#£ —1, 0), we form an extendability graph whose vertices are good vertices for 1 and H,
and add an edge between two good vertices whenever they are good partners. Now it is easy to
see that the search for maximal extensions is reduced to the search for maximal cliques in the
extendability graph (see, for example, [4,6]). Of course, among H-maximal graphs some of them
can be mutually isomorphic.

Connected graphs with A < 1 have not bean much studied in the literature. Some known
results are related to bipartite graphs and (generalized) line graphs (see [8] for details). Here we
focus our attention on trees and complete graphs in the role of star complements for 1 as the
second largest eigenvalue. In Section 2, we determine all trees and complete graphs which can be
star complements for A, = 1. The good graphs H(U) where H is a tree or a complete graph are
considered in Section 3. Finally, all maximal graphs for some of the possible star complements
are given in Section 4.

2. Trees and complete graphs as star complements for 1 as the second largest eigenvalue

We focus our attention on connected star complements. The following lemma considers the
diameter of a star complement.

Lemma 2.1. Let H be a connected star complement for Ay = 1. Then diam(H) < 3.

Proof. Suppose the contrary, i.e. diam(H) = d > 4. Then H contains a path P of length d as an
induced subgraph. Since d > 4, we have A, (P) > 1. Therefore, by the Interlacing Theorem (see
[3,p. 19]), 22(H) > 1. On the other hand, if H is a star complement for A, = 1 then Ao (H) < 1.
A contradiction, and the proof follows. [

The next lemma will be useful in sequel.
Lemma 2.2. Let H be a graph containing at least one edge such that .»(H) < 1 and let u, U
and H (U) be as defined in Section 1. If U and H (U) are good with respect to 1 then
pTIr-0C)"'b=1, (1)
where b is the characteristic vector of u and C is the adjacency matrix of H. In addition,

M(HU)) =1.

Proof. Firstly, (1) arises from Theorem 1.1. Since U and H(U) are good with respect to 1, we
have that 1 belongs to the spectrum of H (U). Since H has at least one edge, its largest eigenvalue
is greater or equal to 1. Then, A2 (H) < 1 and the Interlacing Theorem imply > (H(U)) = 1. O
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The following two theorems give us all trees which can be the star complements for A, = 1.
By S, we denote a star of order n, while by S, , we denote a double star, i.e. the graph which
we obtain from stars S, and S,, by joining their centers. If at least one of integers m, n equals 1,
then the double star S, , reduces to an ordinary star. Hence, for a double star we will assume that
m,n > 2. By Lemma 2.1, if some tree is a star complement for A, = 1 then it must be a star or a
double star.

Theorem 2.1. S¢, S19 and S11 are the only stars which can be star complements for Ao = 1.
Proof. Itis easy to check that S; and S, cannot be star complements for A, = 1, so we can assume

thatn > 3. If C is the adjacency matrix of S,, (where the first row and the first column correspond
to the center of S,,) then

-1 -1 ... -1
1 1 -1 =3 0

-0 '=—
( ) ey . :
-1 -1 ... n-3

Firstly, let u be joined to the center and to k — 1 of the terminal vertices of §,, and let b be
the characteristic vector of u. So, exactly k of the coordinates of b are ones (including the first
coordinate). If k = 1 then the graph obtained is a star as well, and the second largest eigenvalue
of a star does not equal 1. For k > 2, by using Eq. (1), we get

K+ Q2—-—nk+2n—4=0. (2)

Since k is an integer, the discriminant of the equation above must be a perfect square, and (n —
6)> — 16is aperfect square only forn = 10andn = 11 (and in both cases we get that k is a positive
integer). Therefore, we have just obtained stars Sio and S1; which can be star complements for
A =1.

Now, let u be joined to k of the terminal vertices of S,,. Then, exactly k of the coordinates of
its characteristic vector are ones (here, the first coordinate is zero). Again, Eq. (1) gives us

+Q—-—nk+n—-2=0. 3)

The discriminant (n — 4)> — 4 is a perfect square only for n = 6 (which gives a positive integer
for k). So, in this case, Sg is the only solution and the result follows. [

Theorem 2.2. The double star S, , (m, n > 2) can be a star complement for Lo = 1 if and only
if at least one of integers m, n is equal to 2.

Proof. In order to prove that S, , can be a star complement for A, = 1, it is sufficient to find at
least one set U C V(S2,,) and a vertex u joined to all vertices of U such that A2(S2 ,(U)) = 1.
For instance, if U contains exactly one terminal vertex of S, we obtain the situation as required.
(Obviously, a star S, (n > 2), considered as an induced subgraph of S ,, contains at least one
terminal vertex.) Indeed, by removing the center of S,, from S , (U) we get a disconnected graph
whose spectrum contains 1 as an eigenvalue of multiplicity 2. Then, by Interlacing Theorem,
A (S2,,(U)) = 1.

On the other hand, we have A2(S3,3) = 1. Thus, A2(Si.») = 1 form, n > 3, which completes
the proof. [J



704 Z. Stani¢ / Linear Algebra and its Applications 420 (2007) 700-710
The following theorem gives us all complete graphs which can be star complements for A = 1.

Theorem 2.3. Ko and K11 are the only complete graphs which can be the star complements for
M =1.

Proof. Forn < 2, the graph K, is isomorphic to S, so we can assume n > 3.If C is the adjacency
matrix of K, then

n—3 -1 -1

| 1 -1 n-=-3 ... -1
I-C)y =
( ) P .

-1 -1 ... n-3
If u is joined to k of the vertices of K,,, then exactly k of the coordinates of its characteristic

vector are ones. By using Eq. (1), we arrive at Eq. (2), and therefore, n = 10 and n = 11 are the
only solutions. This completes the proof. [J

3. Good sets

We now proceed to identify all good sets U, i.e. to identify the sets U for which graph H (U) has
1 as the second largest eigenvalue, where H is any of graphs S¢, S10, S11, S2.» (n > 2), K10, K11.

We will use the following notation: the center of S, will be denoted by v. The center of S,,, as
well as the center and the only terminal vertex of S», when S, and S, are induced subgraphs of
S2.» will be denoted by v, w and wj, respectively. Also, the set of any k of the terminal vertices
of §,, or any k of the vertices of K,,, will be denoted by 7.

Lemma 3.1. The graph Se¢(U) is good if and only if U = T. The graph S10(U) is good if and
only if U = {v} U T3. The graph S11(U) is good if and only if U = {v} U T, or U = {v} U Ts.
The graph K19(U) is good if and only if U = Ty. The graph K11(U) is good if and only if U = T;
orlU =Tg.

Proof. We find that Eq. (3) has exactly one pair of integral solutions: (n, k) = (6, 2), and therefore
Se(U) is good if and only if U = T». Similarly, Eq. (2) has three pairs of integral solutions:
(n, k) = (10,4), (11, 3) or (11, 6) what gives us all good graphs S;o(U) and S11(U), as well as
K10(U) and K11(U). The proof is complete. [

From the previous lemma we have that every graph with any of star complements Sy¢, S11 for
A2 = 1 is a cone, since the center of the corresponding star is adjacent to all vertices of star set.

In the following lemma we will use Schwenk’s formula (see [3, p. 78]) which can be stated as
follows: For a given (simple) graph G, let ¥(v) denote the set of all cycles containing a vertex v
of G. Then

PG =AP6y(\) = Y Pov-uw®) =2 Y Po_viey(M), )
w~v Ce%(v)

where w ~ v denotes that w is a vertex adjacent to v, while G — V (C) is the graph obtained from
G by removing all vertices belonging to the cycle C.
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Lemma 3.2. The graph S ,(U) is good if and only if U has one of the following forms:

1.U =Ty,

2.U ={v}UTy;

3.U ={wlUT,—35, n2>=3;

4.U ={w1} UTy—2, n=2;

5U={v,w}UT,_s, n=5;

6.U={v,w}UT,—4, n=4

7.U ={w,w}U T@ , whenever " isa non-negative integer;

4n — 12

oo

.U ={v,w, w} U Tw_12, whenever is a non-negative integer.
-3

Sketch proof: The proof is based on the application of the formula (4) to the graph S, ,(U). Here
we demonstrate how we get the set U = {v, w, wi} U T4n; 12, while all other sets are obtained in

the similar way.
Consider the graph S» ,(U) where U = {v, w, w1} U Ty, (1 < k < n —1). When we apply
the formula (4) with respect to vertex u adjacent to all vertices of set U, we get

Ps, ,u)(1) = Ps, , (1) — Ps, ,—y(1) — Ps, ,—w(1) — Ps, ,—uw, (1)

—kPs,, () =2 > Ps,w)-c(D).
Ce%(u)

By applying (4) to each graph, we find Ps, , (1) = —1, Pg, ,—v(1) =0, Ps, ,—u(1) =2 —n,
Ps, ,—w, (I)y=1-—n, Ps, (1) =—1and ZCG%’(M) Ps,,—c(1) =4 —n+ 2k.So PSz,,,(U)(l) =
—12 +4n — 3k, and therefore Ps,, )(1) =0 if and only if k = #. This completes
the proof. [

4. Maximal graphs

We will now determine all H-maximal graphs (for A, = 1) for some of the star complements
H given in Theorems 2.1-2.3. As mentioned in Section 1, finding maximal graphs is equivalent
to finding maximal cliques in the extendability graph. As already noted, a necessary and sufficient
condition for u and u; to be good partners follows from Theorem 1.1 (recall, if b,, and b, are
the characteristic vectors of U; and Ua, respectively then u#; and u; are good partners if and only
if bEl (ul — C)’lbu2 is equal either 0 or —1). (Here, u; and u, are non-adjacent in the former
case, and adjacent in the latter case.) This easy criterion for checking if two good vertices are
good partners will be used in the sequel.

We first demonstrate this technique if H is equal to Sg.

Theorem 4.1. There is a unique maximal graph with star complement Sg for Ao = 1.

Proof. Due to Lemma 3.1, here we have exactly 10 good sets. Denote them by Uy, ..., Ui,
and the corresponding vertices by uj, ..., u1g, respectively. We have exactly two cases for the
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intersection of any pair of good sets U;, Uj, 1 <i < j < 10: they have no vertices in common
or they have exactly one vertex in common. We find that in the former case the corresponding
vertices u; and u; are good partners if they are adjacent, while in the latter case they are good
partners if they are non-adjacent. Therefore, each pair of good sets correspond to two vertices
which are good partners. This leads us to the unique maximal graph whose star set contains each
of 10 vertices uy, ..., u1o. The proof is complete. [

Remark 4.1. The maximal graph from the previous theorem is a strongly regular graph on 16
vertices, known as the Clebsch graph. Its spectrum is [—3°, 1'%, 5]. (In the exponential notation,
exponents stand for the multiplicities of the eigenvalues.) This result is established in [9], as well.

In the following theorem, the vertices of Ko will be labelled by numbers 1, . . ., 10.

Theorem 4.2. There are exactly two non-isomorphic maximal graphs with star complement K 19
for ko = 1.

Proof. Due to Lemma 3.1, we have that two good sets can have between zero and three vertices
in common, and by inspecting these situations we find that they are compatible in two cases: if
they have precisely two vertices in common (then the vertices in the star set corresponding to the
good are non-adjacent), and if they have an empty intersection (then the corresponding vertices
are adjacent).

Consider a maximal graph with star complement Ko for A = 1. Let X = {u, ..., ux} be the
star set of this graph, and let Xy = {Uy, ..., Ux} be the collection of corresponding good sets.
The rest of the proof will be separated in three parts.

(I) Let U;, Uj e Xy. If|U, N Uj| =2then U = (U,‘\Uj) U (Uj\Ui) e Xy.

With no loss of generality, we can say that U; = {1,2,3,4} and U; = {1, 2,5, 6}, then U =
{3, 4,5, 6}. Assume to the contrary, U ¢ Xy. Then there is a good set U; € Xy such that |U N U]
is equal to either 1 or 3. (Otherwise, U ¢ Xy implies that the graph considered is not maximal.)
Suppose, firstly |U N U;| = 1. The vertex belonging to U N U; also belongs to exactly one of sets
U;,U;.Say, UNU; NU; # . Since U; and U; are compatible, they must have two vertices in
common: the only possibility is Uy N U; = {1, 2}, but then |U; N U;| = 3 which is not possible
since U; and U; are also compatible. The case U N U; N U; # @ follows analogously. Suppose now
|U NU| = 3. Again, we musthave |U; N U | = 2, which implies |U; N U;| # 2. A contradiction,
and this part is proved.

(IT) There are at least two sets in Xy having an empty intersection.

Assume the contrary. Then every two sets in Xy have exactly two vertices in common. With no
loss of generality, we cansay Uy = {1, 2, 3,4}, Uy = {1, 2, 5, 6} € Xy . Then, by part (I), we have
Us ={3,4,5, 6} € Xy. The maximality of the considered graph implies that we have more sets in
Xy . According to our assumption, every other set in Xy has at least two vertices whose labels are
strictly less than 7 (in order for it to have two vertices in common with each of Uy, U, U3). Itis easy
to conclude that the set Us = {a, b, c,d}, where 1 <a < b < 6,7 < c <d < 10, cannot have
two vertices in common with each of Uy, U, Us. The same holdsifwetakel < a <b <c¢ <d <
6. The remaining situationis 1 < a < b < ¢ < 6,7 < d < 10. Here, we have more than one pos-
sibility for the vertices a, b, c. For instance, let Uy = {2, 3,5, d} € Xy . (Obviously, |Us N U;| =
2,i =1,2,3.) By part (I), we get Us = {1,4,5,d},Us = {1,3,6,d},U; = {2,4,6,d} € Xy.
Finally, we check that set Ug = {a’, ', ¢/, d'}, where | <a’ <b' < <6,7 <d < 10, cannot
have two vertices in common with each of Uy, . . ., U7, so there are no more sets in Xy having two
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vertices in common with each other set. But, on the other hand, for Ug = {1, 3,5,d'},d’ #+ d,
we get |[UsNU;| =2,i=1,...,6and |Ug N U;| = 0. Therefore, Us € Xy and Xy contains at
least two sets having an empty intersection. A contradiction! If we take some other choice for
vertices a, b, ¢ such that Uy satisfies the condition of our assumption, we get a contradiction in a
similar way and the proof of this part follows.

(IIT) There are exactly two non-isomorphic maximal graphs.

Due to part (I), we can assume U; = {1,2,3,4}, U, = {7, 8,9, 10} € Xy. If some set is
compatible with each of Uj, U, then it contains either both of the vertices 5, 6 or neither of these
vertices. Now, we distinguish two cases: there is a set in Xy containing vertices 5 and 6, and
every set in Xy does not contain vertices 5 and 6.

In the former case, let Uz (Usz € Xy) contain the vertices 5 and 6. Then it must have two
vertices in common with one of sets Uj, U, and an empty intersection with the other. With no
loss of generality we can take Uz = {1, 2, 5, 6}. By part (I), we have Us = {3,4, 5,6} € Xyp.
Now, every other set in Xy has a form {a, b, c,d}, where 1 <a <b <6,7<c<d<10.
Suppose, {a, b, c,d} € Xy,forsomea, b (1 <a < b < 6),andc =7, d = 8. Then the following
sets are the only ones compatible with each of Uy, ..., Us: Us = {1,2,7, 8}, Us = {1, 2,9, 10},
U;=1{3,4,7,8},Us ={3,4,9,10}, Uy = {5,6,7, 8} and Ujg = {5, 6,9, 10}. In addition, every
pair of Us, ..., Uy are compatible, and therefore, we have just obtained a maximal graph (with
star set determined by the set Xy = {Uy, ..., Ujo}). If we take some other choice for vertices
¢, d, we get an isomorphic graph.

In the latter case, except for U; and Uy, every set in Xy has the form {a’, b’, ¢/, d’}, where
1 <a' <b <4,7< <d < 10.Withnoloss of generality, we cansay that U; = {1, 2,7, 8} €
Xy. Then by part (I), we have Uy = {1, 2,9, 10}, U5’ =1{3,4,7,8}, U, ={3,4,9,10} € Xy.
Now, each of non-compatible sets {1, 3,7, 9}, {1, 3,7, 10} is compatible with each of Uy, Uy,
Uj. ..., Ui If wechoose U; = {1, 3,7, 9} € Xy, then the following sets are the only ones compat-
ible with each of Uy, Uy, Ué, LU Ué ={1, 3,8, 10}, Ué =1{2,4,7,9}, U{O ={2,4,8, 10},
Ui, =1{1,4,7,10}, U}, ={1,4,8,9}, Ul’3 ={2,3,7,10} and Uy, = {2, 3,8,9}. In addition,
every pair of Uy, ..., U{, are compatible, and therefore, we have just obtained a maximal graph
(with star set determined by the set Xy = {Uy, Ua, U3, ..., U}, ). If we take U; = {1, 3,7, 10} €
Xy (or any other possible choice for U;), we get an isomorphic graph. This completes
the proof. [

Remark 4.2. We give some data for the two maximal graphs obtained in the previous theorem.
The first graph has 20 vertices (10 vertices of degree 7, and 10 vertices of degree 13). Its spectrum
is [—4* —1°, 119 11]. The second graph has 24 vertices (14 vertices of degree 5, 2 vertices of
degree 9, and 8 vertices of degree 16). Its spectrum is [—3.28, =37, —1,14,11.28].

In order to find all maximal graphs for a given star complement and an eigenvalue p, we
have created an SCL (star complement library), i.e. a collection of programs related to the
star complement technique. This library includes the programs for identifying good sets, for
checking their compatibility, for finding maximal cliques and for identifying isomorphism classes.
Some results obtained by making use of SCL facilities are given in the next two theorems.
We use v, w and w; to denote the same vertices as in Section 3, while the terminal vertices
of S, (in the first theorem S, is an induced subgraph of S ,) are labelled by numbers 1, ...,
n—1.
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Theorem 4.3. There are n non-isomorphic maximal graphs with star complement S , (2 < n <
5) for Ay = 1. For each graph in the list below, the following data are given: the number of
vertices, the number of edges, the spectrum, followed by good sets

52’2:

Gi: 5, 5, [—-1.68,—1,—0.54,1,2.21]; {v, 1}.

Gy: 6, 6, [—2,—1%,12,2]; {1}, {wy ).

52’3:

Gz: 7, 8, [-2,—12,-0.73,12,2.73]; {v, 1}, {v, 2}.

Gs: 8, 11, [=22,—12,13,3]; {wy, 1}, {w1, 2}, {v, w, wy}.

Gs: 10, 15, [—2%, 19, 3]; {1}, {2}, {w}, {w1, 1}, {wy, 2}.

So.4:

Ge: 9, 11, [—2.33, =13, —0.82, 13, 3.15]; {v, 1}, {v, 2}, {v, 3}.

G7: 10, 16, [—2.70, =2, —13, 1*,3.701; {1}, {v, 2}, {v, 3}, {w1, 2, 3}.

Gg: 12, 24, [-3.27, =23, —1,1°,4.271; {1}, {2}, {v, 3}, {w, 3}, {wy, 1, 3}, {w1, 2, 3}.

Go: 16, 40, [—33, 10, 5]; {1}, {2}, (3}, {v, w1}, {w, 1}, {w, 2}, {w, 3}, {wy, 1, 2},

{wi, 1,3}, {w1, 2, 3).

52,5:

Gio: 11, 14, [—2.64, —1%, —0.86, 1%, 3.50]; {v, 1}, {v, 2}, {v, 3}, {v, 4}.

Gii: 12, 21, [=3.27, =2, —1%,1°,4.27]; {1}, {v, 2}, {v, 3}, {v, 4}, {wy, 2, 3, 4}.

Gip: 14, 33, [—-4.22, =23, —12,17,5.22]; {1}, {2}, {v, 3}, {v, 4}, {w, 3, 4}, {w, 1, 3, 4},
{(wy,2,3,4).

Gi3: 18, 57, [—4.66, —3* —1,1'1,6.66]; {1}, {2}, {3}, {v, 4}, {v, w1, 4}, {w, 1, 4},
{w, 2,4}, {w, 3,4}, {w, 1,2, 4}, {wi, 1, 3, 4}, {wy, 2, 3, 4}.

Gia: 27, 135, [—5° 129, 101; {1}, {2}, {3}, {4}, {v, w}, {v, wi, 1}, {v, w1, 2}, {v, wy, 3},
(v, wi, 4}, {w, 1,2}, {w, 1,3}, {w, 1,4}, {w, 2, 3}, {w, 2, 4}, {w, 3, 4},
{wi, 1,2,3}, {w1, 1, 2,4}, {wy, 1, 3,4}, {wy, 2, 3, 4}.

Remark 4.3. The graph G is a cycle Cg; the graph Gy is isomorphic to the Clebsch graph
obtained in Theorem 4.1 which means that this graph contains two different trees as a star
complements for A, = 1; the graphs G5 and G4 are strongly regular, as well.

Theorem 4.4. There are 15 non-isomorphic maximal graphs with star complement Sg for ko = 1.
For each graph listed below, the following data are given: the number of vertices, the number of
edges, the spectrum, followed by the reduced good sets (since all good sets contain the center of
S10, we restrict their representation to the terminal vertices only).

Gi: 17, 58, [-3, 2% -0.69,0, 17, 8.69]; {1, 4, 5}, {1, 6, 7}, {1, 8, 9}, {4, 6, 8},
{4,7,9}, {5, 6,9}, {5,7, 8.

Go: 20, 64, [—3°,0%,1'0,8]; {1,6,7}, {1, 6,8}, {1,6,9},{1,7,8},{1,7,9}, {1, 8,9},
{6,7,8},{6,7,9},{6,8,9}, {7, 8, 9}.

Gs: 20, 72, [—3%,—0.90, 02, 1'9,8.90]; {1, 5, 7}, {1, 6, 8}, {1, 6,9}, {1, 7, 8}, {1, 7, 9},
{1,8,9}, {5,8,9},{6,7, 8}, {6,7,9}, {7, 8,9}.

Gy4: 20, 75, [-3° —1.20,0%,119,9.20]; {1, 5,6}, {1, 5,7}, {1, 6, 8}, {1,6,9}, {1,7, 8},
{1,7,9}, {1, 8,9}, {5,8,9}, {6, 7, 8}, {6, 7, 9}.
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Gs: 20, 76, [—-3% —1.29,0%, 1'9,9.29]: {1, 5, 6}, {1, 5, 8}, {1, 6,9}, {1, 7,8}, {1,7,9},
{1,8,9},{5,7,9}, {5, 8,9}, {6,7, 8}, {6, 8, 9.

Ge: 20, 76, [—3%,—1.29,07%,1'°,9.29]; {1, 5,6}, {1,7,8},{1,7,9},{1,8,9},{5,7, 8,
{5,7,9}, {5,8,9}, {6,7, 8}, {6,7,9}, {6, 8, 9}.

G7: 20, 76, [-3°,—22,—-0.42,0,1'0,9.42]; {1, 4,7}, {1, 5,8}, {1,6,9}, {1,7, 8},
{1,7,9},{1,8,9}, {4, 8,9}, {5,7,9}, {6, 7, 8}, {7, 8, 9.

Gg: 20, 79, [—3% —1.57,0%,1'°,9.57]; {1, 5,6}, {1,5,7},{1,6,8},{1,7,9},{1, 8,9},
{5,6,9},{5,7, 8}, {5,8,9}, {6,7, 8}, {6,7, 9.

Go: 23, 97, [-5.26, =3, —13, 113,10.26]; {1, i,9}, whenever2 <i <6,{1,6,7},
{1,6,8},{1,7,8},{1,7,9}, {1, 8,9}, {6,7,9}, {6, 8,9}, {7, 8, 9}.

Gio: 23, 101, [—4.92, —35, —1.78, —12,1'3,10.71]; {1, 2,9}, {1, 3,9}, {1, 4, 9},
{1,5,7},{1,5,9}, {1,6, 8}, {1,6,9},{1,7,8},{1,7,9}, {1, 8, 9},
{5,8,9},{6,7,9},{7,8,9].

Gui: 23, 102, [—4.81, -3, -2, —12,1'3,10.81]; {1, 2,9}, {1, 3,9}, {1, 4,9}, {1, 5, 6},
{1,5,7},{1,5,9},{1,6,8},{1,6,9}, {1,7, 8}, {1,7,9}, {1, 8, 9}.

G1a: 26, 134, [—6, —4.25, —3% —23 116, 12.25]; {1, i, j}, whenever 2<i<7,8<j <9,
{1,6,7},{1,8,9}, {6,7,9}, {6, 8, 9}.

Gi3: 29, 175, [—62, =37, 19 14); {1, i, j}, whenever2 <i < 6,7 < j <9,{1,7,8},
{1,7,9},(1,8,9},{7,8,9].

Gis: 29, 175, [—62, =37, 119 141; {1, i, j}, whenever2 <i <7,8<j <9,

{i, 8,9}, whenever 1 <i < 7.
Gis: 38, 331, [—67, =3, —2.19,1?8,19.19]; {1, i, j}, whenever2 <i < j <9.

Remark 4.4. G5 and Gg¢ are cospectral cones over cospectral graphs. G13 and G4 are cospectral
cones, but not cones over cospectral graphs. The graph G, is a cone over G U 4K, where G is a
strongly regular graph.

The maximal graphs with other star complements obtained in Section 2, are not felt to be
interesting for presentation (there are too many such graphs). However, if we are looking for
integral or cospectral graphs, or graphs with small number of distinct eigenvalues, then these
graphs (or their subgraphs) should be considered in future research. For instance, we found 15
non-isomorphic cospectral graphs having 28 vertices and 174 edges, where each of them is a
maximal graph with star complement S5 ¢ for A, = 1. Their spectrum is [—5°, —3, 120, 13].
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