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#### Abstract

We show that unless NP $=\mathrm{RP}$, it is hard to (even) weakly PAC-learn intersection of two halfspaces in $\mathbb{R}^{n}$ using a hypothesis which is a function of up to $\ell$ halfspaces (linear threshold functions) for any integer $\ell$. Specifically, we show that for every integer $\ell$ and an arbitrarily small constant $\varepsilon>0$, unless $\mathrm{NP}=\mathrm{RP}$, no polynomial time algorithm can distinguish whether there is an intersection of two halfspaces that correctly classifies a given set of labeled points in $\mathbb{R}^{n}$, or whether any function of $\ell$ halfspaces can correctly classify at most $\frac{1}{2}+\varepsilon$ fraction of the points.
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## 1. Introduction

A halfspace in $\mathbb{R}^{n}$ is given by the set $\left\{\mathbf{x} \in \mathbb{R}^{n} \mid\langle\mathbf{r}, \mathbf{x}\rangle \leqslant c\right\}$ for some non-zero vector $\mathbf{r} \in \mathbb{R}^{n}$ and a real number $c$. The problem of learning a halfspace or an intersection of a small number of halfspaces is an extremely well-studied problem in machine learning, with several applications to computer vision [21], artificial intelligence [22] and data mining [24]. In this paper we shall consider the Probably Approximately Correct (PAC) model of learning introduced by Valiant [27]. It is well known that a single halfspace can be PAC-learned efficiently by sampling a polynomial number of data points and finding a separating hyperplane via linear programming [9]. Blum, Frieze, Kannan, and Vempala [6] showed how to learn a single halfspace even in presence of random classification noise, whereas Kalai, Klivans, Mansour and Servedio [15] gave polynomial time algorithm for learning a single halfspace in presence of adversarial noise under certain distributional assumptions.

For learning intersection of halfspaces, algorithms are known for various special cases. When the data points are drawn from the uniform distribution over the unit ball, Blum and Kannan [7] and Vempala [30] gave algorithms to PAC-learn intersection of a constant number of halfspaces. For the uniform distribution over the boolean hypercube, Klivans, O'Donnell and Servedio [18] obtained an algorithm for learning any function of a constant number of halfspaces. Arriaga and Vempala [4] and Klivans and Servedio [19] gave algorithms for learning intersection of halfspaces when no data point is too close to any separating hyperplane (i.e. the problem instance has a good margin). However the general problem of learning intersection of halfspaces remains an open problem.

In this paper we study the hardness of learning intersection of two halfspaces with a hypothesis that is a function of a constant (but arbitrarily large) number of halfspaces. We prove that this problem is hard to even weakly PAC-learn unless $\mathrm{NP}=\mathrm{RP}$. In particular our result holds for hypothesis class of an intersection of a constant number of halfspaces. We state our result formally after reviewing previous work on the hardness side.
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### 1.1. Previous work

For the problem of proper learning a single halfspace with adversarial noise, Feldman, Gopalan, Khot and Ponnuswami [10] and Guruswami and Raghavendra [13] independently proved that the problem is hard to even weakly PAC-learn. More specifically, they proved:

Theorem 1. Let $\delta, \varepsilon>0$ be arbitrarily small constants. Then, given a set of labeled points in $\mathbb{R}^{n}$ with a guarantee that there is a halfspace that classifies $1-\delta$ fraction of points correctly, there is no polynomial time algorithm to find a halfspace that classifies $\frac{1}{2}+\varepsilon$ fraction of points correctly, unless $\mathrm{P}=\mathrm{NP}$.

The reduction of Guruswami and Raghavendra also works for points on the hypercube $\{-1,1\}^{n}$.
In recent work [11], Feldman, Guruswami, Raghavendra and Wu proved that it is hard (under the same complexity assumptions) to learn even an AND function under adversarial $\delta$-noise by a halfspace to an accuracy of $\frac{1}{2}+\varepsilon$, which is a generalization of Theorem 1 as the class of AND function is contained in halfspaces. Theorem 1 is really a hardness of approximation result for an optimization problem, where the goal is to find a halfspace that maximizes the number of correctly classified points. By considering a distribution that is uniform on all the data points, the theorem implies hardness of weakly PAC-learning a halfspace when the hypothesis is also required to be a halfspace (known as proper learning). Note that the imperfect completeness is necessary in the above theorem, since via linear programming, one can always efficiently find a halfspace that correctly classifies all the points, if one exists. The theorem is optimal, since one can easily classify $\frac{1}{2}$ fraction of the data points correctly, by taking an arbitrary halfspace or its complement as a hypothesis. From the learning theory perspective, such an optimal hardness result is especially satisfying, since if one could efficiently find ( $\frac{1}{2}+\varepsilon$ )-consistent hypothesis (i.e. weakly PAC-learn), then one can use boosting techniques [25] to efficiently find a ( $1-\varepsilon$ )-consistent hypothesis (i.e. PAC-learn). ${ }^{3}$ We note that for boosting techniques to be applicable even a $\left(\frac{1}{2}+\frac{1}{\text { poly }(n)}\right.$ )-consistent weak learning algorithm would suffice. The hardness results in [10] and [13] prove only a $\frac{1}{2}+\varepsilon$ inapproximability, where $\varepsilon>0$ is not an inverse polynomial, and therefore do not rule out the existence of such weak learning algorithms. Theorem 1 does, however, provide evidence against the existence of efficient proper learning algorithms for learning halfspaces under adversarial noise.

However, a result such as Theorem 1 was not known for learning intersections of (two) halfspaces. Blum and Rivest [8] showed that it is NP-hard to learn an intersection of two halfspaces with an intersection of two halfspaces, and Alekhnovich, Braverman, Feldman, Klivans and Pitassi [1] proved a similar result even when the hypothesis is an intersection of $\ell$ halfspaces for any constant $\ell$. Both the results are only NP-hardness results and do not prove APX-hardness for the underlying optimization problem.

In a different line of work, under cryptographic assumptions, Klivans and Sherstov [20] showed that there is no polynomial time algorithm to PAC-learn intersection of $n^{\epsilon}$ halfspaces, and the result holds without any restriction on the hypothesis class.

### 1.2. Our results

The following theorem is the main result in this paper.
Theorem 2. Let $\ell$ be any fixed integer and $\varepsilon>0$ be an arbitrarily small constant. Then, given a set of labeled points in $\mathbb{R}^{n}$ with a guarantee that there is an intersection of two halfspaces that classifies all the points correctly, there is no polynomial time algorithm to find a function $f$ of up to $\ell$ halfspaces that classifies $\frac{1}{2}+\varepsilon$ fraction of points correctly, unless $\mathrm{NP}=\mathrm{RP}$.

We state the above result in terms of functions of $\ell$ halfspaces. This encompasses hypotheses such as intersections of $\ell$ halfspaces. We note that the term linear threshold function is commonly used in literature for a halfspace. In this paper, though, we shall adhere to the more succinct halfspace. Note that the result holds with perfect completeness, i.e. the problem is hard even when an intersection of two halfspaces is guaranteed to classify every point correctly. The result is optimal since an arbitrary halfspace or its complement has a success rate of $\frac{1}{2}$ on any given data set. It provides evidence that the approach of weak learning intersection of two halfspaces with a function of a constant number of halfspaces followed by boosting may not work.

### 1.3. Informal description of the reduction

The reduction starts with an instance of (a variant of) the LabelCover problem on $n$ vertices and label set [ $k$ ]. It produces an instance in $n k$-dimensional space with a block of $k$ dimensions (coordinates) for each vertex of the LabelCover instance. In the first step we create a set of points for each vertex which are all possible combinations of $\{-1,1\}$ values in the $k$ coordinates corresponding to the vertex and 0 everywhere else. Essentially, in this block of $k$ coordinates this set of points is the hypercube $\{-1,1\}^{k}$ and 0 in all other coordinates. These points simulate a junta test in the following manner. Fix a

[^1]vertex $v$ of the LabelCover instance, and consider only the corresponding block of $k$ coordinates and the points. Consider any one of the $k$ coordinates, let us say the coordinate $x_{i}$. Clearly, all the points corresponding to $v$ lie on one of the two hyperplanes $x_{i}=1$ and $x_{i}=-1$. Therefore, every coordinate (junta) yields a pair of 'good' hyperplanes. On the other hand, suppose that a hyperplane $\langle\mathbf{r}, \mathbf{x}\rangle=c$ passes close to many points corresponding to a particular vertex $v$. This implies that a random $\{-1,1\}$ linear combination of the values of $\mathbf{r}$ in the block of $k$ coordinates corresponding to $v$ lies in a particular small range with significant probability. Using standard anti-concentration arguments it can be shown that $\mathbf{r}$ must have the property that whatever mass it has in the $k$ coordinates corresponding to $v$ is concentrated in a few coordinates. This gives a natural way to choose a label for $v$ from among those few coordinates. However, for this test to work, one has to ensure that $\mathbf{r}$ has some non-negligible mass to begin with in the $k$ coordinates corresponding to $v$.

To ensure this, in the second step we replace each point created in the first step with two disjoint small spheres of random points, where points in one of the spheres are labeled ' + ' and those in the other are labeled ' - '. We do this in such a way that all new points corresponding to each of the original points can be grouped together into disjoint pairs, each consisting of a ' + ' and a ' - ' labeled point, and the displacement between the two points in the pair is the same for all pairs corresponding to the same original point. We also ensure that for any of the $k$ coordinates corresponding to $v$, say the coordinate $x_{i}$, all the points labeled ' + ' lie inside the intersection of the two halfspaces $x_{i} \leqslant 1$ and $x_{i} \geqslant-1$ and all the ' - ' labeled points lie outside it. On the other hand, if the given hyperplane $\langle\mathbf{r}, \mathbf{x}\rangle=c$ separates a particular pair, then the vector $\mathbf{r}$ must have a projection along the segment joining the two points in that pair. If the spheres are sufficiently 'dense', one can show that if the hyperplane separates significant fraction of such pairs then the projection of $\mathbf{r}$ on that segment must be sufficiently large, and therefore $\mathbf{r}$ has sufficient mass in the corresponding block of $k$ coordinates. Moreover, most of this mass will be concentrated in a small number of coordinates which can be used to assign a label to $v$. We use the fact that the class of halfspaces has polynomially bounded VC dimension and therefore with high probability a polynomially large set of random points on a sphere is an $\epsilon$-sample for all halfspaces.

Using the above steps along with an averaging argument, one can ensure that a hyperplane $\langle\mathbf{r}, \mathbf{x}\rangle=c$ that separates a significant fraction of the pairs of ' + ' and ' - ' labeled points yields a labeling to a significant fraction of the vertices of the LabelCover instance. However, we need to ensure that this labeling in fact satisfies a significant fraction of the edges (constraints) of the LabelCover instance. In order to enforce consistency between the labels of different vertices of the instance, the third step involves a folding procedure over a subspace defined by the constraints of the instance. A similar folding technique was used in [12].

Our construction is such that the existence of a 'good' function of $\ell$ halfspaces gives us one single hyperplane which can be used, as described above, to extract a good labeling to the instance.

Remark. The gap instance that we construct is such that in the YES case, the set of points is classified correctly by the intersection of two parallel halfspaces of the form $\langle\mathbf{r}, \mathbf{x}\rangle \geqslant-c$ and $\langle\mathbf{r}, \mathbf{x}\rangle \leqslant c$, for some $c>0$. This implies that the points are correctly classified by the degree 2 polynomial given by $(\langle\mathbf{r}, \mathbf{x}\rangle)^{2} \leqslant c^{2}$. So, using linear programming a degree 2 polynomial can be efficiently found that classifies the points in our instance. However, the polynomial obtained may not be factorizable into two parallel hyperplanes.

## 2. Preliminaries

We start by formally defining the problem.
Definition 1. An instance of Classifier-Halfspace $\ell$ is a set of points in $\mathbb{R}^{n}$ each labeled either ' + ' or ' - ' and the goal is to find a function of at most $\ell$ halfspaces (halfspaces) which correctly classifies the maximum number of points, where a ' + ' point is classified correctly if it lies inside the intersection and a '-' point is classified correctly if it lies outside of it. In particular, the function can be an intersection of $\ell$ halfspaces.

We show that the problem Classifier-Halfspace $\ell$ is hard by giving a gap-preserving reduction from a variant of the LabelCover problem. For the purposes of our reduction we require the LabelCover instance to satisfy a certain 'smoothness' property. Similar 'smooth' versions of LabelCover have been used in earlier hardness reductions [16,14,17]. In addition to smoothness we also require that sufficiently large induced subgraphs of the instance have a large number of edges. We define the following version of the LABELCOVER problem that captures both these additional properties.

Definition 2. An instance $\mathcal{L}$ of $\operatorname{Smooth-Label-Cover}(t, \mu, v, k, m)$ consists of a (multi)graph $G(V, E)$ and mappings $\left\{\pi_{u, e}\right\}_{e \in E, u \in e}$ where $\pi_{u, e}:[k] \mapsto[m]$. A labeling $\sigma: V \mapsto[k]$ is said to satisfy an edge $e$ between $u$ and $v$ if $\pi_{u, e}(\sigma(u))=$ $\pi_{v, e}(\sigma(v))$. The instance satisfies:

- (Smoothness:) For any vertex $u \in V$ and any set $S \subseteq[k]$ of size at most $t$,

$$
\operatorname{Pr}_{e: u \in e}\left[\exists i, j \in S, i \neq j, \text { s.t. } \pi_{u, e}(i)=\pi_{u, e}(j)\right] \leqslant \mu
$$

where the probability is taken over a random edge incident on $u$.

- For any $V^{\prime} \subseteq V$ such that $\left|V^{\prime}\right|=\xi|V|$, the induced subgraph on $V^{\prime}$ has at least $\left(\xi^{2} / 2\right)|E|$ edges, for any $\xi \geqslant v$.

The following theorem is proved using the PCP Theorem [3,2] combined with Raz's Parallel Repetition Theorem [23]. We give a proof of the theorem in Section 6 based on the smooth version of LabelCover constructed in [17].

Theorem 3. For any constant $t$ and arbitrarily small constants $\mu, \nu, \eta>0$, there exist constants $k$ and $m$ such that given an instance $\mathcal{L}$ of $\operatorname{Smooth-Label-Cover}(t, \mu, \nu, k, m)$ it is NP-hard to distinguish between the following two cases:

- YES Case/Completeness: There is a labeling to the vertices of $\mathcal{L}$ which satisfies all the edges.
- NO Case/Soundness: No labeling to the vertices of $\mathcal{L}$ satisfies more than $\eta$ fraction of the edges.

We give a gap-preserving reduction from Smooth-Label-Cover to Classifier-Halfspace $\ell$ stated in the following theorem, which along with Theorem 3 implies Theorem 2.

Theorem 4. For any constant $\varepsilon>0$ and integer $\ell>0$, there is a randomized polynomial time reduction from an instance $\mathcal{L}$ of Smooth-$\operatorname{LABEL-Cover}(t, \mu, v, k, m)$ to an instance $\mathcal{I}$ of CLASSIfier-Halfspace $\ell$ for appropriately chosen parameters $t, \mu, v$ and soundness $\eta$, such that

- YES Case/Completeness: If $\mathcal{L}$ is a YES instance, then there is an intersection of two halfspaces which correctly classifies all the points in instance $\mathcal{I}$.
- NO Case/Soundness: If $\mathcal{L}$ is a NO instance, then with probability at least $\frac{9}{10}$, there is no function of up to $\ell$ halfspaces that correctly classifies more than $\frac{1}{2}+\varepsilon$ fraction of points in instance $\mathcal{I}$.


## 3. Reduction

The reduction proceeds in three steps. In the first step we construct an initial set of unlabeled points, from the instance of Smooth-Label-Cover. In the second step we replace each initial point with two small spheres of points, with points in one sphere labeled ' + ' and points in the other labeled ' - '. The third step consists of reducing the problem into a lower dimensional space via a folding over the subspace induced by the consistency constraints of the LabelCover instance. In the end we obtain a set of points each labeled either ' + ' or ' - ' as an instance of Classifier-Halfspace $\ell$ for a given constant $\ell$.

### 3.1. Step 1: Initial unlabeled point set

We start with an instance $\mathcal{L}$ of $\operatorname{Smooth-Label-Cover~}(t, \mu, \nu, k, m)$, where we will fix $t, \mu$ and $v$ later in the analysis of the reduction in Section 4.2. Let $|V|=n$. First we define the space in which the points lie. For every vertex $v \in V$, we have a set of $k$ coordinates labeled by $M(v):=\{v(i)\}_{i=1}^{k}$. The complete set of coordinates is the union of these sets over all vertices, say $\mathcal{M}:=\bigcup_{v \in V} M(v)$. Therefore, the points we construct lie in $n k$-dimensional real space $\mathbb{R}^{\mathcal{M}}$. The construction of the points is as follows.

1. For every vertex $v$, define

$$
s(v):=\left\{\mathbf{x} \in \mathbb{R}^{\mathcal{M}} \mid \forall i \in[k], \mathbf{x}(v(i)) \in\{-1,1\} \text { and } \mathbf{x}(u(i))=0, \forall u \neq v\right\}
$$

Thus, $s(v)$ is the set of all vectors that are $\{-1,1\}$ combinations on the coordinates $M(v)$ and 0 on all other coordinates. Note that $|s(v)|=2^{k}$ for all $v \in V$.
2. Let $S=\bigcup_{v \in V} S(v)$. Clearly $|S|=n \cdot 2^{k}$, since the sets $s(v)$ are disjoint for all $v \in V$.

We output $S$, as the initial set of points at the end of Step 1 . As explained in Section 1.3, one would like to say that if any hyperplane say $\langle\mathbf{r}, \mathbf{x}\rangle=a$ passes close to a significant fraction of the points in $S$, then $\mathbf{r}$ should be close to a 'junta' i.e. most of the mass of the vector $\mathbf{r}$ should be concentrated in a few coordinates of $M(v)$ for a significant fraction of vertices $v \in V$. However, it is possible that $\mathbf{r}$ has zero mass in the coordinates $M(v)$ for almost all $v \in V$ and yet the hyperplane $\langle\mathbf{r}, \mathbf{x}\rangle=0$ passes through most of the points in $S$. To overcome this problem, we replace each point in $S$ with two spheres of points as described in Step 2.

### 3.2. Step 2: Constructing spheres of labeled points

We start with the set of points $S=\bigcup_{v \in V} S(v)$ constructed in Step 1. For every point in $S$, we create two 'spheres' of points separated by a small distance. This step is randomized as it requires sampling a suitable number of points from a unit sphere. The following lemma is proved in Section 5.

Lemma 5. Let $\varepsilon^{\prime}>0$ be any arbitrarily small constant and $k$ be any constant positive integer. Given these values let $n$ be a sufficiently large integer. Let $R$ be a set of $(n k)^{2}$ unit vectors chosen uniformly at random in $n k$-dimensional real space. Then with probability at least $1-1 / n$, the set $R$ satisfies the following property: for any subset $T \subseteq R$ such that $|T|=\varepsilon^{\prime}|R|$ and for any unit vector $\mathbf{r}$, there exist $\mathbf{z}^{\prime}, \mathbf{z}^{\prime \prime} \in T$, such that $\left|\left\langle\mathbf{r}, \mathbf{z}^{\prime}\right\rangle-\left\langle\mathbf{r}, \mathbf{z}^{\prime \prime}\right\rangle\right| \geqslant \varepsilon^{\prime} /(100 \sqrt{n k})$.

Now we describe our construction in Step 2.

1. Set parameters ${ }^{4} \delta=1 /\left((n k)^{10}\right)$ and $\gamma=1 /(100 \sqrt{n})$.
2. Let $R$ be the set of $(n k)^{2}$ unit vectors in $\mathbb{R}^{\mathcal{M}}$ as in Lemma 5 ( $\varepsilon^{\prime}$ will be chosen later and is related to the soundness parameter of the reduction).
3. Let $\mathbf{x}$ be a point in $S$. Construct two sets $\alpha(\mathbf{x})$ and $\beta(\mathbf{x})$ as follows,

$$
\alpha(\mathbf{x}):=\{(1-\delta) \mathbf{x}+\delta \gamma \mathbf{z} \mid \mathbf{z} \in R\}
$$

and

$$
\beta(\mathbf{x}):=\{(1+\delta) \mathbf{x}+\delta \gamma \mathbf{z} \mid \mathbf{z} \in R\} .
$$

4. For every vertex $v \in V$, let $A(v):=\bigcup_{\mathbf{x} \in s(v)} \alpha(\mathbf{x})$ and $B(v):=\bigcup_{\mathbf{x} \in s(v)} \beta(\mathbf{x})$.
5. Output the sets $A:=\bigcup_{v \in V} A(v)$ and $B:=\bigcup_{v \in V} B(v)$.

The points created have the property that any hyperplane that separates the sets $\alpha(\mathbf{x})$ from $\beta(\mathbf{x})$ for a significant fraction of points $\mathbf{x} \in S$, must essentially be a 'junta' in the coordinates $M(v)$ for a significant fraction of vertices $v \in V$. This property will be formally stated and used in the soundness analysis to decode a labeling for the instance $\mathcal{L}$. In conjunction with this property, one needs to enforce the consistency constraints of the instance $\mathcal{L}$. We achieve this in the third step of the reduction, by folding over a subspace defined by these constraints.

### 3.3. Step 3: Folding and final labeled point set

For the sake of convenience, let < be any arbitrary total order on $V$. Let $e$ be an edge between $u$ and $v$ in $G$, with $u<v$. Let $\mathbf{h}_{e}^{j} \in \mathbb{R}^{\mathcal{M}}$, for $j \in[m]$, be defined in the following manner: set $\mathbf{h}_{e}^{j}(u(i))=1$ for all $i \in \pi_{u, e}^{-1}(j)$, set $\mathbf{h}_{e}^{j}(v(i))=-1$ for all $i \in \pi_{v, e}^{-1}(j)$ and set all the other coordinates to 0 . Note that for any vector $\mathbf{r} \in \mathbb{R}^{\mathcal{M}}$,

$$
\begin{align*}
& \forall u, v \in e, e \in E, \forall j \in[m] \\
& \left\langle\mathbf{r}, \mathbf{h}_{e}^{j}\right\rangle=0 \Longleftrightarrow \sum_{i \in \pi_{u, e}^{-1}(j)} \mathbf{r}(u(i))=\sum_{i \in \pi_{v, e}^{-1}(j)} \mathbf{r}(v(i)) . \tag{1}
\end{align*}
$$

The folding is done as follows.

1. Let $T=\bigcup_{e \in E, j \in[m]}\left\{\mathbf{h}_{e}^{j}\right\}$. Let $H \subset \mathbb{R}^{\mathcal{M}}$, where $H=\operatorname{span}(T)$, and $F$ be the subspace of $\mathbb{R}^{\mathcal{M}}$ orthogonal to $H$ such that $\mathbb{R}^{\mathcal{M}}=F \oplus H$ and $F \perp H$.
2. Let $\left\{\lambda_{i}\right\}_{i=1}^{n k}$ be an orthonormal basis for $\mathbb{R}^{\mathcal{M}}$ such that $F=\operatorname{span}\left(\left\{\lambda_{i}\right\}_{i=1}^{g}\right)$ for some $g \leqslant n k$.
3. Write down all the points in the sets $A$ and $B$ in the basis $\left\{\lambda_{i}\right\}_{i=1}^{n k}$ and only consider the coordinates corresponding to the basis $\left\{\lambda_{i}\right\}_{i=1}^{g}$ of the $g$-dimensional space $F$. Ignoring the rest of the coordinates, obtain sets $A^{\prime}$ and $B^{\prime}$, which are essentially projections (with multiplicities) of sets $A$ and $B$ respectively onto the subspace $F$.

We label all the points in $A^{\prime}$ as ' + ', and all the points in $B^{\prime}$ as ' - ' and output these points as an instance of ClassifierHalfsPAcE $\ell$.

Intuitively, the idea behind the above folding procedure is as follows. Let $\mathbf{r} \in \mathbb{R}^{\mathcal{M}}$ be a vector which lies entirely in the subspace $F$. Suppose $u$ and $v$ are two vertices connected by an edge $e$ in the instance $\mathcal{L}$. Moreover, suppose that the mass of $\mathbf{r}$ in the coordinates $M(u)$ is concentrated in coordinates of a small subset of labels for $u$, say $T_{u} \subseteq[k]$; and similarly the mass in the coordinates $M(v)$ is concentrated in coordinates of a small subset of labels $T_{v} \subseteq[k]$. Then, Eq. (1) suggests that $\pi_{u, e}\left(T_{u}\right)$ and $\pi_{v, e}\left(T_{v}\right)$ might have a non-empty intersection, and choosing labels uniformly at random from $T_{u}$ for $u$ and from $T_{v}$ for $v$ would satisfy the edge $e$ with significant probability. The process of folding guarantees that the entire set of points of the instance of Classifier-HalfsPace $\ell$ lies in the subspace $F$.

For the above to work, however, we need to make use of certain properties of the instance $\mathcal{L}$ in addition to ensuring that there is non-negligible mass in the coordinates $M(u)$ and $M(v)$ to begin with.

[^2]
## 4. Analysis

### 4.1. YES case

If the instance $\mathcal{L}$ of Smooth-Label-Cover $(t, \mu, \nu, k, m)$ is a YES instance, then there is a labeling, say $\sigma$ to the vertices in $V$ that satisfies all the edges in $E$. We need to exhibit two halfspaces such that the points in $A^{\prime}$ lie inside their intersection while the points in $B^{\prime}$ lie outside their intersection, where $A^{\prime}$ and $B^{\prime}$ are the sets obtained through the reduction given above.

Let us consider the vector $\mathbf{r}^{*} \in \mathbb{R}^{\mathcal{M}}$, where $\mathbf{r}^{*}(v(\sigma(v)))=1 / \sqrt{n}$ for all $v \in V$, and all other coordinates are set to 0 . So, $\mathbf{r}^{*}$ has exactly $n$ non-zero coordinates, each set to $1 / \sqrt{n}$. Clearly $\left\|\mathbf{r}^{*}\right\|=1$. We prove the following lemma.

Lemma 6. For every point $\mathbf{y} \in A,\left|\left\langle\mathbf{r}^{*}, \mathbf{y}\right\rangle\right|<1 / \sqrt{n}$, and for every point $\mathbf{w} \in B,\left|\left\langle\mathbf{r}^{*}, \mathbf{w}\right\rangle\right|>1 / \sqrt{n}$.
Proof. Since $\mathbf{r}^{*}$ is a unit vector, for any unit vector $\mathbf{z}$, we have

$$
\begin{equation*}
\left|\left\langle\mathbf{r}^{*}, \gamma \delta \mathbf{z}\right\rangle\right| \leqslant \gamma \delta=\delta\left(\frac{1}{100 \sqrt{n}}\right) \tag{2}
\end{equation*}
$$

Consider a point $\mathbf{y} \in A$, such that $\mathbf{y}=(1-\delta) \mathbf{x}+\gamma \delta \mathbf{z}$, where $\mathbf{x}$ is a $\{-1,1\}$ vector in the coordinates $M(v)$ for some $v \in V$, and 0 on all other coordinates, and $\mathbf{z}$ is a unit vector. Now since $\mathbf{r}^{*}$ has a single non-zero coordinate set to $1 / \sqrt{n}$ in each set $M(v)$, clearly $\left|\left\langle\mathbf{r}^{*}, \mathbf{x}\right\rangle\right|=1 / \sqrt{n}$ and therefore $\left|\left\langle\mathbf{r}^{*},(1-\delta) \mathbf{x}\right\rangle\right|=(1-\delta)(1 / \sqrt{n})$. Combining with (2), we get $\mid\left\langle\mathbf{r}^{*},((1-\delta) \mathbf{x}+\right.$ $\gamma \delta \mathbf{z})\rangle\left|=\left|\left\langle\mathbf{r}^{*}, \mathbf{y}\right\rangle\right|<1 / \sqrt{n}\right.$. Similarly, for any $\mathbf{w} \in B$, we obtain $|\left\langle\mathbf{r}^{*}, \mathbf{w}\right\rangle \mid>1 / \sqrt{n}$.

Consider any edge $e \in E$ between two vertices $u$ and $v$ in $V$. Since $\mathbf{r}^{*}$ is $1 / \sqrt{n}$ in exactly one coordinate $u(\sigma(u))$ in $M(u)$ and 0 on all others, for any $j \in[m]$, we have that the quantity $\sum_{i \in \pi_{u, e}^{-1}(j)} \mathbf{r}^{*}(u(i))$ is $1 / \sqrt{n}$ iff $\sigma(u) \in \pi_{u, e}^{-1}(j)$ and 0 otherwise. And similarly, $\sum_{i \in \pi_{v, e}^{-1}(j)} \mathbf{r}^{*}(v(i))$ is $1 / \sqrt{n}$ iff $\sigma(v) \in \pi_{v, e}^{-1}(j)$ and 0 otherwise. Since $\sigma$ is a satisfying assignment, $\exists j^{\prime} \in[m]$ such that $\sigma(u) \in \pi_{u, e}^{-1}\left(j^{\prime}\right)$ and $\sigma(v) \in \pi_{v, e}^{-1}\left(j^{\prime}\right)$. Therefore we have

$$
\begin{equation*}
\sum_{i \in \pi_{u, e}^{-1}(j)} \mathbf{r}^{*}(u(i))=\sum_{i \in \pi_{v, e}^{-1}(j)} \mathbf{r}^{*}(v(i)), \quad \forall u, v \in e, e \in E, \forall j \in[m] . \tag{3}
\end{equation*}
$$

Combining the above with (1) we obtain

$$
\begin{equation*}
\left\langle\mathbf{r}^{*}, \mathbf{h}_{e}^{j}\right\rangle=0, \quad \forall e \in E, \forall j \in[m] . \tag{4}
\end{equation*}
$$

Since $H$ was defined to be the span of $\left\{\mathbf{h}_{e}^{j}\right\}_{e \in E, j \in[m]}$, Eq. (4) implies that $\mathbf{r}^{*} \perp H$. Let $\overline{\mathbf{r}}^{*}$ be the projection of $\mathbf{r}^{*}$ onto $F$, where $F \perp H$ and $\mathbb{R}^{\mathcal{M}}=F \oplus H$. For any $\mathbf{y} \in \mathbb{R}^{\mathcal{M}}$, let $\overline{\mathbf{y}}$ be the projection of $\mathbf{y}$ onto $F$. Then, since $\mathbf{r}^{*}$ lies entirely in $F$ we have $\left\langle\mathbf{r}^{*}, \mathbf{y}\right\rangle=\left\langle\overline{\mathbf{r}}^{*}, \overline{\mathbf{y}}\right\rangle$. Combined with Lemma 6 this implies that for every point $\overline{\mathbf{y}} \in A^{\prime},\left|\left\langle\overline{\mathbf{r}}^{*}, \overline{\mathbf{y}}\right\rangle\right|<1 / \sqrt{n}$ and for every point $\overline{\mathbf{w}} \in B^{\prime},\left|\left\langle\overline{\mathbf{r}}^{*}, \overline{\mathbf{w}}\right\rangle\right|>1 / \sqrt{n}$. Therefore the intersection of the two halfspaces in $F$, namely $\left\{\mathbf{y} \mid\left\langle\overline{\mathbf{r}}^{*}, \mathbf{y}\right\rangle \leqslant 1 / \sqrt{n}\right\}$ and $\left\{\mathbf{y} \mid\left\langle\overline{\mathbf{r}}^{*}, \mathbf{y}\right\rangle \geqslant-1 / \sqrt{n}\right\}$, classifies all the points in $A^{\prime}$ and $B^{\prime}$ correctly. Note that the intersection of halfspaces that we obtain is the region between two parallel hyperplanes.

### 4.2. NO case

In this case, we assume that the instance $\mathcal{L}$ of $\operatorname{Smooth-Label-Cover~}(t, \mu, v, k, m)$ has soundness $\eta$. The parameters $t, \mu$, $v$ and $\eta$ will be fixed later in this section, and given these values the parameters $k$ and $m$ will be chosen appropriately as mentioned in Theorem 3. For a contradiction, we assume that we have a boolean function $f$ on points in $F$, which depends on the outputs of $\ell$ halfspaces in $F$, and that $f$ classifies $\frac{1}{2}+\varepsilon$ fraction of the points in $A^{\prime}$ and $B^{\prime}$ correctly, where $A^{\prime}$ is the set of ' + ' points and $B$ ' is the set of ' - ' points. Let the halfspaces on which $f$ depends be given by the equations

$$
\left\langle\overline{\mathbf{r}}_{i}, \overline{\mathbf{y}}\right\rangle \leqslant c_{i} \quad \text { for } i=1, \ldots, \ell
$$

where $\overline{\mathbf{r}}_{i} \in F$ and $\left\|\overline{\mathbf{r}}_{i}\right\|=1$ for all $i=1, \ldots, \ell$. The output of the function $f$ can be thought of as that of a $\ell$-ary boolean function $\tilde{f}:\{0,1\}^{\ell} \mapsto\{0,1\}$ which takes as input in the $i$ th coordinate the boolean value given by the $i$ th halfspace.

Let $\mathbf{r}_{i}$ be the vector in $\mathbb{R}^{\mathcal{M}}$ obtained from $\overline{\mathbf{r}}_{i} \in F$, by adding zeros on the coordinates corresponding to the basis of $H$, and rewriting it in the coordinates $\mathcal{M}=\bigcup_{v \in V} M(v)$. Clearly $\left\|\mathbf{r}_{i}\right\|=1$ for $i=1, \ldots, \ell$. Let $f^{\prime}$ be the boolean function in $\mathbb{R}^{\mathcal{M}}$ given by $\tilde{f}$ applied on the outputs of the halfspaces $\left\{\left\langle\mathbf{r}_{i}, \mathbf{y}\right\rangle \leqslant c_{i}\right\}$ for $i=1, \ldots, \ell$, where the $i$ th boolean coordinate in the input of $\tilde{f}$ is given by the halfspace $\left\{\left\langle\mathbf{r}_{i}, \mathbf{y}\right\rangle \leqslant c_{i}\right\}$ in $\mathbb{R}^{\mathcal{M}}$. Note that $f^{\prime}$ is exactly the function $f$ applied on points in $\mathbb{R}^{\mathcal{M}}$ after projection onto $F$. We have the following simple lemma.

Lemma 7. The function $f^{\prime}$ of the halfspaces $\left\{\left\langle\mathbf{r}_{i}, \mathbf{y}\right\rangle \leqslant c_{i}\right\}$ for $i=1, \ldots, \ell$ classifies $\frac{1}{2}+\varepsilon$ fraction of the points in $A \cup B$ correctly.

Proof. We observe that since $\overline{\mathbf{r}}_{i} \in F$, if the projection of a point $\mathbf{y} \in \mathbb{R}^{\mathcal{M}}$ onto the subspace $F$ is the point $\overline{\mathbf{y}} \in F$, then $\left\langle\mathbf{r}_{i}, \mathbf{y}\right\rangle=\left\langle\overline{\mathbf{r}}_{i}, \overline{\mathbf{y}}\right\rangle$. Now, since $A^{\prime}$ and $B^{\prime}$ are (multi)sets of points in $F$ and are projections of the sets $A$ and $B$ respectively of points in $\mathbb{R}^{\mathcal{M}}$, the lemma follows.

For the rest of the analysis, we will consider only the sets of points $A$ and $B$ and the halfspaces $\left\{\left\langle\mathbf{r}_{i}, \mathbf{y}\right\rangle \leqslant c_{i}\right\}$ for $i=1, \ldots, \ell$ in $\mathbb{R}^{\mathcal{M}}$. For every vertex $v$, and every $\mathbf{x} \in s(v)$, there are $|R|$ pairs of points given by the sets $\{(1-\delta) \mathbf{x}+$ $\delta \gamma \mathbf{z},(1+\delta) \mathbf{x}+\delta \gamma \mathbf{z}\}$. In total there are $|V| 2^{k}|R|$ such pairs, which partition the set $A \cup B$, where each pair has one point from $A$ and one point from $B$. We say that a pair $\left\{\mathbf{y}_{1}, \mathbf{y}_{2}\right\}$ where $\mathbf{y}_{1} \in A$ and $\mathbf{y}_{2} \in B$ is correctly classified by $f^{\prime}$ if both $\mathbf{y}_{1}$ and $\mathbf{y}_{2}$ are correctly classified by $f^{\prime}$. Since the function $f^{\prime}$ of halfspaces $\left\{\left\langle\mathbf{r}_{i}, \mathbf{y}\right\rangle \leqslant c_{i}\right\}$ for $i=1, \ldots, \ell$ correctly classifies $\frac{1}{2}+\varepsilon$ fraction of the points in $A \cup B$, it follows that it correctly classifies $2 \varepsilon$ fraction of the pairs $\{(1-\delta) \mathbf{x}+\delta \gamma \mathbf{z},(1+\delta) \mathbf{x}+\delta \gamma \mathbf{z}\}$. For a pair to be classified correctly by $f^{\prime}$, it must be separated by at least one of the $\ell$ halfspaces on which $f^{\prime}$ depends. Thus, there must be at least one out of the $\ell$ halfspaces that separates $2 \varepsilon / \ell$ fraction of the pairs. Without loss of generality, we can assume that the halfspace $\left\{\left\langle\mathbf{r}_{1}, \mathbf{y}\right\rangle \leqslant c_{1}\right\}$ separates $2 \varepsilon / \ell$ fraction of the pairs. The rest of the analysis uses $\mathbf{r}_{1}$ to deduce a labeling to the vertices of $\mathcal{L}$ that satisfies a significant fraction of the edges. We first the following simple lemma which is based on standard averaging arguments.

Lemma 8. Let $\varepsilon^{\prime}:=\varepsilon /(2 \ell)$. Define a vertex $v \in V$ to be 'good' if for $\varepsilon^{\prime}$ fraction of vectors $\mathbf{x} \in s(v)$, for $2 \varepsilon^{\prime}$ fraction of vectors $\mathbf{z} \in R$, the pair $\{(1-\delta) \mathbf{x}+\delta \gamma \mathbf{z},(1+\delta) \mathbf{x}+\delta \gamma \mathbf{z}\}$ is separated by the halfspace $\left\{\left\langle\mathbf{r}_{1}, \mathbf{y}\right\rangle \leqslant c_{1}\right\}$. Then the number of 'good' vertices is at least $\varepsilon^{\prime}|V|$.

Proof. The observation in the previous paragraph can be restated as follows: for $4 \varepsilon^{\prime}$ fraction of the triples $(v, \mathbf{x}, \mathbf{z}) \in$ $\left(\bigcup_{v^{\prime} \in V} \bigcup_{\mathbf{x}^{\prime} \in s\left(v^{\prime}\right)} \bigcup_{\mathbf{z}^{\prime} \in R}\left(v^{\prime}, \mathbf{x}^{\prime}, \mathbf{z}^{\prime}\right)\right)$ the pair $\{(1-\delta) \mathbf{x}+\delta \gamma \mathbf{z},(1+\delta) \mathbf{x}+\delta \gamma \mathbf{z}\}$ is separated by the halfspace $\left\{\left\langle\mathbf{r}_{1}, \mathbf{y}\right\rangle \leqslant c_{1}\right\}$. An initial averaging yields that for $2 \varepsilon^{\prime}$ fraction of tuples $(v, \mathbf{x}) \in\left(\bigcup_{v^{\prime} \in V} \bigcup_{\mathbf{x}^{\prime} \in S\left(v^{\prime}\right)}\left(v^{\prime}, \mathbf{x}^{\prime}\right)\right)$ for $2 \varepsilon^{\prime}$ fraction of vectors $\mathbf{z} \in R$ the pair $\{(1-\delta) \mathbf{x}+\delta \gamma \mathbf{z},(1+\delta) \mathbf{x}+\delta \gamma \mathbf{z}\}$ is separated. A further averaging yields that for $\varepsilon^{\prime}$ fraction of the vertices $v \in V$, for $\varepsilon^{\prime}$ fraction of vectors $\mathbf{x} \in s(v)$, for $2 \varepsilon^{\prime}$ fraction of vectors $\mathbf{z} \in R$, the pair $\{(1-\delta) \mathbf{x}+\delta \gamma \mathbf{z},(1+\delta) \mathbf{x}+\delta \gamma \mathbf{z}\}$ is separated by the halfspace $\left\{\left\langle\mathbf{r}_{1}, \mathbf{y}\right\rangle \leqslant c_{1}\right\}$. Thus the set of 'good' vertices is of size at least $\varepsilon^{\prime}|V|$.

In the following lemma we will show that the vector $\mathbf{r}_{1}$ must have non-negligible mass in the coordinates $M(u)$, for any 'good' vertex $u$.

Lemma 9. Let u be a 'good' vertex. Then the vector $\mathbf{r}_{1}$ satisfies the following property:

$$
\begin{equation*}
\sum_{i \in k}\left|\mathbf{r}_{1}(u(i))\right| \geqslant \frac{\varepsilon^{\prime}}{2 \cdot 10^{4} n \sqrt{k}} . \tag{5}
\end{equation*}
$$

Proof. We know from above that for a 'good' vertex $u$, there is a vector $\mathbf{x}^{\prime} \in s(u)$ such that for $2 \varepsilon^{\prime}$ fraction of $\mathbf{z} \in R$ the pair $\left\{(1-\delta) \mathbf{x}^{\prime}+\delta \gamma \mathbf{z},(1+\delta) \mathbf{x}^{\prime}+\delta \gamma \mathbf{z}\right\}$ is separated by $\left\{\left\langle\mathbf{r}_{1}, \mathbf{y}\right\rangle \leqslant c_{1}\right\}$. Let us this fix one such $\mathbf{x}^{\prime} \in s(u)$. Let us say that a pair is separated 'correctly' by the halfspace $\left\{\left\langle\mathbf{r}_{1}, \mathbf{y}\right\rangle \leqslant c_{1}\right\}$ if the ' + ' point is inside the halfspace and the ' - ' point is outside, and otherwise we say that the pair is separated 'incorrectly'. Based on the above, for our choice of $\mathbf{x}^{\prime} \in s(u)$ we have the following two cases.

Case 1. The halfspace $\left\{\left\langle\mathbf{r}_{1}, \mathbf{y}\right\rangle \leqslant c_{1}\right\}$ separates 'correctly' the pair $\left\{(1-\delta) \mathbf{x}^{\prime}+\delta \gamma \mathbf{z},(1+\delta) \mathbf{x}^{\prime}+\delta \gamma \mathbf{z}\right\}$ for $\varepsilon^{\prime}$ fraction of $\mathbf{z} \in R$. Let $T$ be this set of vectors $\mathbf{z} \in R$, for which the corresponding pairs are separated correctly. Clearly $|T| \geqslant \varepsilon^{\prime}|R|$. Since $R$ satisfies the property stated in Lemma 5 , there exist $\mathbf{z}^{\prime}, \mathbf{z}^{\prime \prime} \in T$ such that

$$
\begin{equation*}
\left|\left\langle\mathbf{r}_{1}, \mathbf{z}^{\prime}\right\rangle-\left\langle\mathbf{r}_{1}, \mathbf{z}^{\prime \prime}\right\rangle\right| \geqslant \varepsilon^{\prime} /(100 \sqrt{n k}) \tag{6}
\end{equation*}
$$

Moreover, since the pairs are separated 'correctly' we have that

$$
\begin{align*}
& \left\langle\mathbf{r}_{1},\left((1-\delta) \mathbf{x}^{\prime}+\gamma \delta \mathbf{z}^{\prime}\right)\right\rangle-c_{1} \leqslant 0  \tag{7}\\
& \left\langle\mathbf{r}_{1},\left((1+\delta) \mathbf{x}^{\prime}+\gamma \delta \mathbf{z}^{\prime}\right)\right\rangle-c_{1} \geqslant 0  \tag{8}\\
& \left\langle\mathbf{r}_{1},\left((1-\delta) \mathbf{x}^{\prime}+\gamma \delta \mathbf{z}^{\prime \prime}\right)\right\rangle-c_{1} \leqslant 0  \tag{9}\\
& \left\langle\mathbf{r}_{1},\left((1+\delta) \mathbf{x}^{\prime}+\gamma \delta \mathbf{z}^{\prime \prime}\right)\right\rangle-c_{1} \geqslant 0 \tag{10}
\end{align*}
$$

Subtracting Eq. (7) from (10), and (9) from (8), we obtain

$$
\begin{aligned}
& 2 \delta\left\langle\mathbf{r}_{1}, \mathbf{x}^{\prime}\right\rangle-\delta \gamma\left\langle\mathbf{r}_{1},\left(\mathbf{z}^{\prime}-\mathbf{z}^{\prime \prime}\right)\right\rangle \geqslant 0 \\
& 2 \delta\left\langle\mathbf{r}_{1}, \mathbf{x}^{\prime}\right\rangle+\delta \gamma\left\langle\mathbf{r}_{1},\left(\mathbf{z}^{\prime}-\mathbf{z}^{\prime \prime}\right)\right\rangle \geqslant 0
\end{aligned}
$$

Combining the above with Eq. (6) we get that

$$
\left|2 \delta\left\langle\mathbf{r}_{1}, \mathbf{x}^{\prime}\right\rangle\right| \geqslant \gamma \delta \varepsilon^{\prime} /(100 \sqrt{n k})
$$

Substituting the value of $\gamma$ and simplifying we have $\left|\left\langle\mathbf{r}_{1}, \mathbf{x}^{\prime}\right\rangle\right| \geqslant \varepsilon^{\prime} /\left(2 \cdot 10^{4} n \sqrt{k}\right)$. Since $\mathbf{x}^{\prime}$ takes values 1 or -1 on coordinates in $M(u)$ and is 0 on all other coordinates, this implies

$$
\sum_{i \in k}\left|\mathbf{r}_{1}(u(i))\right| \geqslant \frac{\varepsilon^{\prime}}{2 \cdot 10^{4} n \sqrt{k}}
$$

which is what we require.

Case 2. In this case we have that the halfspace $\left\{\left\langle\mathbf{r}_{1}, \mathbf{y}\right\rangle \leqslant c_{1}\right\}$ separates 'incorrectly' the pair $\left\{(1-\delta) \mathbf{x}^{\prime}+\delta \gamma \mathbf{z},(1+\delta) \mathbf{x}^{\prime}+\delta \gamma \mathbf{z}\right\}$ for $\varepsilon^{\prime}$ fraction of $\mathbf{z} \in R$. The analysis is identical to Case 1 , replacing the halfspace $\left\{\left\langle\mathbf{r}_{1}, \mathbf{y}\right\rangle \leqslant c_{1}\right\}$ by $\left\{\left\langle-\mathbf{r}_{1}, \mathbf{y}\right\rangle \leqslant-c_{1}\right\}$. We omit the details.

This completes the proof of Lemma 9.
The above analysis shows that for a 'good' vertex $u$ the vector $\mathbf{r}_{1}$ has non-negligible mass in the coordinates $M(u)$. To show it is concentrated in a small number of coordinates, we need the following lemma.

Lemma 10. Let $u$ be a 'good' vertex. There is a set $Q \subseteq s(u)$, s.t. $|Q| \geqslant \varepsilon^{\prime}|s(u)|$ and for every $\mathbf{x} \in Q,\left\langle\mathbf{r}_{1}, \mathbf{x}\right\rangle \in\left[c_{1}-2 \delta \sqrt{k}, c_{1}+2 \delta \sqrt{k}\right]$.
Proof. We consider the set $Q$ of points $\mathbf{x} \in s(u)$, such that a pair $\{(1-\delta) \mathbf{x}+\delta \gamma \mathbf{z},(1+\delta) \mathbf{x}+\delta \gamma \mathbf{z}\}$ for some $\mathbf{z} \in R$ is separated by $\left\langle\mathbf{r}_{1}, \mathbf{y}\right\rangle \leqslant c_{1}$. From Lemma $8,|Q| \geqslant \varepsilon^{\prime}|s(u)|=\varepsilon^{\prime} 2^{k}$. Now, for any given $\mathbf{x} \in s(u)$, all the points of the form ( $\left.1-\delta\right) \mathbf{x}+\delta \gamma \mathbf{z}$ and $(1+\delta) \mathbf{x}+\delta \gamma \mathbf{z}$ for any $\mathbf{z} \in R$ lie in a ball of radius $2 \delta \sqrt{k}$ around $\mathbf{x}$. Therefore, for all $\mathbf{x} \in Q$, the hyperplane $\left\langle\mathbf{r}_{1}, \mathbf{y}\right\rangle=c_{1}$ passes at a perpendicular distance of at most $2 \delta \sqrt{k}$ from $\mathbf{x}$. The lemma follows.

The following is a well-known lemma (see Lemma 7.3 of [13]). We state a version based on Lemma 3.5 proved in [5].
Lemma 11. Let $X_{1}, \ldots, X_{p}$ be i.i.d. $\{-1,1\}$ valued Bernoulli random variables, with $\operatorname{Pr}[1]=\frac{1}{2}$, and let $\omega_{1}, \ldots, \omega_{p}$ be positive real numbers. Then there is a universal constant $b$ such that, for any $c \in \mathbb{R}$ and $\zeta>0$, if

$$
\operatorname{Pr}\left[\sum_{i=1}^{p} \omega_{i} X_{i} \in[c-\zeta, c+\zeta]\right] \geqslant \frac{b}{p^{\frac{1}{2}}},
$$

then $\exists i \in[p]$ such that $\omega_{i} \leqslant \zeta$.
Let $X_{1}, \ldots, X_{k}$ be i.i.d. $\{-1,1\}$ valued Bernoulli random variables with $\operatorname{Pr}[1]=\frac{1}{2}$. For convenience, we let $\delta^{\prime}=\delta \sqrt{k}$. Observe that Lemma 10 implies that for a 'good' vertex $u$,

$$
\begin{equation*}
\operatorname{Pr}\left[\sum_{i=1}^{k}\left|\mathbf{r}_{1}(u(i))\right| X_{i} \in\left[c_{1}-2 \delta^{\prime}, c_{1}+2 \delta^{\prime}\right]\right] \geqslant \varepsilon^{\prime} . \tag{11}
\end{equation*}
$$

Suppose we apply Lemma 11 to the above. Then it gives us a coordinate in $M(u)$ such that on that coordinate $\mathbf{r}_{1}$ has very small mass. Removing that coordinate, we can again apply the lemma to the remaining coordinates and do this until a small number of coordinates remain. If we ensure that at each step we remove a coordinate from $M(u)$ on which $\mathbf{r}_{1}$ has small mass, then the total mass of the coordinates removed is small. Combining this with the lower bound given by Eq. (5), this would imply that most of the mass of $\mathbf{r}_{1}$ in $M(u)$ is concentrated in a small number of coordinates. This would enable us to select a labeling for the vertex $u$ from among those 'large' coordinates. We formalize the above line of argument in the following lemma.

Lemma 12. Let u be a 'good' vertex. Then there exists a set of indices $I^{u} \subseteq[k]$ satisfying

$$
\begin{equation*}
\left|I^{u}\right| \leqslant b^{2} /\left(\varepsilon^{\prime}\right)^{2} \tag{12}
\end{equation*}
$$

where $b$ is the universal constant from Lemma 11, such that

$$
\begin{equation*}
\sum_{i \in I^{u}}\left|\mathbf{r}_{1}(u(i))\right| \geqslant \frac{\varepsilon^{\prime}}{4 \cdot 10^{4} n \sqrt{k}} \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i \in[k] \backslash I^{u}}\left|\mathbf{r}_{1}(u(i))\right| \leqslant \frac{\varepsilon^{\prime}}{16 \cdot 10^{4} n \sqrt{k}} \tag{14}
\end{equation*}
$$

Proof. As discussed above, we apply Lemma 11 iteratively starting with Eq. (11), until the set of coordinates is of size at most $b^{2} / \varepsilon^{\prime 2}$, in the following manner. Initialize $I_{0}=[k]$.

1. At step $j$, we have a set of indices $I_{j}$ of size $k-j$, with the following inequality satisfied

$$
\operatorname{Pr}\left[\sum_{i \in I_{j}}\left|\mathbf{r}_{1}(u(i))\right| X_{i} \in\left[c_{1}-2^{j+1} \delta^{\prime}, c_{1}+2^{j+1} \delta^{\prime}\right]\right] \geqslant \varepsilon^{\prime}
$$

2. If $k-j<b^{2} / \varepsilon^{\prime 2}$, then we stop and obtain a set $I^{u}=I_{j}$ of indices, such that $\left|I^{u}\right|<b^{2} / \varepsilon^{\prime 2}$.
3. If $k-j \geqslant b^{2} / \varepsilon^{\prime 2}$, then we apply Lemma 11 to obtain $i^{\prime} \in I_{j}$ such that $\left|\mathbf{r}_{1}\left(u\left(i^{\prime}\right)\right)\right| \leqslant 2^{j+1} \delta^{\prime}$. Now for any setting $x_{i} \in\{-1,1\}$ of variables $X_{i}$ for $i \in I_{j}$,

$$
\sum_{i \in I_{j}}\left|\mathbf{r}_{1}(u(i))\right| x_{i} \in\left[c_{1}-2^{j+1} \delta^{\prime}, c_{1}+2^{j+1} \delta^{\prime}\right] \Longrightarrow \sum_{i \in I_{j} \backslash\left\{i^{\prime}\right\}}\left|\mathbf{r}_{1}(u(i))\right| x_{i} \in\left[c_{1}-2^{j+2} \delta^{\prime}, c_{1}+2^{j+2} \delta^{\prime}\right] .
$$

Therefore we have

$$
\operatorname{Pr}\left[\sum_{i \in I_{j} \backslash\left\{i^{\prime}\right\}}\left|\mathbf{r}_{1}(u(i))\right| X_{i} \in\left[c_{1}-2^{j+2} \delta^{\prime}, c_{1}+2^{j+2} \delta^{\prime}\right]\right] \geqslant \varepsilon^{\prime}
$$

So, we set $I_{j+1}=I_{j} \backslash\left\{i^{\prime}\right\}$ and proceed to step $j+1$.
At the $j$ th step, an index corresponding to a coordinate of mass at most $2^{j+1} \delta^{\prime}$ is removed. There are at most $k$ steps for $j=0, \ldots, k-1$. Therefore, the total mass of the coordinates removed is at most $2^{k+1} \delta^{\prime}$. Combining this with (5) and with our small enough choice of $\delta$ (as fixed in Section 3.2), we have a set $I^{u} \subseteq[k]$ such that $\left|I^{u}\right| \leqslant b^{2} /\left(\varepsilon^{\prime}\right)^{2}$ and

$$
\sum_{i \in I^{u}}\left|\mathbf{r}_{1}(u(i))\right| \geqslant \frac{\varepsilon^{\prime}}{2 \cdot 10^{4} n \sqrt{k}}-2^{k+1} \delta^{\prime} \geqslant \frac{\varepsilon^{\prime}}{4 \cdot 10^{4} n \sqrt{k}}
$$

and

$$
\sum_{i \in[k] \backslash I^{u}}\left|\mathbf{r}_{1}(u(i))\right| \leqslant 2^{k+1} \delta^{\prime} \leqslant \frac{\varepsilon^{\prime}}{16 \cdot 10^{4} n \sqrt{k}}
$$

This completes the proof of Lemma 12.
Since an $\varepsilon^{\prime}$ fraction of the vertices of $V$ are 'good', using we can obtain sets of indices $I^{v}$ satisfying the properties of Lemma 12, for all 'good' vertices $v$. Construct the labeling $\sigma^{*}$ to these vertices by choosing a label independently for every 'good' vertex $v \in V$ uniformly at random from $I^{v}$. We first choose the constants $v<\varepsilon^{\prime}$ and $t>b^{2} /\left(\varepsilon^{\prime}\right)^{2}$. From the properties of the instance $\mathcal{L}$ of Smooth-Label-Cover $(t, \mu, \nu, k, m)$ and the choice of $v$, we obtain that the set of 'good' vertices induces an $\left(\varepsilon^{\prime}\right)^{2} / 2$ fraction of edges in $E$. Let $e$ be a random edge in $E$, and say $e$ is between vertices $v_{1}$ and $v_{2}$ in $V$. Then with probability $\left(\varepsilon^{\prime}\right)^{2} / 2$, both $v_{1}$ and $v_{2}$ are 'good'. Furthermore, by our choice of $t$, we obtain that except with probability $2 \mu$, $\pi_{v_{1}, e}$ maps the elements of $I^{v_{1}}$ to distinct elements $J^{v_{1}} \subseteq[m]$ and $\pi_{v_{2}, e}$ maps the elements of $I^{v_{2}}$ to distinct elements in $J^{v_{2}} \subseteq[m]$.

Suppose for a contradiction that $J^{v_{1}}$ and $J^{v_{2}}$ are disjoint. This implies that $\pi_{v_{2}, e}^{-1}\left(J^{v_{1}}\right)$ and $I^{v_{2}}$ are disjoint. Since $\mathbf{r}_{1}$ is orthogonal to the subspace $H$, from (1) we have that for every $j \in J^{v_{1}}$,

$$
\sum_{i \in \pi_{v_{1}, e}^{-1}(j)} \mathbf{r}_{1}\left(v_{1}(i)\right)=\sum_{i \in \pi_{v_{2}, e}^{-1}(j)} \mathbf{r}_{1}\left(v_{2}(i)\right)
$$

and taking the absolute values and summing over all $j \in J^{v_{1}}$, we have

$$
\begin{equation*}
\sum_{j \in J^{v_{1}}}\left|\sum_{i \in \pi_{v_{1}, e}^{-1}(j)} \mathbf{r}_{1}\left(v_{1}(i)\right)\right|=\sum_{j \in J^{v_{1}}}\left|\sum_{i \in \pi_{v_{2}, e}^{-1}(j)} \mathbf{r}_{1}\left(v_{2}(i)\right)\right| \tag{15}
\end{equation*}
$$

Now, since $\pi_{v_{1}, e}$ maps elements of $I^{v_{1}}$ to distinct elements $J^{v_{1}} \subseteq[m]$,

$$
\sum_{j \in J^{v_{1}}}\left|\sum_{i \in \pi_{v_{1}, e}^{-1}(j)} \mathbf{r}_{1}\left(v_{1}(i)\right)\right| \geqslant \sum_{i \in I^{v_{1}}}\left|\mathbf{r}_{1}\left(v_{1}(i)\right)\right|-\sum_{i \in[k] \backslash I^{v_{1}}}\left|\mathbf{r}_{1}\left(v_{1}(i)\right)\right| .
$$

From Eq. (15) and the above we have

$$
\begin{align*}
\sum_{j \in J^{v_{1}}}\left|\sum_{i \in \pi_{v_{2}, e}^{-1}(j)} \mathbf{r}_{1}\left(v_{2}(i)\right)\right| & \geqslant \sum_{i \in I^{v_{1}}}\left|\mathbf{r}_{1}\left(v_{1}(i)\right)\right|-\sum_{i \in[k] \backslash I^{v_{1}}}\left|\mathbf{r}_{1}\left(v_{1}(i)\right)\right| \\
& \geqslant \frac{\varepsilon^{\prime}}{4 \cdot 10^{4} n \sqrt{k}}-\frac{\varepsilon^{\prime}}{16 \cdot 10^{4} n \sqrt{k}} \\
& =\frac{3 \varepsilon^{\prime}}{16 \cdot 10^{4} n \sqrt{k}} \tag{16}
\end{align*}
$$

where we used (13) and (14) applied to $v_{1}$. But since, $\pi_{v_{2}, e}^{-1}\left(J^{v_{1}}\right) \subseteq[k] \backslash I^{v_{2}}$, Eq. (16) is a contradiction to Eq. (14) applied to $v_{2}$. Therefore, $J^{v_{1}}$ and $J^{v_{2}}$ are not disjoint. So, with probability $1 /\left(\left|I^{v_{1}}\right|\left|I^{v_{2}}\right|\right) \geqslant\left(\varepsilon^{\prime}\right)^{4} / b^{4}$, the labeling $\sigma^{*}$ satisfies the edge $e$.

Combining everything, we obtain that there is a labeling to the vertices of $V$ that satisfies $\left(\left(\varepsilon^{\prime}\right)^{2} / 2-2 \mu\right)\left(\left(\varepsilon^{\prime}\right)^{4} / b^{4}\right)$ fraction of the edges in $E$. By choosing the smoothness parameter $\mu$ and the soundness parameter $\eta$ of the instance $\mathcal{L}$ to be arbitrarily small, we obtain a contradiction. Thus, if the instance $\mathcal{L}$ of $\operatorname{Smooth-Label-Cover~}(t, \mu, v, k, m)$ is a NO instance, then with high probability, there is no function of up to $\ell$ halfspaces that correctly classifies $\frac{1}{2}+\varepsilon$ fraction of the points in $A^{\prime} \cup B^{\prime}$. This, along with the analysis of the YES case proves Theorem 4, and hence Theorem 2.

## 5. Sampling from the unit sphere

In this section we prove Lemma 5 . First we need some definitions.
Definition 3. A range space is a pair $(X, \mathcal{F})$, where $X$ is a set and $\mathcal{F}$ is a family of subsets of $X$, i.e. $\mathcal{F} \subseteq 2^{X}$.
Definition 4. For any set $A \subseteq X$, define $P_{\mathcal{F}}(A)$ the projection of $\mathcal{F}$ onto $A$, as $P_{\mathcal{F}}(A):=\{F \cap A: F \in \mathcal{F}\}$.
Definition 5. We say that a set $A \subseteq X$ is shattered by $(X, \mathcal{F})$ if $P_{\mathcal{F}}(A)=2^{A}$.
The VC dimension of a range space is defined as follows.
Definition 6. The VC dimension of $(X, \mathcal{F})$ is the cardinality of the maximum set it shatters, i.e. VC dim $=\sup \{|A|$ : $A$ is shattered\}. It may be infinite.

We use the following restatement of Theorem 4.4 from [28], first proved in [29], regarding sampling from range spaces of bounded VC dimension.

Theorem 13. Let $(X, \mathcal{F})$ a range space of VC dimension $d$, and let $\phi$ be a uniform measure on $X$. There is a universal constant $C_{V C}$ such that with probability at least $1-\delta$, a random set $S \subseteq X$ of size,

$$
C_{V C}\left(\frac{d}{\tau^{2}} \log \left(\frac{d}{\tau}\right)+\frac{1}{\tau^{2}} \log \left(\frac{1}{\delta}\right)\right)
$$

satisfies

$$
\left|\frac{|S \cap F|}{|S|}-\phi(F)\right| \leqslant \tau
$$

for all $F \in \mathcal{F}$.
Let $N=n k$, let $\mathbb{S}^{N-1}$ be the unit sphere in $N$ dimensions, and let $\phi$ be a uniform measure over $\mathbb{S}^{N-1}$. Define $P(\mathbf{r},[a, b]):=$ $\left\{\mathbf{z} \in \mathbb{S}^{N-1} \mid\langle\mathbf{r}, \mathbf{z}\rangle \in[a, b]\right\}$. The set $P(\mathbf{r},[a, b])$ is exactly the set of unit vectors whose dot product with $\mathbf{r}$ lies in the interval $[a, b]$. Let $\mathcal{P}:=\left\{P(\mathbf{r},[a, b]) \mid\|\mathbf{r}\|=1, b-a=\varepsilon^{\prime} /(100 \sqrt{N})\right\}$. We know that the surface area of $\mathbb{S}^{N-1}$ is given by $\frac{N \pi^{N / 2}}{\Gamma(N / 2+1)}$ where $\Gamma($.$) is the Gamma function. Stirling's approximation gives us that for large enough z>0, \Gamma(z)=\sqrt{\frac{2 \pi}{z}}\left(\frac{z}{e}\right)^{z}\left(1+O\left(\frac{1}{z}\right)\right)$. Combining the above, we obtain that for large enough $N$, the surface area of the $\mathbb{S}^{N-1}$ is at least $1 / \sqrt{N}$ times the surface area of $\mathbb{S}^{N-2}$. As a result the following fact is easy to derive.

Fact 14. For large enough $N$, for any $P \in \mathcal{P}, \phi(P) \leqslant \varepsilon^{\prime} / 10$.
Moreover, we observe that every element $P \in \mathcal{P}$ is a set of points in $\mathbb{S}^{N-1}$ that lie in an intersection of two halfspaces. Since, in $\mathbb{R}^{N}$, the VC dimension of the class of all $N$-dimensional halfspaces is $N+1$, the VC dimension of the class of $N$-dimensional halfspaces for the set $\mathbb{S}^{N-1}$ is at most $N+1$. Using the above along with Lemma 2 of [26] we obtain the following simple bound.

Lemma 15. The VC dimension of the range space $\left(\mathbb{S}^{N-1}, \mathcal{P}\right)$ is at most $10(N+1)$.
Now suppose $R$ is a set of $N^{2}$ random unit vectors from $\mathbb{S}^{N-1}$. Then for large enough $N=n k$, we apply Theorem 13 , choosing $\delta=1 / n$, along with the above lemma, to obtain that with probability at least $1-1 / n$,

$$
\left|\frac{|R \cap P|}{|R|}-\phi(P)\right| \leqslant \varepsilon^{\prime} / 10
$$

for any $P \in \mathcal{P}$. The above, coupled with Fact 14 implies that with probability $1-1 / n$ over the choice of $R$,

$$
\frac{|R \cap P|}{|R|} \leqslant \varepsilon^{\prime} / 5
$$

for all $P \in \mathcal{P}$. In other words, with probability $1-1 / n$ over the choice of $R$, for any unit vector $\mathbf{r}$, at most $\varepsilon^{\prime} / 5$ fraction of points in $R$ are contained in the set $\{\mathbf{z} \mid\langle\mathbf{r}, \mathbf{z}\rangle \in[a, b]\}$ for any $a, b$ s.t. $b-a=\varepsilon^{\prime} /(100 \sqrt{N})$. This implies that with probability $1-1 / n$ over the choice of $R$, for any set $T \subseteq R$, such that $|T|=\varepsilon^{\prime}|R|$, for any unit vector $\mathbf{r}$, there exist $\mathbf{z}^{\prime}, \mathbf{z}^{\prime \prime} \in T$, such that $\left|\left\langle\mathbf{r}, \mathbf{z}^{\prime}\right\rangle-\left\langle\mathbf{r}, \mathbf{z}^{\prime \prime}\right\rangle\right| \geqslant \varepsilon^{\prime} /(100 \sqrt{N})$. This proves Lemma 5.

## 6. Inapproximability of Smooth-LABEL-COVER

In this section we prove Theorem 3. Let us first define the 'smooth' version of the bipartite LabelCover problem.
Definition 7. An instance of Smooth-Bipartite-Label-Cover $(k, m, T)$ consists of a bipartite graph $G(U, V, E)$, where the vertices in $U$ have the same degree, and a set of projections $\pi^{v u}:[k] \mapsto[m]$ for all $\{u, v\} \in E$ such that $u \in U, v \in V$. A labeling $\sigma$ to the vertices in $G$ satisfies an edge $e=\{u, v\}$ s.t. $u \in U, v \in V$ iff $\pi^{v u}(\sigma(v))=\sigma(u)$. Moreover, for any vertex $v \in V$ for any $i, j \in[k], i \neq j$,

$$
\begin{equation*}
\operatorname{Pr}_{e=\{u, v\} \in E}\left[\pi^{v u}(i)=\pi^{v u}(j)\right] \leqslant \frac{1}{T} \tag{17}
\end{equation*}
$$

where the probability is taken over a random edge incident on $v$.
The following theorem was proved in [17], using the PCP Theorem [2,3] and Raz's Parallel Repetition Theorem [23].
Theorem 16. For any constant $\delta>0$, for any constant $T>0$, there exist $k$ and $m$ such that given an instance $\mathcal{L}^{\prime}$ of Smooth-Bipartite-Label-Cover $(k, m, T)$ it is NP-hard to distinguish between the following two cases,

- YES Case/Completeness: There is a labeling to the vertices of $\mathcal{L}^{\prime}$ that satisfies all the edges.
- NO Case/Soundness: No labeling to the vertices of $\mathcal{L}^{\prime}$ satisfies more than $\delta$ fraction of the edges.

The construction of an instance $\mathcal{L}$ of Smooth-Label-Cover $(t, \mu, \nu, k, m)$ is as follows. We start with an instance $\mathcal{L}^{\prime}$ of Smooth-Bipartite-Label-Cover $(k, m, T)$ where we will fix $T$ later. The vertex set of $\mathcal{L}$ is the $V$ side of $\mathcal{L}^{\prime}$. An edge of $\mathcal{L}$ is constructed as follows: select a vertex $u$ from $U$ and for every two neighbors $v_{1}$ and $v_{2}$ of $u$ in $\mathcal{L}^{\prime}$, add an edge $e$ between them in $\mathcal{L}$. Set $\pi_{v_{1}, e}=\pi^{v_{1} u}$ and $\pi_{v_{2}, e}=\pi^{v_{2} u}$ in $E$. Let $E(u)$ be the set of such edges added in $\mathcal{L}$ corresponding to a vertex $u \in U$. Note that we are constructing a multigraph, since two vertices $v_{1}$ and $v_{2}$ in $V$ might share two different neighbors in $U$, in which case there will be multiple edges between $v_{1}$ and $v_{2}$ in $\mathcal{L}$. Clearly the sets $E(u)$ for $u \in U$ are a partition of edges in $\mathcal{L}$, and since $U$ side is regular, the sets $E(u)$ are of equal size. Essentially, we are adding a clique of edges $E(u)$ corresponding to $u$ on its neighborhood $N(u) \subseteq V$ for every $u \in U$. Let $v$ be a vertex in $V$ and let $S \subseteq[k]$ be a set of size $t$, then applying Eq. (17) to all pairs in $S$ and taking union bound, we have

$$
\operatorname{Pr}_{e: v \in e}\left[\exists x, y \in S, x \neq y: \pi_{v, e}(x)=\pi_{v, e}(y)\right] \leqslant \frac{t^{2}}{T}
$$

where the probability is over the edges incident on $v$ in $\mathcal{L}$. Note that we have used the fact the vertices in $U$ have the same degree. Now, taking $T$ to be large enough, we can reduce this probability to at most $\mu$. To verify the second property, let $V^{\prime}$ be a subset of $V$ such that $\left|V^{\prime}\right|=\xi|V|$, for some $\xi>0$. Now, consider a vertex $u$ in $U$, and let $p_{u}$ be the probability
that a random neighbor of $u$ falls in $V^{\prime}$. From the proof of Theorem 16 one can see that vertices on $U$ side have the same degree, and therefore $\mathrm{E}_{u}\left[p_{u}\right]=\xi$. The degree of each vertex on the $U$ side is the same fixed value $d$ which can be increased to any arbitrary constant by parallel repetition. Moreover, the fraction of edges in $\mathcal{L}$ that lies inside $V^{\prime}$ is the probability for a random $u \in U$, a random pair of its neighbors lies in $V^{\prime}$. For a particular $u$ this is $p_{u}^{2}-1 / d$, where $1 / d$ is the probability of selecting the same vertex twice out of $d$ neighbors of $u$. Hence, we have that the fraction of edges induced by $V^{\prime}$ in $\mathcal{L}$ is $\mathrm{E}_{u}\left[p_{u}^{2}-1 / d\right] \geqslant\left(\mathrm{E}_{u}\left[p_{u}\right]\right)^{2}-1 / d=\xi^{2}-1 / d$. This fraction is at least $\xi^{2} / 2$ if $\xi \geqslant \sqrt{\frac{2}{d}}$, and so we are done by taking $v=\sqrt{\frac{2}{d}}$ which can be made arbitrarily small by taking $d$ to be large enough.

Now, if $\mathcal{L}^{\prime}$ was a YES instance, then there is a labeling $\sigma$ to vertices $U \cup V$ that satisfies all the edges of $\mathcal{L}^{\prime}$. This implies,

$$
\pi^{v_{1} u}\left(\sigma\left(v_{1}\right)\right)=\sigma(u)=\pi^{v_{2} u}(\sigma(u))
$$

for all edges $e_{1}=\left\{u, v_{1}\right\}, e_{2}=\left\{u, v_{2}\right\}$ of $\mathcal{L}^{\prime}, u \in U, v_{1}, v_{2} \in N(u) \subseteq V$, where $N(u)$ is the neighborhood of $u \in U$ in $\mathcal{L}^{\prime}$. Consider the edge $e \in E(u)$ between $v_{1}$ and $v_{2}$ in $\mathcal{L}$. Clearly, $\pi_{v_{1}, e}\left(\sigma\left(v_{1}\right)\right)=\pi_{v_{2}, e}\left(\sigma\left(v_{2}\right)\right)$. Therefore, the labeling $\sigma$ restricted to $V$ satisfies all the edges of $\mathcal{L}$.

Now consider a labeling $\sigma^{\prime}$ to $V$ that satisfies $\varepsilon$ fraction of the edges in $\mathcal{L}$. Consider any vertex $u \in U$. For $j \in[m]$, let $S_{u}^{j} \subseteq N(u)$ the set of vertices $v \in N(u)$ such that $\pi^{v u}\left(\sigma^{\prime}(v)\right)=j$. It can be seen that the sets $S_{u}^{j}(j \in[m])$ form a partition of $N(u)$ and the disjoint union of edges (corresponding to $u$ ) induced by each $S_{u}^{j}$ in $E(u)$ is exactly the subset of edges of $E(u)$ that are satisfied by $\sigma^{\prime}$. Let $l_{u}=\operatorname{argmax}_{j}\left|S_{u}^{j}\right|$ for each $u \in U$. Observe that seen that any subset $S$ of $N(u)$ containing $c(c<1)$ fraction of vertices of $N(u)$ induces in $E(u)$ at most $c^{2}$ fraction of the total edges of $E(u)$. Suppose $\sigma^{\prime}$ satisfies $\varepsilon_{u}$ fraction of the edges of $E(u)$, then a simple argument shows that $S_{u}^{l_{u}}$ must contain at least $\varepsilon_{u}$ fraction of vertices in $N(u)$. Now $\sigma^{\prime}$ satisfies $\varepsilon$ fraction of all the edges of $\mathcal{L}$, and since the $U$ side is regular in $\mathcal{L}^{\prime}$, we have that $\mathrm{E}_{u}\left[\left|S_{u}^{l_{u}}\right| /|N(u)|\right] \geqslant \mathrm{E}_{u}\left[\varepsilon_{u}\right] \geqslant \varepsilon$. Therefore, by extending the labeling $\sigma^{\prime}$ to $U$ by setting $\sigma^{\prime}(u)=l_{u}$ for $u \in U$, we can satisfy the edges of $\mathcal{L}^{\prime}$ between vertices of $S_{u}^{l_{u}}$ and $u$ for all $u \in U$. This would satisfy $\varepsilon$ fraction of the edges in $\mathcal{L}^{\prime}$. So, if the instance of $\mathcal{L}^{\prime}$ is a NO instance with soundness $\eta$ then there is no labeling to the vertices of $\mathcal{L}$ which satisfies more than $\eta$ fraction of the edges of $\mathcal{L}$. This completes the proof of Theorem 3.

## 7. Conclusion

We proved a tight hardness result for learning intersection of two halfspaces using functions of up to $\ell$ halfspaces for any constant $\ell$. An interesting open question is whether a similar hardness result holds for learning intersection of halfspaces by more general classes of hypotheses such as (functions of) low degree polynomials. As noted in the remark in Section 1.3 our reduction does not extend even to degree 2 polynomials.

In addition a limitation of our result is that the parameter $\varepsilon$ in the $\frac{1}{2}+\varepsilon$ inapproximability factor is only an arbitrarily small constant. It is an important open problem to obtain a similar result with $\varepsilon$ being an inverse polynomial in the dimension of the problem.
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