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In the present study we have tested the hypothesis that evoked traveling alpha waves are behaviorally sig-
nificant. The results of a visual-semantic categorization task show that three early ERP components including
the P1–N1 complex had a dominant frequency characteristic in the alpha range and behaved like traveling
waves do. They exhibited a traveling direction from midline occipital to right lateral parietal sites. Phase an-
alyses revealed that this traveling behavior of ERP components could be explained by phase-delays in the
alpha but not theta and beta frequency range. Most importantly, we found that the speed of the traveling
alpha wave was significantly and negatively correlated with reaction time indicating that slow traveling
speed was associated with fast picture-categorization. We conclude that evoked alpha oscillations are func-
tionally associated with early access to visual-semantic information and generate – or at least modulate –

the early waveforms of the visual ERP.
© 2011 Elsevier Inc. Open access under CC BY-NC-ND license.
Introduction

In EEG research an interesting and important question has been
whether ongoing oscillations and event-related potentials (ERPs)
represent independent phenomena. The best known example
highlighting this question is the issue of phase reset. Whether ERPs
are generated by fixed-latency/fixed-polarity responses or by a reset
of ongoing oscillatory activity was and still is a hotly debated issue
(see e.g. the pioneering work of Basar et al. and contributions from
a variety of different laboratories, Barry et al., 2003; Basar Eroglu,
1999; Brandt, 1997; Fell et al., 2004; Fellinger et al., in press;
Fuentemilla et al., 2006; Gruber et al., 2005; Krieg et al., 2011;
Kruglikov and Schiff, 2003; Makeig et al., 2002; Mäkinen et al.,
2005; Mazaheri and Jensen, 2006; Mazaheri and Picton, 2005;
Ossandon et al., 2010; Penny et al., 2002; Risner et al., 2009; Ritter
and Becker, 2009; Rizzuto et al., 2003; Shah et al., 2004; Yamagishi
et al., 2003). Besides these two contrasting points of view there
were others who pointed at the possibility of an interaction between
both mechanisms (e.g. Min et al., 2007) plus it was also proposed that
phase-reset particularly contributes to the generation of early (often
called ‘exogenous’) potentials like the P1 and N1 whereas the later
(termed ‘endogenous’) potentials are shaped by additive evoked
mechanisms (Barry, 2009). For recent reviews see e.g., Klimesch
et al. (2007c) and Sauseng et al. (2007).
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Here we want to draw attention to the fact that the issue of phase-
reset represents only a very specific aspect of the more general ques-
tion of independence vs. interdependence between ERPs and ongoing
oscillations. There are a variety of other issues that are of importance.
As an example, the demonstration that early ERP components such as
the C1, P1 and N1 ‘behave’ like ongoing oscillations would be a strong
support for a close interdependence between ERPs and oscillations.
The early components C1, P1 and partly also the N1 are usually con-
sidered manifestations of a rather localized brain activity that can
be described e.g. in terms of dipole source analysis (cf. e.g. Di Russo
et al., 2002). This view, however, is questioned by findings showing
that these components behave like a traveling alpha wave (e.g.
Alexander et al., 2006; Klimesch et al., 2007a). Traveling waves are
a phenomenon that is typical for ongoing oscillations, which has
been reported early in EEG research (e.g. Adrian and Yamagiwa,
1935; Petsche and Marko, 1955) and which is meanwhile well docu-
mented (for reviews see e.g., Ermentrout and Kleinfeld, 2001;
Hughes, 1995; Nunez, 2000; Nunez et al., 2001; Wu et al., 2008).
Traveling waves represent a central aspect of physiological investiga-
tions showing the spreading of activity-waves over the cortex stem-
ming from pulsating neurons (Adrian and Matthews, 1934;
Freeman, 2004).

In the present study, we aim to extend the findings reported by
Klimesch et al. (2007a) that early ERP components – and the P1 in
particular – behave like a traveling alpha wave. Here we want to
test a rather specific hypothesis that relates the (cognitive and phys-
iological) functions of alpha to those of the expected alpha traveling
wave. One central question is, whether traveling speed reflects a cog-
nitive function that we have shown is closely associated with alpha:
semantic processing and visual-semantic categorization in particular
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Fig. 1. Experimental design. After the presentation of a cue that forced subjects either
to remember or not-remember the upcoming item the relevant picture appeared.
This picture should always be categorized as accurate and fast as possible into two dif-
ferent categories: either as a landscape or a building. The stimulus-onset-time (SOT)
was either fixed or varied (block-design, counter-balanced between subjects).
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(for reviews see Klimesch, 1997, 1999; Klimesch et al., 2007b). We
therefore use a semantic picture categorization task which is embed-
ded in a dual task paradigm. The reason to use in addition the latter
type of paradigm is to make the task more difficult. Preliminary evi-
dence based on unpublished pilot data suggests that topographical la-
tency differences in early ERP components –which are a precondition
to analyze traveling waves – are large when the task is difficult.

Our central hypothesis is that traveling speed should be correlated
with semantic categorization-speed. What are the assumptions under-
lying this hypothesis? In an attempt to elaborate our hypothesis, we
refer to a recently suggested theory (‘the P1 inhibition timing theory’,
Klimesch, 2011) that tries to explain the cognitive and physiological
meaning of the P1-component. With respect to the physiological func-
tion, the central idea is that the P1 – like ongoing alpha – reflects an in-
hibitory processwhich operates in two differentways depending on the
type of task demands and processing requirements. In task relevant
neural networks or brain regions, inhibition interacts with excitation
and operates to increase the signal to noise ratio (SNR) by silencing
neural activitywith a comparatively low level of excitation. In task irrel-
evant and potentially competing networks or brain regions inhibition
operates to suppress information processing. As an example for task rel-
evant processes, we refer to findings showing that the P1 is increased
over posterior brain regions when processing complexity is high (e.g.
the P1 is larger for scrambled and/or inverted faces as compared to
non-scrambled and/or upright faces, e.g., Allison et al., 1999; Itier and
Taylor, 2004; Linkenkaer-Hansen et al., 1998). The interpretation of
these and similarfindings (cf. reviewed byKlimesch, 2011) is that an in-
crease in the SNR which is associated with an increase in inhibition
leads to an increase in the P1 amplitude. On the other hand, in tasks
allowing for a dissociation between task relevant and task irrelevant
brain regions – as is the case for tasks with hemifield presentations –

the P1 tends to be larger over the task irrelevant ipsi – as compared to
the task relevant contra-lateral recording sites (cf. Freunberger et al.,
2008a; Klimesch, 2011; Mangun et al., 2001).

Based on these considerations we make the prediction that the P1
evoked traveling wave will be shaped by inhibition. As a conse-
quence, the speed of spreading activation during early stimulus cate-
gorization will be reduced, if inhibition – associated with an increase
in the SNR – will be increased. Because an increase in the SNR should
enhance the quality of stimulus categorization and semantic classifi-
cation, we expect a negative relationship between P1 travel speed
and semantic classification time: low travel speed is linked to short
and high travel speed to long classification times.

We also want to emphasize that the level of inhibition (which is
modulated by alpha oscillations) may be controlled in a top down
like manner. This means that the level of inhibition – which affects
traveling speed – may be determined already in a pre-stimulus peri-
od. For a discussion of alpha as a top-down controlled processing
mode see e.g. the recent review by Klimesch et al. (2011).

Method

Subjects

A sample of 19 subjects participated in the present experiment.
Due to a high amount of artifacts (blinks and muscles) three subjects
were rejected for further analyses. The final sample of 16 subjects
consisted of 9 females and 7 males. Mean age was 22.9 years (SD
3.6 years). All subjects reported no neurological disorders or psycho-
logical pathologies and participated in the experiment after giving in-
formed consent. Subjects received 10 Euro as participation-fee.

Task

We used a dual task paradigm, a (semantic) categorization and
recognition task. In the categorization task subjects were asked to
indicate whether a picture represented a landscape or building and –

in addition – to remember or not-remember the picture (depending
on information provided by a cue). In the recognition task 80 pictures
presented in the categorization task were shown together with a set
of 80 new pictures (distracters) in a random sequence. In the present
study only the data of the categorization task were analyzed.

The categorization task started with a cue that consisted either of
a symbol with‚ ‘thumbs up or ‚thumbs down’. Thumbs up indicated
that the upcoming picture must be categorized and remembered
whereas thumbs down indicated that the picture must be categorized
only. We use the term ‘target’ for pictures that must in addition be re-
membered and ‘non-target’ for pictures that must not be remem-
bered. Subjects were told to respond as fast as possible by a button
press (with the right index or middle finger) whether the picture rep-
resents a building or landscape. Task demands and the structure of a
single trial are illustrated in Fig. 1.

The categorization task was performed in two counterbalanced
blocks. In one block the stimulus onset time (SOT) was fixed with a du-
ration of 1300 ms, in the other block SOT varied between 1300 +/−
175 ms (i.e. between 1125 and 1475 ms). The cue offset coincided
with the onset of the picture presentation, which lasted for 2000 ms.
A total of 360 pictures were used consisting of 180 landscape- and
180 building-scenes. In each block 180 pictures (90 landscapes and 90
buildings) were presented. The physical properties of all pictures were
kept constant by adjusting the luminance, contrast and magnitude
spectra (to the overall averages of all used pictures). The average mag-
nitude spectrum was integrated with the corresponding phase spec-
trum of each picture (for an equal procedure please see Philiastides
et al., 2006). Randomized between trials, half of the pictures were
cued with a ‘remember’, the other half with a ‘non-remember’-cue. Be-
fore and after the experimental task the EEG was recorded during two
resting conditions (eyes-open, eyes-closed) for two minutes.
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Data acquisition

EEG signals were recorded from 60 active scalp-electrodes (Ag–
AgCl-electrodes) referenced against a nose electrode and mounted
according to the 10–20-system using an electrode cap (EasyCap,
Inc., Herrsching, Germany). The signals were amplified using a Brai-
nAmp amplifier (Brain Products, Inc., Gilching, Germany) with a sam-
pling rate at 1000 Hz. In order to reduce AC line artifact a notch filter
was set at 50 Hz and recording bandwidth was set from 0.15 to
100 Hz. In order to control for eye-movements, two electrodes were
set at horizontal and vertical positions near the right eye.

Data-analysis

All basic processing steps were performedwith BrainVisionAnalyzer
2.01 (Brain Products, Inc., Gilching, Germany). At first the data were re-
referenced to the earlobe-electrodes and broadly filtered between 0.5
A

Cue-ERP
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B
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Fig. 2. Posterior ERPs and voltage distributions. A) Posterior grand-average ERPs for the fou
interest). Both stimuli (cue and picture) elicited an alpha-shaped, early evoked ERP-comple
200 ms post-stimulus (picture) in 20 ms steps.
and 70 Hz. Then data weremanually checked formuscle- and corrected
for eye-blinked artifacts by applying an ICA-ocular-correction. Single-
trial phase-analyses were done with custom-made codes in Matlab
(The MathWorks, Inc., MA, USA). The topographical voltage-plots in
Fig. 2B were created with the open-source Matlab-toolbox ‘Fieldtrip’
(Oostenveld et al., 2011).

Pre-stimulus alpha power
As we wanted to use as many trials as possible for our specific an-

alyses (in order to increase the signal-to-noise-ratio, especially neces-
sary for phase-analysis) we intended to collapse all data. Thus, we
checked for differences in pre-stimulus whole-power between condi-
tions as it is known that it can have various effects on post-stimulus
event-related processes (e.g. Brandt and Jansen, 1991; Rajagovindan
and Ding, 2010). Therefore we did a respective pre-analysis and cal-
culated the average alpha-power (8 to 10 Hz) in a time-interval rang-
ing from −500 to −100 prior to the onset of the picture.
Picture-ERP
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)

r different experimental conditions are depicted (averaged across the five electrodes of
x. B) The voltage maps display the grand-averages across all conditions during the first
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Individual alpha frequency (IAF)
Previous studies showed that the dominant alpha-frequency can

vary substantially between subjects which results in different
frequency-characteristics of the EEG-signal (Klimesch, 1997). In
order to avoid this we descriptively checked the sample for homoge-
neity concerning IAF. Therefore we segmented all resting-conditions
into consecutive 2000 ms segments and applied a Fast-Fourier-
Transformation (FFT). After averaging the average for the five poste-
rior electrodes PO7, O1, Oz, PO8 and O2 was calculated.

ERP-latencies
For ERP-analyses the data were band-pass-filtered in a frequency-

range between 4 and 20 Hz. Then data were segmented centered to
stimulus presentations in a time-window ranging from −1400 to
600 ms. After averaging single-trials the individual ERP-components
were semi-automatically detected. For detecting the N50 we searched
for the negative peak in the time-window from 30 to 80 ms, for the P1
for the positive peak between 80 and 140 ms and for the N1 once
again for the negative peak between 150 and 200 ms.

ERP-traveling-characteristic (ERP-TC)
In order to quantify the traveling of the ERP-complex we estab-

lished an index we named ERP-traveling-characteristic (ERP-TC).
The rationale behind this parameter is that traveling results in a con-
stant delay in ERP-latencies within a certain direction. The calculation
of the difference between the latencies of the lateral electrodes minus
the central electrodes (for the two electrode pairs O2/Oz and PO8/O2)
should lead to positive values. The more systematic and the larger
latency-differences are the higher the positive values will be. There-
fore we applied the following formula to the three ERP-components:

latdiff1 si; cj
� �

¼ latO2 si; cj
� �

−latOz si; cj
� �

latdiff2 si; cj
� �

¼ latPO8 si; cj
� �

−latOz si; cj
� �

latdiffTotal si; cj
� �

¼ latdiff1 si; cj
� �

þ latdiff2 si; cj
� �

¼ latO2 si; cj
� �

−latOz si; cj
� �h i

þ latPO8 si; cj
� �

−latOz si; cj
� �h i

¼ latPO8 si; cj
� �

−latOz si; cj
� �

ð1Þ

where si= the i'th subject, cj = the j'th component (with j1=N50, j2=
P1, j3 = N1), latdiff = latency difference between respective compo-
nents, lat = latency.

In order to get a parameter that indexes the traveling-characteristic
of the whole ERP-complex (comprising all three components) we z-
transformed the values obtained for every component between subjects
and averaged the resulting values for all three components:

cj ¼

XN
i¼1

latdiffTotal si; cj
� �

N

z si; cj
� �

¼
latdiffTotal si; cj

� �
−cj

std cj
� �

ERPTC sið Þ ¼

X3
j¼1

z si; cj
� �

3
:

ð2Þ

Phase-delay: single trial peak and trough detection
The EEG was segmented as described for the ERP-analyses but

then the single-trial data (for three right-parietal electrodes Oz, O2
and PO8) were transformed into time-frequency matrices by using a
Gabor-transformation (0.5 Hz frequency steps). The phase values –

obtained for each sample point and frequency step – were subjected
to a simple classification algorithm that was used to detect peaks
and troughs. Phase angles were categorized into four quadrants and
for each sample-point and frequency step it was determined whether
the observed phase angle fell in the peak or trough quadrants.

The respective quadrants were defined as 90° sectors at the unit
circle around the respective phase angles reflecting the peak and
the trough. The peak quadrant was defined as the phase-range be-
tween 315 and 45° and the trough quadrant as those phases between
135 and 225°. On the basis of this classification algorithm we deter-
mined the number of cases falling in the peak and trough quadrant.
Thus, we obtained two frequency distributions for each subject, sam-
ple point and frequency step, one for ‘peaks’ and the other for
‘troughs’. Then we transformed the frequencies by using the follow-
ing formula (for details concerning the phase-analysis please see
the Supplementary Figures S1, S2):

h subji; trialk; timem; freqnð Þ

¼
1 if 45∘≥φ subji; trialk; timem; freqnð Þ≥ 315∘ peakð Þ
1 if 135∘≤φ subji; trialk; timem; freqnð Þ≤ 225∘ troughð Þ
0 else

8<
: ð3Þ

hrel subji; timem; freqnð Þ ¼

XK
k¼1

h subji; trialk; timem; freqnð Þ

K

�hrel subji; freqnð Þ ¼

XM
m¼1

hrel subji; timem; freqnð Þ

M

zhrel
subji; timem; freqnð Þ ¼ hrel subji; timem; freqnð Þ−�hrel subji; freqnð Þ

std hrel subji; timem; freqnð Þ½ �ð Þ
ð4Þ

where si = the i'th subject, Tk = the k'th trial, tm = the m'th time-
point, fn = the n'th frequency.

The obtained waveforms were normalized frequency distributions
for peaks and troughs that can be interpreted in a similar way as can
be done for a probability function. The waveforms reflect the likeli-
hood of an appearance of peaks and troughs over time.

The reason for using this classification procedure was to compen-
sate for jitters in phase. For real data the distribution of phase values
over time rarely shows a regular 0 to 360° ramp-like structure but in-
stead quite frequently an irregular development with ‘jumps’ in
phase is the case. The disadvantage of our method is that – in ideal
cases – information about the exact appearance of a peak or trough
is smeared in the order of the length of the categorization period
which is 25 ms (i.e., a quarter of a period) for a frequency of 10 Hz.
The critical question, thus, was whether this method would allow to
predict the appearance of early ERP components and their topograph-
ic latency delays.

In order to test for the assumption that the obtained waveforms
exhibit a systematic topographic phase-delay across subjects we cal-
culated cross-correlations between the electrode-pairs Oz/O2 and
O2/PO8 for every frequency and every subject within a time-
window of 0 (picture-onset) to 200 ms post-stimulus. Positive lag
values were associated with delayed peaks or troughs at O2 (relative
to Oz) and PO8 (relative to O2) respectively. Negative values indicat-
ed a shift in the opposite direction. We calculated the cross-
correlations for the two electrode pairs (Oz, O2 and O2, PO8), the
two probability distributions (for peaks and troughs) and the two
SOT-conditions (varied and fixed). This resulted in eight matrices
for every subject. By averaging the obtained lag values for peaks
and troughs, we obtained estimates for phase delays between the fol-
lowing four frequencies of interest (FOI): theta (4–6 Hz), alpha1
(‘lower alpha’, 8–10 Hz), alpha2 (‘upper alpha’, 10–12 Hz) and beta
(16–18 Hz).
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Statistical analyses

Pre-stimulus alpha-power

We checked for differences in pre-stimulus alpha-power between
conditions by applying three repeated-measures ANOVAs with the
factors SOT (FIXED vs. VARIED) and TASK (REMEMBER vs. NON-
REMEMBER). This pre-testing was done for the electrodes Oz, O2
and PO8 which were later used for calculating the phase-delay (see
Data acquisition section).

Individual alpha frequency (IAF)

The peak-frequency of the power-spectrum was visually evaluated
for each subject in every resting-condition. Afterwards the mean across
all conditions was calculated in order to get an overall resting-IAF.

ERP-latencies

In order to quantify the statistical significance for ERP-latencies we
applied three repeated-measure ANOVAs (for the ERP-components
N50, P1 and N1) with the factors ELECTRODE (PO7, O1, Oz, O2, PO8),
SOT (FIXED vs. VARIED) and TASK (REMEMBER vs. NON-REMEMBER).
In order to check for selective differences in ERP-latencies between con-
secutive electrodes paired-sample t-testswere applied to the respective
mean-values (averaged across the two conditions). To test for a possible
relationship between the ERP-TC and the categorization speed, Spear-
men correlations between these variables were calculated.

Phase-delay

In order to test for significant delays we calculated one-sample t-
tests (deviation from zero) for every FOI. In addition we checked if
there were significant differences in delays between FOI by calculat-
ing a repeated-measure ANOVA with the factor FOI (theta, lower
alpha, upper alpha, beta). Statistical post-hoc testing for differences
between pairs of FOIs was done with paired-sample t-tests. In addi-
tion, we tested for relationships between the respective delay values
of each FOI, reaction-time and ERP-TC by calculating Spearman-
correlations. Finally we applied a hierarchical cluster-analysis (be-
tween-groups linkage, squared Euclidean distance, the cluster-
solution was chosen preceding the greatest step in Euclidean dis-
tance) to the phase-delay data in the lower alpha range (as for this
FOI the most effects were prominent) in order to find possible sub-
groups of subjects with distinct phase-delays.

Results

Behavioral data

In the categorization task overall performance consisted of 96%
correct responses (fixed condition, remember: 95%, non-remember:
97%; varied condition, remember: 96%, non-remember: 96%). Aver-
age reaction time was 793 ms (fixed condition, remember: 812 ms,
non-remember: 793 ms; varied condition, remember: 791 ms, non-
remember: 774 ms). There were no statistically significant effects be-
tween experimental conditions, neither for categorization accuracy
nor for categorization-speed (reaction-time).

Recognition performance showed an overall very low mean value
of 53% recognized pictures (fixed: 52%, varied: 53%). Calculation of d′
showed a mean value of 0.23 (fixed: 0.15, varied: 0.31). The percent-
age of recognized pictures did not vary between the fixed and varied
condition as assessed by paired-sample t-tests. However, a significant
difference was found for d′ (pb0.05) which was most likely due to a
higher false-alarm rate in the fixed condition.
Pre-stimulus alpha power

None of the conducted ANOVAs revealed a significant effect.
Therefore we conclude that a differential pre-stimulus effect of the
task-specific manipulations on post-stimulus processing is very
unlikely.

Individual alpha frequency (IAF)

The descriptive evaluation showed that the mean IAF was at
10.15 Hz and standard-deviation was 0.55 Hz. As the variance be-
tween subjects was only at around a half Hertz it can be concluded
that there was a high homogeneity between subjects concerning IAF.

ERP-latencies

As depicted in Fig. 2 the ERPs exhibited a pronounced posterior
P1–N1 wave in response to both of the stimuli, the cue and the pic-
ture. It was preceded by an early negative component which we
termed N50 (a negative component with a latency of around
50 ms). These three components, the N50, P1 and N1 formed a
wave complex with a clear frequency characteristic in the alpha
range as can be inferred by inter-peak latencies (mean inter-peak la-
tencies between N50 and N1 were: 111 ms for cues and 109 ms for
pictures).

Cue
As shown in Fig. 3A, mean latency differences for the three

components – collapsed over all task conditions – were small. Statis-
tical analyses (based on 3-way repeated measure ANOVAs with the
factors ELECTRODE, SOT and TASK) revealed no significant effects
for the N50 component, but a significant ELECTRODE×SOT interaction
(F4/60=3.78, pb0.05) for the P1 and a significant ELECTRODE×TASK
interaction (F4/60=3.49, pb0.05) for the N1 in addition to a main effect
for ELECTRODE (F4/60=3.48, pb0.05). The post-hoc comparison
revealed that there was a significant difference in latency between O1
and PO7.

Inspection of the respective P1 latency means for the significant
ELECTRODE×SOT interaction showed a comparatively flat topo-
graphical distribution for the varied condition. In the fixed condition
P1 latencies were shorter at PO7 and O1 and longer at Oz, O2 and
O8 (as compared to the respective values in the varied condition).
For the N1 latencies, the main effect for ELECTRODE reflected the
large differences between O1 and PO7 (with the shortest and largest
latencies of 186 ms and 176 ms respectively). The significant interac-
tion showed that latencies were shorter in the NON-REMEMBER
(compared to the REMEMBER condition), but only at O1 and Oz
(thereby exhibiting a pronounced U-shaped profile between PO7,
O1, Oz, O2 and PO8).

In summary, for cues there was a weak tendency of a left hemi-
spheric ‘advantage’ centered around O1 to exhibit shorter latencies
for the fixed condition (reflected by the P1) and the NON-
REMEMBER condition (reflected by the N1). These findings can also
be observed in the collapsed data depicted in Fig. 3A. They were
weakly evident for the P1, but comparably pronounced for the N1.

Picture
Inspection of the latency differences for pictures revealed that

for all of the three components, peak latencies were generally short-
est at Oz and longest at PO8 (cf. Fig. 3B). Statistical analyses showed
a significant main effect for ELECTRODE for all of the three compo-
nents. N50: F4,60=3.70, pb0.05; P1: F4,60=6.25; pb0.01; N1:
F4,60=10.15, pb0.01. This finding demonstrates that there were sys-
tematic and significant latency differences between electrodes for all
of the three components.
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Fig. 3. ERP-latency differences between electrodes. A) These bar-graphs depict the post-hoc testing (main-effect ELECTRODE) for the cue (all three components). Clear and system-
atic latency-shifts were not observable. B) Here the same as in Fig. 3A but now for pictures (which had to be categorized) is displayed. As can be seen the latencies for N50, P1 and
N1 were increased systematically from Oz to PO8. Additionally there was an increase in N1-latency from Oz to PO7. (*=pb0.05, **=pb0.01). Error bars represent the respective
confidence-intervals.

Table 1
Correlations. Relevant correlations between categorization-speed (cat.-speed), ERP-
traveling-characteristic (ERP-TC), absolute ERP-latencies (‘component’/'electrode’)
and frequency of interest phase-delays (PD) (bold numbers mark significant effects).

Cat.-speed ERP-TC N50/Oz N50/O2 N50/PO8

Cat.-speed −0.549⁎ 0.340 0.337 0.177
⁎ ⁎⁎ ⁎⁎
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N50 latencieswere not affected by task variables, as the lack of main
effects or significant interactions with SOT and TASK indicated. In con-
trast, P1- and N1 latencies are affected by both task variables. For
the P1, the following interactions reached significance, ELECTRODE×
SOT (F4/60=4.36, pb0.05), ELECTRODE× SOT×TASK (F4/60=3.19,
pb0.05). N1-latencies exhibited an influence of TASK, which was
revealed by the interaction ELECTRODE×TASK (F4/60=3.81, pb0.05).

Inspection of the respective means of the 3-way interaction for the
P1 showed shorter latencies for the varied condition but only at Oz
and O2, which in addition were shorter (particularly at these sites)
for NON-REMEMBER as compared to REMEMBER. The N1 featured a
similar effect for Oz and O2 where latencies were shortest in the
NON-REMEMBER as compared to REMEMBER.

In summary, for pictures there was a tendency of the P1 for a mid-
line and right hemispheric ‘advantage’ centered on Oz and O2 to ex-
hibit shorter latencies for both the varied and NON-REMEMBER
condition. For the N1 a similar tendency was found, but for the
NON-REMEMBER condition only. The overall pattern of these findings
was clearly evident in the mean latencies that are collapsed over task
conditions as shown in Fig. 3B.
ERP-TC −0.549 −0.776 −0.740 −0.394

P1/Oz P1/O2 P1/PO8 N1/Oz N1/O2

Cat.-speed 0.185 0.141 −0.012 0.131 0.140
ERP-TC −0.505⁎ −0.171 −0.021 −0.412 −0.278

N1/PO8 PD-theta PD-alpha1 PD-alpha2 PD-beta

Cat.-speed −0.206 −0.308 −0.586⁎ −0.582⁎ −0.478
ERP-TC 0.087 0.355 0.797⁎⁎ 0.845⁎⁎ 0.454

⁎ pb0.05.
⁎⁎ pb0.01.
Correlation between the ERP-traveling-characteristic (ERP-TC),
categorization-speed (reaction-time) and peak latencies

The correlation between the ERP-TC and categorization speed
(as measured by RTs) showed a significant negative relationship
(rERP-TC, cat.-speed=−0.549, pb0.05). As the scatter plot in Fig. 5A il-
lustrates, this finding indicates that longer mean latency differences
between Oz, O2 and PO8 (reflecting slow traveling speed) were as-
sociated with shorter RTs (reflecting faster categorization speed).
As depicted in Table 1, none of the peak latencies (N50, P1 and N1)
correlated significantly with categorization-speed. Significant corre-
lations, however, were found between peak latencies (for N50 at Oz
and O2 and for P1 at Oz), indicating that strong effects in inter-peak
latencies (large ERP-TC values) were associated with short latencies
at the leading electrode Oz.
Phase-delay: traveling alpha waves
The normalized frequency distributions for peaks and troughs are

depicted in Fig. 4. They showed a large increase in the concentration of
peaks (Fig. 4A) and troughs (Fig. 4B) post-stimulus. Most importantly, a
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Fig. 4. Frequency-distributions for peak and troughs as a function of time. A) In this graphic the normalized frequency-distribution for the three right posterior electrodes (for all
frequencies of interest) is shown. Note that there is a prominent increase in z-values during the time-window of the P1 especially in the alpha-range (reflecting increased phase-
stability). The prominent shifts between the lines are caused by systematic phase-shifts from Oz to O2 and from O2 to PO8. B) This graph displays the same as Fig. 4A but here the
results are shown for troughs. High z-values are observable particularly in the time-window of the two negative components N50 and N1 (in the alpha range too). Once again, note
the shifts reflecting systematic phase-delays from occipital midline to the right parietal area.
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coincidence of peaks and troughs with the N50, P1 and N1 could be ob-
served for the two alpha bands, but not for theta and beta.

The results of t-tests –which were calculated to test for significant
phase-delays – revealed a systematic shift (with a significant devia-
tion from zero) for all FOIs: theta (t15=3.53, pb0.01), lower alpha
(t15=5.28, pb0.001), upper alpha (t15=5.48, pb0.001), beta
(t15=2.54, pb0.05). As only positive shifts were observed we can
conclude that all FOIs exhibit a shift from posterior to more lateral
sites. The respective mean values were, theta=2.2 ms, lower
alpha=4.2 ms, upper alpha=3.5 ms, beta=0.9 ms. The repeated-
measure ANOVA showed a significant effect for differences in
delays between FOIs (F3/45=9.72, pb0.001). The applied paired-
sample t-tests confirmed differences for the following FOI-
comparisons: theta/lower alpha (t15=−3.09, pb0.01), lower alpha/
upper alpha (t15=2.77, pb0.05), lower alpha/beta (t15=−3.98,
pb0.001), upper alpha/beta (t15=4.139, pb0.001). As depicted in



A
r = -.549*

B

**
**

**
*

C
r = -.586*

8.3 ms

4.2 ms

2.3 ms2.3 ms

Fig. 5. Main results. A) The scatter plot depicts the negative correlation between ERP-
traveling-characteristic and categorization-speed (r=−0.549, pb0.05). This relation-
ship suggests that larger latency-shift in the ERP-complex from Oz to PO8 was associ-
ated with fast picture-categorization. B) Here mean phase-delays for all frequencies of
interest are depicted. The positive mean phase-delays indicate a systematic shift from
midline occipital to more right parietal sites. Testing for differences between frequen-
cies revealed that alpha1 (‘lower alpha’, 8–10 Hz) was the frequency with the highest
delay and the only one that differed from all other frequencies (indicated by the aster-
isks; *pb0.05, **pb0.01). Error bars represent the respective confidence-intervals. C) In
this graph the relationship between phase-delay and categorization speed is shown.
The plot including all points displays the negative correlation between these two vari-
ables (r=−0.586, pb0.05). An applied cluster-analysis suggested that there were two
subgroups in the sample: one with a comparatively high delay (dark gray points,
mean=8.3 ms) and one with a low phase-delay (light gray points, mean=2.3 ms).
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Fig. 5B, these findings show that the phase-delay of lower alpha
oscillations is significantly higher than those of all other frequencies.
The mean value of 4.05 ms corresponds nicely to the observed ERP-
latency delays (cf. Fig. 3B), which vary around 4.5 ms for the same
distance (cf. traveling-speed in meter/second is almost the same).

With respect to the relationship between phase-delays and
reaction-times, we obtained the following significant correlations:
ralpha1, reaction time=−0.586 (pb0.05), ralpha2, reaction time=−0.582
(pb0.05). Inspection of the scatter plot shown in Fig. 5C suggests
two clusters of subjects with small and comparatively large delay
value (cf. the light and dark data points in Fig. 5C). The results of
the cluster-analysis confirmed this observation and led to the ex-
traction of two different sub-groups with different phase-delays
in the lower alpha range (Euclidean distance=6.81): one subgroup
(consisting of 11 subjects) with a mean phase-delay of 2.3 ms and
another group (comprising 5 subjects) with a mean of 8.3 ms. This
finding suggests that phase-delays were not gradually distributed
across subjects, but rather exhibited a bimodal-distribution that
resulted in the distinction of two subgroups.

For the alpha range the obtained phase delays were highly corre-
lated with the ERP-TC (alpha1: r=0.797, pb0.001; alpha2:
r=0.845, pb0.001). This suggests that the topographical latency de-
lays in the ERP are closely associated with the respective peak laten-
cies in the alpha-range. This argument is strengthened by the fact that
all other FOIs displayed no significant correlation with respect to ERP-
TC (cf. Table 1).

Discussion

The obtained findings confirmed that early ERP components in a
visual-semantic judgment task with a latency range of about 50 to
200 ms post-stimulus had a dominant frequency characteristic in the
alpha range and behaved like travelingwaves do. They exhibited a trav-
eling direction frommidline occipital to right lateral parietal sites. Most
importantly, the speed of the traveling alpha wave was negatively cor-
related with reaction time indicating that slow traveling speed was as-
sociated with picture-categorization. This latter finding relates evoked
traveling alpha waves to the recently discussed, functional role of
alpha-oscillations particularly for perceptual (e.g. Babiloni et al., 2006;
Busch et al., 2009; Hanslmayr et al., 2007; Mathewson et al., 2009;
Rihs et al., 2007; Romei et al., 2010; Thut et al., 2006) and semantic pro-
cessing (e.g. Freunberger andKlimesch, 2008; Freunberger et al., 2008b;
Mima et al., 2001; Vanni et al., 1997). The general idea is that evoked
alpha waves reflect an active process that enables controlled access to
stored information in memory and thereby ‘extracts’ the meaning of
sensory information. This is crucial as the meaning of sensory informa-
tion is not represented by a stimulus itself — it is represented in our
memory (Klimesch et al., 2011).

The dominant alpha characteristic of the ERPs can already be
judged by visual inspection (cf. Fig. 2) and could not be observed
only for the judgment task but also in response to the presentation
of a cue preceding task performance. This may indicate that evoked
alpha waves reflect a task specific processing mode that controls the
encoding of visual information (for a review see Klimesch et al.
(2011)). During the encoding of the cue and pictures three prominent
components were observed consisting of an early negative compo-
nent around 50 ms (which we termed N50), the P1 and N1. Inter-
peak latencies between the N50 and N1 varied closely around
110 ms and thus the ERP wave consisting of these three components
reflect evoked alpha activity with a frequency around 9 Hz.

Significant and topographically related latency differences for all
of these three components were found during the categorization
task only. As illustrated in Fig. 3B, the latency differences were largest
between Oz and PO8, suggesting a travel direction frommedial occip-
ital to right lateral parieto-occipital sites. Most interestingly, this trav-
el direction (as estimated on the basis of latency differences) was
identical for the N50, P1 and N1 with the single exception that the
N1 shows in addition a movement from Oz to PO7. We calculated
the averaged and normalized topographical latency difference be-
tween Oz/O2 and O2/PO8 for all of the three components (this mea-
sure was termed ERP-TC) and correlated the obtained measures
with the categorization-speed. We found a significant negative rela-
tionship (r=−0.549) showing that short latency differences be-
tween Oz and PO8 were associated with slow picture-categorization
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(cf. the scatter plot in Fig. 5A). In other words, a high travel speed was
associated with a slow visual-semantic categorization process and a
low speed with a fast categorization process. This finding suggests
that a slow spreading activation process in the cortex reflects an in-
tensive search for semantic contents which enhances semantic
categorization.

Previous research particularly highlighted the role of upper alpha
oscillations for semantic processing whereas lower alpha was associ-
ated with visual awareness and expectancy (e.g. Klimesch, 1999). It
must be stressed that these results were mainly based on band-pass
filtered data associated with ongoing mechanisms. When looking at
event-related components and its relation to a certain evoked oscilla-
tory activity (like the P1 in relation to alpha) it must be considered
that other frequencies contribute to the generation of the P1 too. As
an example Gruber et al. (2005) were able to show that the P1 is pri-
marily related to phase-alignment in the alpha range but that there
are other frequencies too, like theta and beta, which contribute to
the generation and therefore influence the frequency-characteristic
of the component. As a consequence the P1 must be seen as a super-
position of different frequencies and it is unlikely that it consistently
shows the dominance of a particular, narrow frequency. Nonetheless
it is possible to demonstrate that the P1 and alpha-oscillations share
the same functional role.

Mean topographical latency differences lay in the range of about
9 ms. The respective scalp distance between Oz, O2 and PO8 is
about 60 mm. Thus, in terms of traveling speed in meter per second
(TS = distance in mm/latency difference in ms) we obtain a value
of about 6 m/s. This is twice as fast as observed in an earlier study
from our lab (Klimesch et al., 2007a). According to Nunez et al.
(2001) alpha phase velocities vary between about 6 and 14 m/s
when considering a cortical folding factor of 2. Similar values were
reported by Burkitt et al. (2000) who analyzed steady-state visual-
evoked potentials and observed evoked traveling waves with a veloc-
ity ranging from 7 to 11. When considering this correction factor for
our data we obtain a speed value of 12 m/s which marks the upper
speed range for alpha.

Phase velocity depends on a variety of ‘unspecific’ (non-physio-
logical) factors, such as recording methods (e.g. bipolar vs. referential
recordings), measurement methods (e.g., MEG vs EEG) and frequency
(cf. Nunez, 1995). Bipolar recordings give lower estimates than refer-
ence methods (as used in our study). Furthermore, measurements
using MEG technology give even lower estimates. The disparity be-
tween these estimates may also be due in part to reference electrode
and volume conduction effects. Frequency is also an important factor.
For lower alpha (with a frequency of about 8 Hz) phase velocity is
about 6 m/s, but for upper alpha (with a frequency of about 12 Hz)
phase velocity is around 8 m/s (cf. Nunez, 1995, p. 568).

It is important to note that phase velocity also depends on the type
of cognitive demands. As an example, in a study investigating alpha
phase synchronization during the encoding of ‘to-be-remembered’
spoken words, Schack et al. (2003) found an average travel speed
around 10 m/s. Most interestingly, travel speed was fastest for a neu-
tral resting condition and faster for abstract than concrete words. Be-
cause abstract words are less numerous than concrete words, this
may indicate that the search area can be narrowed down faster for ab-
stract than for concrete words. It is worth mentioning that phase ve-
locities as well as topographical patterns of phase synchronization
showed differences between concrete and abstract words already in
a very early time window of 100–200 ms. Only for concrete but not
abstract words a distinct pattern of stable phase relations were
obtained with a traveling direction from leading parieto-temporal to
trailing anterior sites. One might speculate that the storage network
for concrete words is larger and more intensely interconnected
which causes a slowing down of the spreading activation process.

It should be emphasized that the relationship between traveling
speed and classification speed (as measured by RTs) must be indirect.
If there would be a direct association, we would not only have to as-
sume a positive correlation between travel speed and RT, but also that
the RT-advantage for fast subjects is exactly of the samemagnitude as
that for travel speed. The speed differences of traveling waves lie in
the range of about 2–10 ms, but those for RT's lie in the range of sev-
eral 100 ms. Thus, the ‘loss’ in travel speed for subjects with short re-
sponses is negligible. Our interpretation is that it is the ‘quality’ of the
more intense and complex spreading activation process that en-
hances the semantic classification process which in turn speeds up
RT.

It should also be stressed that there may be an alternative (and not
necessarily contradicting) interpretation of the behavioral data. This
interpretation is suggested by the finding of the applied cluster anal-
ysis which led to the possible extraction of two subgroups of subjects
(cf. Fig. 5C). Only those subjects with fast categorization-speed and a
slow spreading activation process exhibited a travel speed that is con-
sistent with the speed of alpha waves. Those subjects with slow
picture-categorization had a travel speed that was much too fast for
alpha. Thus, one might assume that only if traveling speed has been
within the range that is characteristic for alpha oscillations, semantic
categorization has operated under optimal conditions.

Our conclusion is that traveling evoked alpha waves reflect a
spreading activation process that is functionally related to an access
process to memory in a very similar way as the P1 may reflect early
access to memory (see Klimesch, 2011 for a review). If these task de-
mands are complex and difficult the spreading activation process is
slowed down, if they are less complex and less difficult it is sped up.
But what happens in a case when latency differences are not signifi-
cant as was found for the presentation of the cue (cf. Fig. 3A)? To pro-
vide a possible answer to this question, we again refer to the
hypothesis that the P1 is a manifestation of an inhibitory process
that has two main purposes, to inhibit activation in task irrelevant
networks and to control the SNR in task relevant networks. During
the presentation of a cue the storage network is task irrelevant and
the P1 reflects active inhibition to access the network. During the pre-
sentation of the picture the storage network is task relevant and the
P1 reflects an inhibitory process that increases the SNR of the spread-
ing activation process.

One of the most important general conclusions that can be drawn
from the obtained findings is that alpha oscillations generate – or at
least modulate – the early waveforms of the visual ERP. Single trial
phase analysis has clearly shown that peaks and troughs in the
alpha frequency range coincide with the N50, P1 and N1 (cf. Fig. 4).
Evenmore important is the fact that topographical latency differences
of the ERP components (i.e., the ERP-TC) can be explained by the re-
spective topographical phase delays in the alpha – but not theta or
beta – frequency range as suggested by the strong correlation be-
tween ERP-TC and alpha phase delay. The fact that the behavioral cor-
relates with traveling speed and categorization-speed remained
unchanged when phase delay instead of the ERP-TC was used empha-
sizes further that evoked alpha activity underlies the generation of
the ERP waveform.
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