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Abstract

We present an explicit formula for the averageL2α-norm over all the polynomials of degreen
with coefficients inT , whereT is a finite set of complex numbers andα is a positive integer.
 2003 Elsevier Inc. All rights reserved.

1. Introduction

There are many old research questions concerning sets of polynomials with s
coefficients. A number of these questions were suggested by Erdős and Szekeres; Hilber
Littlewood; and Prouhet, Tarry, and Escott (see[B3, pp. 5–7]). For example, Prouhet, Tar
and Escott asked for a polynomial with integer coefficients that is divisible by(z− 1)n and
has the smallest possible sum of the absolute values of the coefficients. Erdős and Szekere
asked for the minimum of‖∏n

j=1(1 − zaj )‖∞, where theaj are positive integers, fo
a givenn. The problem to find the maximum and the minimum norms of polynom
with restricted coefficients is an old and difficult problem. In theL4-norm this problem is
often called Golay’s “Merit Factor” problem. In the supremum norm this problem is d
Littlewood. These problems are at least fifty years old and still unsolved. In this pap
give a complete solution to the following problem (for particular cases, see [B3, p.
find the averageL2α-norm over polynomials of degreen with coefficients in a given finite
setT , whereα is a positive integer.

Let T = {x1, x2, . . . , xd} be any finite set of complex numbers. A polynomialp(z) =
anz

n + · · ·+ a1z + a0 is said to be aT -polynomialif ai ∈ T for all i, 0� i � n. We denote
by TT (n) the set of allT -polynomials of degreen. For example, ifT = {0,1,2} then the
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set ofT -polynomials of degree 1 is given byTT (1) = {z,2z, z + 1,2z + 1, z + 2,2z + 2}.
The cardinality of the setTT (n) is denoted byNT (n). Clearly, for alln � 0,

NT (n) =
{

(d − 1)dn 0 ∈ T andn � 1,

dn+1 otherwise.

A T -polynomialp(z) is said to be aLittlewood polynomialif T = {−1,1}, andp(z) is
apolynomial of heighth if T = {−h,−h+1, . . . , h−1, h}). For example,p(z) = z2−z+1
is a Littlewood polynomial of degree 2, andp(z) = z3−2z2−1 is a polynomial of height 2
and degree 3.

Let p(z) be anyT -polynomial of degreen. For any positive integerα, theLα-normon
the boundary of the unit disk is defined by

‖p‖α =
(

1

2π

2π∫
0

∣∣p(
eiθ

)∣∣α dθ

)1/α

.

Let f , g, h be any threeR-polynomials. The(f, g,h)-averageover T -polynomials of
degreen is defined by

ET (n;f,g,h) = 1

2πNT (n)

∑
p∈TT (n)

2π∫
0

h
(
eiθ

)
f

(
p
(
eiθ

))
g
(
p
(
e−iθ

))
dθ, (1)

for anyn � 1. We denote byeT (n; s, t,m) the(zs, zt , zm)-average overT -polynomials of
degreen, wherem ∈ Z ands, t, n � 0. We define theaverageLα-normoverT -polynomials
of degreen by

µα
T (n) = eT (n;α/2, α/2,0) = 1

NT (n)

∑
p∈TT (n)

‖p‖α
α

= 1

2πNT (n)

∑
p∈TT (n)

2π∫
0

∣∣p(
eiθ

)∣∣α dθ, (2)

for any positive integerα. In the caseα = 0, we defineµ0
T (n) = 1 for all n � 0. For

simplicity, we defineλα(n) = µα
{−1,1}(n) and ϕα

h (n) = µα
{−h,−h+1,...,h−1,h}(n), for all

n,α,h � 0.
We would like to find an explicit formula forµ2α

T (n), whereT is a finite set of
complex numbers andα is a positive integer (for particular cases, see [B3, p. 35]). W
the Littlewood polynomials and polynomials of heighth have attracted much attentio
(for example, see [B3,BC,NB]), the case of other setsT has not been treated. Th
Littlewood polynomials have been considered by several authors. In 1990, Newman a
Byrnes [NB] foundλ4(n) = 2n2 + 3n + 1 and in 2002, Borwein and Choi [BC] prove



700 T. Mansour / Advances in Applied Mathematics 32 (2004) 698–708

the
λ6(n) = 6n3 + 9n2 + 4n + 1 andλ8(n) = 24n4 + 30n3 + 4n2 + 5n + 4 − 3(−1)n. In the
case of polynomials of height 1, Borwein [B2] proved

ϕ2
1(n) = 2

3
(n + 1), ϕ4

1(n) = 2

9

(
4n2 + 7n + 3

)
, and

ϕ6
1(n) = 2

9

(
8n3 + 18n2 + 13n + 3

)
.

More generally, Borwein [B2] found for anyh � 0,

ϕ2
h(n) = h(h + 1)

3
(n + 1) and

ϕ4
h(n) = h(h + 1)

45

(
10h(h + 1)n2 + (

19h2 + 19h − 3
)
n + 3

(
3h2 + 3h − 1

))
.

In this paper we suggest a general approach to the study of the averageL2α-norm over
T -polynomials of degreen, for any positive integerα and any finite setT of complex
numbers, which allows one to get an explicit formula forµ2α

T (n). More precisely, we
find an explicit formula for the generating functioneT (x,u, v,w). Using this generating
function we get explicit formulas foreT (n; s, t,m) in general, andµ2α

T (n) = eT (n;α,α,0)

in particular, wherem ∈ Z, s, t, n � 0, α is a positive integer, andT is a finite set of
complex numbers.

The main result of this paper can be formulated as follows. We denote byeT (x,u, v,w)

the generating function for the sequence{eT (n; s, t,m)}n,s,t,m, that is,

eT (x,u, v,w) =
∑
m∈Z

∑
p,q,n�0

eT (n; s, t,m)xnusvtwm.

Theorem 1.1. Let T = {x1, x2, . . . , xd} be a finite set of complex numbers. Then
generating functioneT (x,u, v,w) is given by

∑
n�1

[
1

dn

d∑
j1,...,jn=1

xn−1/((
1− xj1u − xj2uw−1 − · · · − xjnuw−n+1)

× (
1− xj1v − xj2vw − · · · − xjnvwn−1))].

Moreover,eT (n; s, t,m) is given by

1

dn+1

d∑
j1,...,jn+1=1

∑
s,t�0

∑
k1+···+kn+1=s

�1+···+�n+1=t∑n+1
a=1(a−1)(�a−ka)=m

n+1∏
a=1

(
x

ta
ja

xja
ra

)( s

k1, . . . , kn+1

)(
t

�1, . . . , �n+1

)
.
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The paper is organized as follows. The proof of our main result, Theorem 1
presented in Section 2. In Section 3 we presenta general application for our results.
particular, we give explicit formulas up toα = 4 where

∑
t∈T t = 0. Finally, in Section 4

we suggest several directions to generalize the results of the previous sections.

2. Proofs

Let us start by introducing a quantity that plays a crucial role in the proo
Theorem 1.1.

Theorem 2.1. Let T = {x1, x2, . . . , xd} be a set of complex numbers,m be any integer
n � 1, ands, t � 0. Then

eT (n; s, t,m) = 1

d

d∑
j=1

s∑
k=0

t∑
�=0

xs−k
j xj

t−�

(
s

k

)(
t

�

)
eT (n − 1; k, �,m + k − �). (3)

Proof. Let z = eiθ and fs,t,m(p(z)) = zmps(z)pt (z), where p(z) is the conjugate
polynomial of the polynomialp(z) ∈ TT (n). If p(z) ∈ TT (n) then there exists a uniqu
polynomialq(z) ∈ TT (n−1) and a unique indexj , 1� j � d , such thatp(z) = zq(z)+xj .
So we have

∑
p(z)∈TT (n)

fs,t,m

(
p(z)

) = zm

d∑
j=1

∑
q(z)∈TT (n−1)

(
zq(z) + xj

)s(
z q(z) + xj

)t
.

Using(x + y)k = ∑k
j=0

(
k
j

)
xjyk−j andz = z−1 we get

∑
p(z)∈TT (n)

fs,t,m

(
p(z)

) =
∑

q(z)∈TT (n−1)

d∑
j=1

s∑
k=0

t∑
�=0

xs−k
j xj

t−�

(
s

k

)(
t

�

)
fk,�,m+k−�

(
q(z)

)
.

Therefore, using (1) we get the desired result.�
To present recurrence (3) in terms of generating functions we need the following le

Lemma 2.2. Let F(x, y) = ∑
s,t�0ds,tx

syt be a generating function for the sequen
{ds,t}s,t�0. Then

∑
s,t�0

xsyt

(
s∑

k=0

t∑
�=0

as−kbt−�dk,�

(
s

k

)(
t

�

))
= 1

(1− ax)(1− by)
F

(
x

1− ax
,

y

1− by

)
.
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the
Proof. By direct calculations we have

1

(1− ax)(1− by)
F

(
x

1− ax
,

y

1− by

)
=

∑
s,t�0

a−sb−tds,t
(ax)s(by)t

(1− ax)s+1(1− by)t+1 .

Usingxr/(1− x)r = ∑
n�0

(
n
r

)
xr we get

1

(1− ax)(1− by)
F

(
x

1− ax
,

y

1− by

)
=

∑
s,t�0

( ∑
k,��0

ak−sb�−tds,t

(
k

s

)(
�

t

)
xky�

)
;

equivalently,

1

(1− ax)(1− by)
F

(
x

1− ax
,

y

1− by

)
=

∑
s,t�0

xsyt

(
s∑

k=0

t∑
�=0

as−kbt−�dk,�

(
s

k

)(
t

�

))
,

as claimed. �
Now we are ready to prove our main result, namely Theorem 1.1.

Theorem 2.3. Let T = {x1, x2, . . . , xd} be a finite set of complex numbers. Then
generating functioneT (x, v,u,w) is given by

∑
n�1

[
1

dn

d∑
j1,...,jn=1

xn−1/((
1− xj1u − xj2uw−1 − · · · − xjnuw−n+1)

× (
1− xj1v − xj2vw − · · · − xjnvwn−1))].

Proof. If we multiply Eq. (3) byxnusvtwm, and sum over allm ∈ Z, s, t � 0, andn � 1,
using Lemma 2.2, then we arrive at

eT (x,u, v,w) −
∑
m∈Z

∑
s,t�0

e(0, s, t,m)usvtwm

= x

d

d∑
j=1

[
1

(1− xju)(1− xjv)
eT

(
x,

u

w(1− xju)
,

wv

1− xjv
,w

)]
.

On the other hand, by the definitions we have thateT (0, s, t,m) = (1/d)
∑d

j=1 δmxs
j xj

t

for anym ∈ Z ands, t � 0, whereδm = 1 if m = 0, otherwiseδm = 0. So

∑ ∑
eT (0, s, t,m)usvtwm = 1

d

d∑ 1

(1− xju)(1− xjv)
.

m∈Z s,t�0 j=1
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Therefore, by combining the above two equations we get that

eT (x,u, v,w) = 1

d

d∑
j=1

1

(1− xju)(1− xjv)

[
1+ xeT

(
x,

u

w(1 − xju)
,

wv

1− xjv
,w

)]
.

(4)

An infinite number of applications of this identity completes the proof.�
Remark 2.4. It follows from Theorem 2.3 that the generating functioneT (x,u, v,w) is
symmetric under the translation(u, v,w,T ) → (v,u,w−1, T ), whereT = {x1, . . . , xd},
that is,eT (x,u, v,w) = eT (x, v,u,w−1).

Theorem 2.3 can be presented as follows.

Corollary 2.5. Let T = {x1, x2, . . . , xd} be a finite set of complex numbers. Then
generating functioneT (x, v,u,w) is given by

∑
n�1

d∑
j1,...,jn=1

∑
s,t�0

∑
k1+···+kn=s
�1+···+�n=t

n∏
a=1

(
x

ta
ja

xja
ra

)( s

k1, . . . , kn

)(
t

�1, . . . , �n

)

× xn−1usvtw
(∑n

a=1(a−1)(ra−ta)
)

dn
.

Proof. Using Theorem 2.3 we get that the generating functioneT (x, v,u,w) is given by

∑
n�1

[
d∑

j1,j2,...,jn=1

∑
s,t�0

(
xj1 + xj2w

−1 + · · · + xjnw
−n+1)s

× (
xj1 + xj2w + · · · + xjnw

n−1)t xn−1usvt

dn

]
.

The rest is easy to check by using the identity

(a1 + · · · + an)
s =

∑
k1+···+kn=s

(
s

k1, . . . , kn

) n∏
j=1

a
kj

j . �

We denote byµα
T (x) the generating function for the sequence{µα

T (n)}n�0, that is,
µα

T (x) = ∑
n�0 µα

T (n)xn. Corollary 2.5 gives the generating functionµ2α
T (x) for any given

finite setT and positive integerα.
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ct
Example 2.6. Using Corollary 2.5 forα = 1 we get that

µ2
T (x) =

∑
n�1

d∑
j1,...,jn=1

(
n∑

k=1

∣∣xjk

∣∣2)xn−1

dn
=

∑
n�1

(
ndn−1

d∑
j=1

|xj |2
)

xn−1

dn
,

so it is easy to see that

µ2
T (x) = 1

d(1− x)

n∑
k=1

|xjk |2 + xµ2
T (x),

hence

µ2
T (x) =

∑
n�0

(
n + 1

d

d∑
j=1

|xj |2
)

xn.

In particular, we have thatλ2(n) = n + 1 andϕ2
1(n) = 2

3(n + 1).

Corollary 2.5 provides a finite algorithm for finding the averageµ2α
T (n) for givenn, T ,

andα. This algorithm has been implemented in MAPLE (see [M, Procedure genmu(

Remark 2.7. To apply Corollary 2.5 we have to considerdn possibilities forji and(
n+α−1

α

)2
possibilities forki and�i , namely we have to considerdn

(
n+α−1

α

)2
possibilities.

Thus, the approach in Corollary 2.5 would be very slow forn large.

3. Exact formulas

In this section we suggest an another approach for finding an explicit formul
µ2α

T (n). First of all, we denote byes,t
T (x,w) the(s+ t)-derivative of the generating functio

eT (x,u, v,w) with respect tou exactlys times and then with respect tov exactlyt times
atu = v = 0, that is,

e
s,t
T = e

s,t
T (x,w) = ∂s+t

∂us∂vt
eT (x,u, v,w)

∣∣∣∣
u=v=0

.

For anys, t � 0, we defineAs,t
T = ∑d

j=1 xs
j xj

t . Now let us consider Eq. (4). This equati
provides a finite algorithm, which we call theµ-algorithm, for finding eT (n; s, t,m) in
general, andµ2α

T (n) in particular, sinces! t ! eT (n; s, t,m) is the coefficient ofwmxn in
e
s,t
T (x,w), and µ2α

T (n) = eT (n;α,α,0). Therefore, theµ-algorithm with inputα and
outputµ2α

T (x) can be carried out as follows:

(1) Apply the derivative operator with respect tou exactlys times and then with respe
to v exactlyt times on Eq. (4) for alls, t , where 0� s, t � α.
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1).

, and
(2) Finde
s,t
T for all s, t , 0� s, t � α, by solving the system which is obtained from step (

(3) Findµ2α
T (x), which is the free coefficient ofw in e

α,α
T (x,w).

This algorithm has been implemented in MAPLE (see [M, Procedure findav()])
yields explicit results for givenα. Below we present several explicit calculations.

3.1. Formula forµ2
T (n)

Let us start by apply theµ-algorithm forα = 1. The first step of theµ-algorithm gives

e
0,0
T = 1+ xe

0,0
T , e

0,1
T = 1

d
A

0,1
T + x

d
A

0,1
T e

0,0
T + x

w
e

0,1
T ,

e
1,0
T = 1

d
A

1,0
T + x

d
A

1,0
T e

0,0
T + x

w
e

1,0
T ,

e
1,1
T = 1

d
A

1,1
T + x

d
A

1,1
T e

0,0
T + xw

d
A

1,0
T e

0,1
T + x

dw
A

0,1
T e

1,0
T + xe

1,1
T .

Equivalently (the second step of theµ-algorithm),

e
0,0
T = 1

1− x
, e

1,0
T = A

1,0
T

d(1− x)(1− xw−1)
, e

0,1
T = A

0,1
t

d(1− x)(1− xw)
,

e
1,1
T = 1

d(1− x)2A
1,1
T +

(
xw

d2(1− x)2(1− xw)
+ xw−1

d2(1− x)2(1− xw−1)

)
A

1,0
T A

0,1
T .

Therefore, the third step of theµ-algorithm givesµ2
T (x), which is the free coefficient ofw

in e
1,1
T (x,w). Hence, we get the following result.

Corollary 3.1. We have

µ2
T (x) = 1

d(1− x)2
A

1,1
T = 1

d(1− x)2

d∑
j=1

|xj |2.

3.2. Formula forµ4
T (n)

Again, using theµ-algorithm (see [M, Procedure findav()]) forα = 2 we get the
following result.

Corollary 3.2. We have

µ4
T (x) = 1

d(1− x)2A
2,2
T + 4x

d2(1− x)3

(
A

1,1
T

)2

+ 2x2(1+ x)2

3 2 3

[(
A

1,0
T

)2
A

0,1
T + (

A
0,1
T

)2
A

1,0
T

]

d (1− x )
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se when
+ 8x3

d4(1− x)4(1+ x)

(
A

1,0
T

)2(
A

0,1
T

)2
.

For example,

ϕ4(n) = h(h + 1)

45

(
10h(h + 1)n2 + (19h2 + 19h − 3)n + 3(3h2 + 3h − 1)

)

andλ4(n) = 2n2 + 3n + 1, for all n � 0.

3.3. Formula forµ2α
T (n) whereA

1,0
T = 0

Similarly to the previous subsection, our results can be extended to the case ofµ6
T (n).

Since the answers become very cumbersome, we present here only the simplest ca
A

1,0
T = ∑d

j=1 xj = 0. Thus, if we apply our approach for findingµ2α
T (n) whereA

1,0
T = 0

(soA
0,1
T = 0), then we get the following results.

Corollary 3.3. LetT = {x1, x2, . . . , xd} be such that
∑d

j=1 xj = 0. Then

(i) µ2
T (x) = 1

d(1− x)2A
1,1
T .

(ii) µ4
T (x) = 1

d(1− x)2A
2,2
T + 4x

d2(1− x)3

(
A

1,1
T

)2
.

(iii ) µ6
T (x) = 1

d(1− x)2A
3,3
T + 18x

d2(1− x)3A
1,1
T A

2,2
T + 36x2

d3(1− x)4

(
A

1,1
T

)3
.

(iv) µ8
T (x) = 1

d(1− x)2A
4,4
T + 32x

d2(1− x)3A
1,1
T A

3,3
T + 36x2

d2(1− x)4

(
A

2,2
T

)2

+ 432x2

d3(1− x)4A
2,2
T

(
A

1,1
T

)2

+ 72x4(3− 2x − 2x2 + 3x3 − x4)

d4(1− x)4(1+ x)

(
A

0,2
T

)2(
A

2,0
T

)2 + 576x3

d4(1− x)5

(
A

1,1
T

)4

+ 48x3

d3(1− x)2(1− x3)

(
A

0,3
T A

2,0
T A

2,1
T + A

3,0
T A

0,2
T A

1,2
T

)

+ 72x2

d3(1− x)2(1− x2)

((
A

1,2
T

)2
A

2,0
T + (

A
2,1
T

)2
A

0,2
T

)

+ 6x2

d3(1− x)2(1− x2)

((
A

2,0
T

)2
A

0,4
T + (

A
0,2
T

)2
A

4,0
T

)
.
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4. Further results

In this section we suggest several directions to generalize the results of the previo
sections. The first of these directions is to obtain an exact formula for the averageL2α-
norm overT -polynomials of degreen with weightzm for givenα, n, andm. Let us define

µα
T (n;m) = eT (n;α/2, α/2,m) = 1

2πNT (n)

∑
p∈Tn

2π∫
0

eimθ
∣∣p(

eiθ
)∣∣α dθ. (5)

Clearly,µα
T (n) = µα

T (n;0) for all n, andα > 0. Using Theorem 1.1 we get the followin
result.

Theorem 4.1. Let T = {x1, x2, . . . , xd} be any finite set of complex numbers. T
generating function

∑
n�0

∑
m∈Z

µ2α
T (n;m)xnwm is given by

∑
n�1

d∑
j1,...,jn=1

∑
k1+···+kn=α

�1+···+�n=α

n∏
a=1

(
x

ta
ja

xja
ra

)( α

k1, . . . , kn

)(
α

�1, . . . , �n

)

× xn−1w
(∑n

a=1(a−1)(ra−ta)
)

dn
.

By the definitions, it is clear thatα!2µ2α
T (n;m) is the coefficient ofxnwm in E

α,α
T (x,w)

(see Section 3). Therefore, in a way similar to that in Section 3 we obtain the followin
result.

Corollary 4.2. LetT = {x1, x2, . . . , xd} be any finite set of complex numbers. Then

µ2
T (n;m) =




n + 1− |m|
d2 A

0,1
T A

1,0
T m �= 0, −n � m � m,

n + 1

d
A

1,1
T m = 0,

0 otherwise.

The second of these directions is to considerthe general case to find an explicit formu
for eT (n, s, t,m) for any givens, t . For example, the following is true.

Corollary 4.3. LetT = {x1, x2, . . . , xd} be any finite set of complex numbers. Then for
n � 0 andm ∈ Z,

eT (n;1,2,m) =
{ 1

d
A

1,2
T 0 � m � n, and
0 otherwise,
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pt.

ics,

l,

ces

on

Heath,
eT (n;2,1,m) =
{ 1

d
A

2,1
T −n � m � 0,

0 otherwise.
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