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Abstract

Given any representation of an arbitrary Lie algebrag over a fieldK of characteristic 0, we
construct representations of a central extension ofg on bosonic and fermionic Fock space. The
method gives an explicit formula for a (sometimes trivial) 2-cocycle inH2(g;K). We illustrate
these techniques with several concrete examples.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction

Clifford and Weyl algebras have natural representations on exterior and symmetric
algebras, respectively. In the early 1980s, Frenkel, Kac, and Peterson ([7,12]) explicitly
constructed the orthogonal affine Lie algebrâsoN using the quadratic elements of a
Clifford algebraC. These elements were viewed as quadratic operators on a certain
highest weightC-module, called fermionic Fock space. Feingold and Frenkel [5] later
gave an analogous construction of the symplectic affine Lie algebrâsp2N from quadratic
elements of a Weyl algebraA acting on bosonic Fock space, a highest weightA-module.
The natural inclusion of̂glN into both ŝo2N and ŝp2N meant that the affine Lie algebra
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of type A(1)
N−1 admits a uniform construction of both fermionic and bosonic modules.

Notably, the bosonic construction (which has level−1) was the first known construction
of a nonstandard irreducible highest weight representation1 for an affine Lie algebra.
Seligman [18] later modified the Feingold–Frenkel construction to produce a large class
of irreducible integrable highest-weight modules for̂soN and ŝp2N . The fermionic
construction (for typesA andD) is isomorphic to the vertex operator construction (in
[8,14] for instance), giving a boson–fermion correspondence. A generalization of this
boson–fermion correspondence appears in [15].
In 2002, Gao [10] used techniques similar to those of Feingold and Frenkel [5]

to construct bosonic and fermionic representations of the extended affine Lie algebra
˜glN(Cq), whereCq is the quantum torus in two variables. This was accomplished by

defining an interesting module for̂glN(Cq), a central extension ofglN(Cq).

The Feingold–Frenkel construction for̂glN(C) and Gao’s construction for̂glN(Cq)

are special cases of a more general phenomenon addressed in this paper. Both con-
structions define a Weyl or Clifford algebraA from generators that we view as basis
elements of modules for the Lie algebras. These modules,CN ⊗C[t, t−1] and its dual
module (CN ⊗ C[t, t−1])∗, can be thought of as natural modules for the Lie alge-
brasglN(C[t, t−1]) and glN(Cq). Selecting some of these generators to be “positive”,
Feingold–Frenkel and Gao define an associative subalgebraA+ of A. Their Fock spaces
are trivialA+-modules induced to all ofA.
Our construction replacesglN(C[t, t−1]) andglN(Cq) with any Lie algebrag over a

field K of characteristic 0, and replacesCN ⊗C[t, t−1] with an arbitrary g-moduleW.
We use Weyl- (resp., Clifford-) type relations to generate a unital associative algebra
a. This algebra is constructed from a basis ofW ⊕W ′ whereW ′ is the g-submodule
of the dual spaceW ∗ generated by the restricted dual SpanK{w∗� | � ∈ I}, where
{w� | � ∈ I} is a basis forW. The generators fora are partitioned into “positive” and
“negative” elements, and the division is used to define a vacuum vector and an induced
module for a, called bosonic (resp., fermionic) Fock spaceV. Some care is needed
so thatV remains a well-defined module under the action of quadratic operatorsfx
defined for each elementx in g. We treat the operatorsfx as elements of a completion
of a. The fact that the completion is itself an associative algebra simplifies some of
the most difficult computations of Feingold–Frenkel and Gao.
The assignmentx �→ fx extends to a representation of a certain one-dimensional

central extensioñg of g. For Feingold–Frenkel,̃g is simply the affine Lie algebra

ĝlN(C) and for Gao,̃g is a homomorphic image of̂glN(Cq). The representation he

constructs for ̂glN(Cq) is the pullback of the Fock representation we construct forg̃.
When this representation is faithful, it gives an embedding ofg̃ into a Lie algebra

of “infinite matrices”, analogous to that found by Kac and Peterson [12] for̂glN(C).
It also affords a simple formula for the 2-cocycle defining the central extension, and
we use it to explicitly compute the 2-cocycle of the (universal) central extension of

1The level k of a representation of an affine Lie algebra is the constant by which the canonical
central element acts. Ifk is anything other than a nonnegative integer, the representation is said to be
nonstandard.
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the Lie algebra ofN × N matrices over the ring of differential operators of the form∑∞
n=0 fn(t)( ddt )

n (wherefn(t) ∈ C[t, t−1] is 0 for n� 0).

2. Bosonic and fermionic realizations

Assume� = 1 or −1. If � = −1 (resp.,+1), we call the resulting constructions
bosonic(resp.,fermionic). For elementsa, b of any associative algebraA, let {a, b}� =
ab+�ba. Note that{a, b}� = �{b, a}�, and [ab, c] = a{b, c}�−�{a, c}�b for a, b, c ∈
A, where[a, b] is the usual commutatorab − ba.
Let g be a Lie algebra over a fieldK of characteristic 0, and letW be an arbi-

trary g-module with K-basisB = {w� | � ∈ I}. The universal enveloping algebra
U(g) has a natural action on the dual moduleW ∗ = HomK(W,K) coming from
the g-action (x · �)(w) = −�(x · w) for all x ∈ g, � ∈ W ∗, w ∈ W . Let W ′ =∑

�∈I U(g) · w∗� where the linear functionalsw∗� : W → K are defined byw∗�(w�) =
��,� ∀ �,� ∈ I. If W is infinite-dimensional, it is possible thatW ′�SpanK{w∗� | � ∈ I},
so we fix aK-basisB′ = {w∗�, �� | � ∈ I, � ∈ I ′} for W ′.

Definition 2.1. The choice ofB, B′, and a subsetJ ⊆ I is called arealization of
(g,W) if card{� ∈ J | x ·w� /∈ SJ } <∞ for eachx ∈ g, whereSJ = SpanK{w� | � ∈
J }.

Realizations always exist—for example, any finite subsetJ ⊆ I will trivially satisfy
the “finiteness condition”, card{� ∈ J | x ·w� /∈ SJ } <∞. The purpose of a realization
is to define an associative algebraa, with “positive” and “negative” parts,a+ and a−,
for later use in constructing bosonic (resp., fermionic) Fock space.
Given a realization of a Lie algebrag and representationW, let a = a(g,W, I, I ′,�)

be the (unital) associative algebra generated by{w�, w
∗
�, �� | � ∈ I,� ∈ I ′}, modulo

the relations

(R1) {v,w}� = {�, �}� = 0,

(R2) {�, w}� = �(w)

for all v,w ∈ W , �, � ∈ W ′. Let a+ ⊆ a denote the (unital) subalgebra generated
by those elementsw� ∈ B, � ∈ B′ such that� ∈ J and �(w�) = 0 for all � ∈ J .
Likewise, leta− be the (unital) subalgebra generated by{w� ∈ B, � ∈ B′ | � ∈ I \J ,
and �(w�) �= 0 for some� ∈ J }. We will sometimes use therestricted algebraares,
defined as the (unital) subalgebra generated by{w�, w

∗
� | � ∈ I}. Analogously,a+res and

a−res are the (unital) subalgebras generated by{w� ∈ B, w∗� ∈ B′ | � ∈ J , � ∈ I \ J }
and {w� ∈ B, w∗� ∈ B′ | � ∈ I \J , � ∈ J }, respectively. Note that in many interesting

cases (see Examples6.1–6.7 below),I ′ = ∅, so ares= a and a±res= a±. 2

2An example whereI′ �= ∅ is where g = SpanK{
∑∞

n=0 fn(t)( ddt )n | fn(t) ∈ K[t]}, viewed as a Lie
algebra of infinite series of differential operators onW = K[t].
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We will use the multiindex notationw� = w�1w�2 · · ·w�r , w
∗
� = w∗�1w

∗
�2 · · ·w∗�r , and

�� = ��1��2 · · · ��s where� = (�1, . . . , �r ) and � = (�1, . . . ,�s). Fix a total ordering

� on both I and I ′. We say thatw���w
∗
� �= 0 is a standard monomialif �i � �j ,

�i � �j , and �i � �j wheneveri < j . By relations (R1) and (R2), the standard
monomials spana. The length �(�) of a multiindex� = (�1, . . . , �r ) is r, the number
of its entries. If� = ∅, we say that�(�) = 0, and we letw� = �� = w∗� = 1.
Let â be theK-vector space of linear combinations of (possibly infinitely many)

distinct standard monomialsw���w
∗
� of a. That is, the elements of̂a are those that

can be expressed as (possibly infinite) sums
∑

�,�,� c���w���w
∗
� wherec��� ∈ K, and

the sum runs over all finite multiindices�, � with entries inI and � with entries in
I ′ such thatw���w

∗
� is a standard monomial. Elements written in this way (as linear

combinations of distinct standard monomials) are said to be in astandard form. For
the remainder of the paper, we will restrict our attention to the subspaceâ0 consisting
of those elements

∑
�,�,� c���w���w

∗
� ∈ â with the following property:

(P1) For each�, there are only finitely many pairs(�,�) such thatc��� �= 0.

Lemma 2.2. Term-by-term multiplication giveŝa0 the structure of an associative
algebra.

Proof. It is enough to show that this multiplication is well-defined and the resulting
products are in̂a0. Associativity then follows immediately from the associativity ofa.
Fix a multiindex� = (�1, . . . , �t ) of elements fromI. Let

T =
∑
�,�,�

c���w���w
∗
�

and

T ′ =
∑

�′,�′,�′
d�′�′�′w�′��′w

∗
�′

be elements of̂a0 written in a standard form.
We consider the productsP = P����′�′�′ = c���w���w

∗
�d�′�′�′w�′��′w

∗
�′ which, when

written in a standard form, contain a nonzero multiple of a standard monomial of the
form w��	w

∗
� . Note thatw∗�′i ∈ {w

∗
�j
| 1≤ j ≤ t} for all w∗�′i occurring in the expression

for P. Thus, there are only finitely many possiblew∗�′ that may occur. For each such�′,
there are only finitely many�′ = (�′1, . . . , �′r ), �′ = (�′1, . . . ,�

′
s) for which d�′�′�′ �= 0,

sinceT ′ ∈ â0. For each of these (finitely many) possible triples(�′,�′, �′) occurring in
the expression forP, we see that everyw∗�i ∈ {w∗�′j , w

∗
�k
| 1≤ j ≤ r, 1≤ k ≤ t}. (Any

w∗�i /∈ {w∗�′j | 1 ≤ j ≤ r} would commute withw�′��′ and thus contribute aw∗�i term
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to the expressionw∗� , which is impossible unlessw∗�i ∈ {w∗�k | 1≤ k ≤ t}.) For each of

these finitely many possible�, there are only finitely many(�,�) such thatc��� �= 0,

so there are only finitely many(�,�, �, �′,�′, �′) such that a standard form expression
for P contains a term of the formkw��	w

∗
� , wherek is a nonzero scalar. That is, the

productT T ′ is well-defined and in̂a0. �
For eachx ∈ g and � ∈ I, write x · w� = ∑

�∈I
x�
�w� with x�

� ∈ K. Note thatx�
� = 0

for all but finitely many�. Define the normal ordering:∑ c��w�w
∗
� :=

∑
c�� : w�w

∗
� :

wherec�� ∈ K and

: w�w
∗
� :=

{−�w∗�w� if � = � ∈ J ,

w�w
∗
� otherwise.

(2.3)

Let

fx =
∑
�∈I

: (x.w�)w
∗
� : . (2.4)

Note thatfx = ∑
�,�∈I x�

� : w�w
∗
� : is a well-defined member of̂a0 for eachx ∈ g.

Thus, we may conduct the multiplications of the following two lemmas
within â0.

Lemma 2.5. For everyx ∈ g, � ∈ I, and � ∈ W ′,

(i) [fx,w�] =∑�∈I x
�
�w� = x ·w�,

(ii) [fx, �] = −∑�,�∈I x�
� �(w�)w

∗
� = x · �.

Proof. If � = � ∈ J , then : w�w
∗
� : = −�w∗�w� = w�w

∗
� + 1. Otherwise,: w�w

∗
� : =

w�w
∗
�. Therefore ad: w�w

∗
� : = ad w�w

∗
�, so

[fx,w�] =
∑

�,�∈I x
�
� [: w�w

∗
� :, w�]

=
∑

�,�∈I x
�
� [w�w

∗
�, w�]

=
∑

�,�∈I x
�
�w�{w∗�, w�}�

=
∑

�∈I x
�
�w� = x · w�.

Similarly,

[fx, �] = −�
∑

�,�∈I x
�
� {w�, �}�w∗�

= −
∑

�,�∈I x
�
� �(w�)w

∗
�
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and

(x · �)(w�) = −�(x ·w�)

= −
∑

�∈I x
�
� �(w�).

Thus,x · � = −∑�,�∈I x�
� �(w�)w

∗
� = [fx, �]. �

Lemma 2.6. [fx, fy] = f[x,y] + 
�
x,y for some


�
x,y ∈ â0 such that[
�

x,y, a] = 0.

Proof. By the Jacobi identity (on̂a0, viewed as a Lie algebra), ifu ∈ W or W ′, then
[[fx, fy], u] = [fx, [fy, u]]−[fy, [fx, u]] = x · (y · u)−y · (x · u) = [x, y] · u = [f[x,y], u].
Thus [fx, fy]−f[x,y] commutes with the generators ofa, and hence centralizesa. �

3. Fock space

Define an augmentation map� : a+ → K by the rule that

�(w���w
∗
� ) =

{
1 if � = � = � = ∅,
0 otherwise.

Let Kv0 be the one-dimensional lefta+-module given by

	v0 = �(	)v0 for 	 ∈ a+.

Inducing toa gives theFock spaceV = V (g,W,J , I, I ′,�) = a⊗a+ Kv0.
Analogously, we define the leftares-moduleVres= V (g,W,J , I,�) = ares⊗a+resKv0,

wherea+res acts onKv0 by restriction of thea+-action. We writeav0 to denotea⊗ v0
in either ofV or Vres. Which moduleav0 inhabits should be clear from context.
By the relations ofa, eachv ∈ V (resp.,Vres) can be written in the formav0

for somea ∈ a− (resp.,a−res). From the relations ofa, we have the following useful
formulas:

Lemma 3.1. Let �, � ∈ I. Then

(i) w�w� =
{
w�w� if � = −1,
−w�w� if � = 1;

(ii ) w�w
∗
� =

{
w∗�w� − ��,�1 if � = −1,
−w∗�w� + ��,�1 if � = 1;
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(iii ) w∗�w� =
{
w�w

∗
� + ��,�1 if � = −1,

−w�w
∗
� + ��,�1 if � = 1;

(iv) w∗�w∗� =
{
w∗�w∗� if � = −1,
−w∗�w∗� if � = 1. �

Iterating Lemma3.1 gives

Lemma 3.2. Suppose� ∈ I, and let

0 �= w�w
∗
	 = wm1

�1
wm2

�2
· · ·wmr

�r
w∗n1	1

w∗n2	2
· · ·w∗ns	s

∈ ares,

where eachmi, nj is a positive integer, 3 the �i are all pairwise distinct, and the	j
are all pairwise distinct.
Then

(i) w�w�w
∗
	 = (−�)�(�)+�(	)w�w

∗
	w�

−w�

s∑
j=1

(−�)�(�)+j+1nj��,	j w
∗n1
	1
· · ·w∗nj−1	j−1 w

∗nj−1
	j w

∗nj+1
	j+1 · · ·w∗ns	s

,

(ii ) w∗�w�w
∗
	 = (−�)�(�)+�(	)w�w

∗
	w

∗
�

+
r∑

i=1
(−�)imi��,�iw

m1
�1
· · ·wmi−1

�i−1 w
mi−1
�i

w
mi+1
�i+1 · · ·wmr

�r
w∗	. �

Thus if w�w
∗
	 ∈ a−, the action ofw� (resp.,w∗�)∈ a+ on w�w

∗
	v0 is, up to a factor

of ±1, �
�w∗�

(resp., �
�w�

):

Lemma 3.3. Let w�, w
∗
� ∈ a+, and supposew�w

∗
	 is as in Lemma3.2. Then

(i) w�w�w
∗
	v0

= −
s∑

j=1
(−�)�(�)+j+1nj��,	j w�w

∗n1
	1
· · ·w∗nj−1	j−1 w

∗nj−1
	j w

∗nj+1
	j+1 · · ·w∗ns	s

v0,

(ii ) w∗�w�w
∗
	v0 =

r∑
i=1

(−�)imi��,�iw
m1
�1
· · ·wmi−1

�i−1 w
mi−1
�i

w
mi+1
�i+1 · · ·wmr

�r
w∗	v0. �

3 Note that if � = 1, then eachmi and nj is equal to 1.
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Corollary 3.4. Suppose�(�) + �(�) ≥ �(�) + �(	), w�w
∗
� ∈ a∗, and w�w

∗
	 is as in

Lemma3.2. Then

w�w
∗
�w�w

∗
	v0 = k(�,	)��,	��,�m1!m2! · · ·mr !n1!n2! · · · ns !v0,

wherek(�,	) = ±1. �

Proposition 3.5. Vres is a simpleares-module withK-basis

B = {w�w
∗
�v0 | w�w

∗
� ∈ a− is a standard monomial}.

Proof. By the observations before Lemma3.1, the elements ofB span Vres. Let
v ∈ Vres. Write v =∑�,� c��w�w

∗
�v0 = 0 where eachw�w

∗
� is a standard monomial in

a−. Choose multiindices�′ and�′ so thatw�′w�′ ∈ a− and�(�′)+�(�′) = max{�(�)+
�(�) | c�� �= 0}. Then by Corollary 3.4,

w�′w
∗
�′v = kc�′�′v0 (3.6)

for some k ∈ K \ 0. If v �= 0, then c�′�′ can be taken to be nonzero. Hence every

nonzero submoduleV ′ containsv0. But sincev0 generatesVres, V ′ must beVres, so
Vres is simple.
If v = 0, then (3.6) reads 0= w�′w

∗
�′v = kc�′�′v0. Hencec�′�′ = 0, and by the

maximality of �(�′) + �(�′), we see that everyc�� is zero. Therefore the elements of
B are linearly independent and form aK-basis forVres. �

Proposition 3.7. Let v ∈ Vres. Thenv ∈ Kv0 if and only if

((1− �)(a+res))v = 0.

Proof. If v ∈ Kv0, then ((1− �)(a+res))v = 0, by the definition ofVres. Conversely,
assume that((1− �)(a+res))v = 0. Write v =∑�,� c��w�w

∗
�v0 = 0 where eachc�� ∈ K,

andw�w
∗
� is an element ofa−res in standard form. Choose multiindices�′,�′ such that

�(�′)+�(�′) = max{�(�)+�(�) | c�� �= 0} andc�′�′ �= 0. By Corollary3.4,w�′w
∗
�′v =

kc�′�′v0 for somek ∈ K \ 0. But w�′w∗�′ ∈ a−res, so by the definition ofa+res, w�′w
∗
�′ ∈

a+res. If �′ and �′ are not both equal to∅, then w�′w
∗
�′v = ((1− �)(w�′w

∗
�′))v = 0,

a contradiction. Hence�′ = �′ = ∅, so we are done by the maximality of�(�′)
+ �(�′). �
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Modules likeV play an important role in statistical mechanics, where they represent
the “space of states” for a given system. The cyclic vectorv0 is viewed as a vacuum,
and the element

wm1
�1 w

m2
�2 · · ·wmr

�r �n1�1
· · · �ns�sw

∗q1
�1 · · ·w∗qt�t v0

(with every mi, nj , qk a nonnegative integer, andw�i , ��j , w
∗
�k
∈ a−) corresponds

to a state withmi particles in statew�i , nj particles in state��j , and qk particles in
statew∗�k . When� = −1 (resp.,+1), V is calledbosonic(resp.,fermionic) Fock space,
since the “particles” inV satisfy Bose–Einstein (resp., Fermi–Dirac) occupancy
statistics.
Due to the normal ordering and the “finiteness condition” in our definition of a

realization, the elementsfx defined in Section2 have a well-defined left-multiplication
action onV. This follows easily from Lemma 2.5 and the fact that all but finitely many
monomials in anyfx act as 0 on the vacuum vectorv0. We can therefore interpret the
elementsfx as operators on the Fock spaceV.
Moreover, for any�,�, �, � ∈ I, the bracket[: w�w

∗
� : , : w�w

∗
� :] is an element

of SpanK{: w	w
∗
� : | 	, � ∈ I} ⊕ K1, so [fx, fy] may be written in the form∑

	,�∈I c	� : w	w
∗
� : for somec	� ∈ K. Sincefx and fy are given by a realization

(g,W,J , I, I ′), the “finiteness condition” ensures that there are only finitely many
(	, �) ∈ (I \ J )× J such thatc	� �= 0. Thus [fx, fy]v0 ∈ Vres. Now by Lemma 2.6,

�
x,yv0 ∈ Vres. But since
�

x,y commutes with the elements ofa, we see that

((1− �)(a+res))

�
x,yv0 = 
�

x,y((1− �)(a+res))v0 = 0.

Hence by Proposition3.7,
�
x,yv0 ∈ Kv0. Writing 
�

x,yv0 = c
�
x,yv0 with c

�
x,y ∈ K gives

Corollary 3.8. SpanK{fx | x ∈ g} ⊕ Ke is a Lie algebra with bracket defined by
[fx, fy] = f[x,y] + c

�
x,ye and [e, fx] = 0 for all x, y ∈ g.

4. Central extensions

A central extensionof g is a Lie algebrãg and an epimorphism
 : g̃ → g with
ker
 contained in the centerZ(̃g) of g̃. Given two central extensions(̂g,�) and (̃g,
)
of g, amorphism(from (̂g,�) to (̃g,
)) in the category of central extensions is a Lie
algebra homomorphism	 : ĝ→ g̃ such that
	 = �. We say that(̂g,�) and (̃g,
) are
isomorphic if the morphism	 is a bijection. The central extension(̂g,�) is universal
if there is a unique morphism from it to every other central extension ofg.
Isomorphism classes of one-dimensional central extensions are in bijective correspon-

dence with cohomology classes inH 2(g;K). In particular, each class[c] ∈ H 2(g;K)

determines a central extensioñg = g ⊕ Kc with the bracket[·, ·]̃ in g̃ given by
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[x, y ]̃ = [x, y] + c(x, y)c for x, y ∈ g, where c is central andc is a representative
of the class[c]. Conversely, ifc : g × g → K is K-bilinear and g̃ = g ⊕ Kc is
a Lie algebra under the bracket[·, ·]̃ defined above, thenc is a representative of a
cohomology class[c] in H 2(g;K). Direct computation from the chain complex defining
H 2(g;K) shows that[c] ∈ H 2(g;K) if and only if c satisfies the2-cocycle identities

(i) c(x, y) = −c(y, x) and
(ii) c(x, [y, z])+ c(y, [z, x])+ c(z, [x, y]) = 0.

Theorem 4.1. For everyx, y ∈ g, let c(x, y) = �c�x,y . Then [c] ∈ H 2(g;K).

Proof. Sincex �→ fx is a linear map, the spaceS = SpanK{fx | x ∈ g} is a Lie algebra
under the bracket[fx, fy]S = f[x,y]. Then by Corollary3.8, the map(fx, fy) �→ c

�
x,y

is a 2-cocycle forS. Finally, [c] ∈ H 2(g;K) sincex �→ fx is a homomorphism from
g to S, and c(x, y) is a constant multiple ofc�x,y . �

Corollary 4.2. Let g̃ = g⊕Kc with [x, y ]̃ = [x, y]+ c(x, y)c wherec is central, and
let � : g̃�g be the canonical projection. Then(̃g,�) is a central extension ofg. �

Theorem 4.3. The actionc.v = �v, x.v = fxv for x ∈ g, v ∈ V gives a representation
of g̃ on V.

Proof. The mapx �→ fx , c �→ �1 extends to a linear transformation oñg, so it
suffices to check that

[x, y ]̃ · v = ([x, y] + c(x, y)c) · v
= f[x,y]v + �c(x, y)v

= ([fx, fy] − 
�
x,y)v + �c(x, y)v

= [fx, fy]v
= fxfyv − fyfxv

= x · (y · v)− y · (x · v). �

The relation c�x,yv0 = [fx, fy]v0 − f[x,y]v0 (Lemma 2.6 and the discussion after
Proposition 3.7) gives a way to calculatec(x, y) explicitly. In the notation of Section 2,
x · w� =∑�∈I x�

�w� for every x ∈ g and � ∈ I, and

Theorem 4.4. c(x, y) = ∑
�∈J ,�∈I\J

x
�
�y

�
� −

∑
�∈I\J ,�∈J

x
�
�y

�
� .
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Proof. Let � : Vres→ K be the linear map defined by

�(w�w
∗
�v0) =

{
1 if � = � = ∅,
0 otherwise.

for w�w
∗
� ∈ a−. Since c

�
x,y is a scalar, c

�
x,yv0=[fx, fy]v0 − f[x,y]v0

= �([fx, fy]v0)v0 − �(f[x,y]v0)v0. For anyz ∈ g, we have

�(fzv0) = �

∑
�,�∈I

z�� : w�w
∗
� : v0


= �

(∑
�∈I

z�� : w�w
∗
� : v0

)
= 0,

by normal ordering sincew� ∈ a+ or w∗� ∈ a+. Thus

c
�
x,y = �([fx, fy]v0)

= �

∑
�,�∈I

y�
� [fx, : w�w

∗
� :]v0


= �

∑
�,�∈I

y�
� ([fx,w�]w∗� + w�[fx,w∗�])v0


= �

∑
�,�∈I

x
�
�y

�
� (w�w

∗
� − w�w

∗
� )v0

 .

Let � : I → {0,1} with

�(�) =
{
1 if � ∈ J ,

0 otherwise.

Note thatw� ∈ a+ or w∗� ∈ a+ (and likewise forw� andw∗� ). Therefore

w�w
∗
�v0 =

{
0 if w∗� ∈ a+,
−�w∗�w�v0 + �v0 = �v0 if w∗� /∈ a+.
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Hence(w�w
∗
� − w�w

∗
� )v0 = �(�(�)− �(�))v0, so

c(x, y) = �c�x,y = ��

∑
�,�∈I

x
�
�y

�
� �(�(�)− �(�))v0


=

∑
�,�∈I

x
�
�y

�
� (�(�)− �(�))

=
∑

�∈J ,�∈I\J
x

�
�y

�
� −

∑
�∈I\J ,�∈J

x
�
�y

�
�

and both of these sums are finite by the finiteness condition on realizations.�

5. Embeddings into Lie algebras of infinite matrices

Date et al. [3] and Kac and Peterson [12] have introduced the Lie algebraA∞
consisting of infinite matrices(aij )i,j∈Z with aij ∈ K and only a finite number of
nonzero diagonals. The Lie algebraA∞ has a central extensionA∞ = A∞ ⊕ Kc
given by the 2-cocycle�(Eij , Eji) = −�(Eji, Eij ) = 1 for i ≤ 0, j > 0, and
�(Eij , Emn) = 0 otherwise (cf. [13]).
By analogy, for any realization(g,W,J , I, I ′,�), we may view the space

A :=
 ∑

�,�∈I
c�� : w�w

∗
� :∈ â0 | c�� ∈ K


as a Lie algebra of(card I) × (card I) “matrices”

∑
�,�∈I

c��E��, whereE�� is the

matrix with 1 in the(�,�) position and 0 elsewhere. The Lie bracket inA is obtained
by linearly extending the ordinary “matrix Lie bracket”[E��, E��] = ��,�E��−��,�E��

to A. Although the matrices inA may be of arbitrary dimension and need not have
only finitely many nonzero “diagonals,” this bracket is well-defined, since it is simply
the result of restricting the Lie bracket on̂a0 to A ⊕ K1 ⊂ â0 and then projecting
ontoA.
It is clear that the spaceA = A ⊕K1, under the restriction of the Lie bracket of

â0, is a central extension ofA, and the resulting 2-cocycle is simply the “constant
term” that occurs in a given bracket—i.e.,c(E��, E��) = �([: w�w

∗
� :, : w�w

∗
� :]) =

��,���,�(�(�) − �(�)), in the notation of Sections3 and 4. The restriction ofc to the

Lie algebra of Corollary 4.2 is the 2-cocycle of Section 4. Ifg = A∞,W is the natural
representation on (doubly infinite) column vectors (with canonical basis indexed by
I = Z), I ′ = ∅, andJ is the nonpositive integers, then we get the 2-cocycle� and
the Lie algebraA∞ of [3] and [12].
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In particular, if V is faithful, the identification of the operator: w�w
∗
� : with the

matrix E�� and c with �1 gives an embedding of̃g = g⊕Kc into A. The following
proposition gives an easy criterion for faithfulness.

Proposition 5.1. The g̃-moduleV = V (g,W,J , I, I ′,�) is faithful if and only if W
is a faithful g-module.

Proof. SupposeW is not faithful. Then there is a nonzerox ∈ g such thatx · w = 0
for all w ∈ W . Thusfx = ∑

�∈I
: (x · w�)w

∗
� := 0, so for everyv ∈ V , x · v = fxv = 0.

HenceV is not faithful.
Conversely, supposeW is faithful andkc+ x acts as zero onV for somek ∈ K and

x ∈ g. Then for everya ∈ a,

0= (kc+ x) · (av0) = (k�+ fx)av0

= [k�+ fx, a]v0 + a(k�+ fx)v0

= [fx, a]v0 + a(kc+ x) · v0
= [fx, a]v0.

Therefore by Lemma2.5, (x · w�)v0 = 0 = (x · w∗�)v0 for all � ∈ I. By Proposition
3.5, it now follows thatxw� = ∑

�∈J
x�
�w�. Then for any�,� ∈ I,

0= (kc+ x) · (w�w
∗
�v0) = [fx,w�w

∗
�]v0

= [fx,w�]w∗�v0 + w�[fx,w∗�]v0
= (x · w�)w

∗
�v0 + w�(x · w∗�)v0

= (x · w�)w
∗
�v0

=
∑
�∈J

x�
�w�w

∗
�v0

= −�
∑
�∈J

x�
�w

∗
�w�v0 +

∑
�∈J

x�
� {w�, w

∗
�}�v0

= �x�
��(�)v0,

in the notation of the proof of Theorem 4.4. Hencex�
� = 0 for all � ∈ I and � ∈ J .

But x · w� =∑
�∈J x�

�w�, so this givesx · w� = 0 for all � ∈ I. SinceW is faithful,
x = 0, so kc = kc+ x acts as zero onV. Hencek = 0, andV is faithful. �
We can use the “identity matrix”J := ∑

�∈I
: w�w

∗
� : to decomposeV into submodules:
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Proposition 5.2. The g̃-module V has aZ-grading V = ⊕
r∈Z Vr , where Vr is the

J-eigenspace with eigenvalue r. EachVr is a g̃-submodule of V. Explicitly,
Vr = SpanK{w���w

∗
�v0 | �(�)− �(�)− �(�) = r}.

Proof. For any

� ∈ W ′,

[J, �] =
∑
�∈I
[: w�w

∗
� :, �] = −�

∑
�∈I
{w�, �}�w∗� = −

∑
�∈I

�(w�)w
∗
�

and for any

� ∈ I,
−
∑
�∈I

�(w�)w
∗
� (w�) = −�(w�),

so [J, �] = −�.

Likewise, forw ∈ W , [J,w] = w, andJv0 = 0. Thus

Jw���w
∗
�v0 = [J,w���w

∗
� ]v0 + w���w

∗
�Jv0

= [J,w���w
∗
� ]v0

= (�(�)− �(�)− �(�))w���w
∗
�v0.

To see thatVr is a g̃-submodule, it is enough to observe thatJ commutes withfx
and c for all x ∈ g. But this is trivial, since[J, : w�w

∗
� :] = [J,w�]w∗� + w�[J,w∗�] =

w�w
∗
� − w�w

∗
� = 0 for all �,� ∈ I. �

As we will see in Example6.1, the modulesVr need not be irreducible, even ifW
is irreducible.

6. Examples

In this section, we show that our notion of bosonic and fermionic realizations includes
representations on symmetric and skew-symmetric tensors, as well as generalizes the
Fock space constructions given by Feingold and Frenkel [5] for typesA� andA

(1)
� and

by Gao [10] for ̂glN(Cq), whereCq is the quantum torus in two variables. Also, The-
orem 4.4 may be used to compute interesting central extensions. We illustrate this with
the Virasoro Lie algebra and a central extension ofglN(A), whereA is the ring of dif-
ferential operators on the punctured planeC×. We anticipate that the techniques of this
paper may be used to produce nontrivial representations of toroidal and other interesting
Lie algebras, and we plan to investigate these and further applications in a later work.
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Example 6.1 (Symmetric and skew-symmetric tensors). Let fg be any Lie algebra with
a moduleW. Consider a realization(g,W,J , I, I ′) with J = ∅. Thena− is generated
by {w� | � ∈ I} and fxv0 = 0 for every x ∈ g. The defining relations ofa make it
clear thatV is the moduleS(W) of symmetric tensors in the tensor algebraT (W) if
� = −1, and the module of skew-symmetric tensors

⊕
r≥1

∧r
W if � = 1. The central

extensioñg = g⊕Kc is obviously split, since the 2-cocyclec is trivial. Moreover, the
submodules

Vr�
{
Sr(W), the rth symmetric power ofW if � = −1∧r

W if � = 1

are seldom irreducible, even ifW is irreducible.

For instance, takeg = sl2(C), W = Sm(C2), J = ∅, and � = −1, whereC2 is
the natural module andm > 1. ThenW is irreducible, but the Clebsch–Gordan rule
(see [9], for instance) givesV2 = S2(Sm(C2))�

⊕
0≤n≤m

2
S2m−4n(C2), so V2 is not

irreducible. Similar arguments can be made if� = 1.

Example 6.2 (Oscillator and spinor representations forglN(K)). The natural represen-
tation W = KN of the Lie algebrag = glN(K), with I = {1,2, . . . , N} and J =
∅ gives the usual oscillator and spinor representations (as described in[5], for ex-
ample) for � = −1 and � = 1, respectively. These are representations that come
from the natural isomorphismglN(K)�W ⊗W ∗, and can be thought of as the model
for all bosonic and fermionic representations described in this paper (as discussed in
Section 5).

Example 6.3 (Matrices over associative algebras). LetA be an associative algebra over
the fieldK, and letM be anA-module. The Lie algebraglN(A) of N×N matrices over
A has a natural “left-multiplication” action on the spaceMN of N × 1 column vectors
with entries inM. Specifically, letx(a) = (xij a)1≤i,j≤N where x = (xij )1≤i,j≤N ∈
glN(K) and a ∈ A, and let

v(m) =


v1m

v2m
...

vNm

 , wherev =


v1
v2
...

vN

 ∈ KN andm ∈ M.

Thenx(a) · v(m) = xv(a ·m). Realizations of(glN(A),M
N) give representations for

a variety of interesting Lie algebras, including Examples6.4, 6.5, and 6.7 below.

Example 6.4 (Affine Lie algebraA(1)
N−1). In the notation of Example6.3, let A =

K[t, t−1], and letM = K[t, t−1] be the (left) regularA-module. ThenW = MN

is a module forg = glN(A). Let I = {1,2, . . . , N} × Z with w(i,n) = ei(n) and
J = {1,2, . . . , N} × N, where ei(n) = ei(t

n) and N denotes the nonnegative inte-
gers. ThenI ′ = ∅, and the realization(g,W,J , I, I ′) is (with the exception of a
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small change to the normal order)4 the Fock space construction given by Feingold
and Frenkel for the affine Lie algebrãg = g⊕Kc in [5]. If J = {1,2, . . . , N} × Z+
whereZ+ is the positive integers, then we recover the representation given by Gao
[10, Prop 2.25] for his “vertical Lie algebra”Lv�g̃.

Example 6.5 ( ̂glN(Cq)). Let Cq = C[x±, y±]n.c./(yx − qxy) be the quantum torus in
two variables.5 The associative algebraCq admits a representation onM = C[t, t−1]
by x · t� = t�+1 and y · t� = q�t�. Takingw(i,n), I, I ′, andW as in Example 6.4, we
let J = {1,2, . . . , N} ×Z+. This realization gives Gao’s representationEij (q

mpn) �→
fij (m, n) = ∑

s∈Z qns : ei(s + m)ej (s)
∗ :. In order to have the desired commutation

relations between the operatorsfij (m, n), Gao adjusts his basis of the central extension
spanned byfij (m, n) and 1 by replacing thefij (m, n) with Fij (m, n) = fij (m, n) +
k(i, j,m, n)1 for some constantsk(i, j,m, n) ∈ C. Note that such a change of basis
is included in the boundary map� : C1 → C2 of the Chevalley–Eilenberg complex
for H ∗(glN(Cq);C), so does not alter the 2-cocycle or the central extension described
above.6

Example 6.6 (Virasoro Lie algebra). Let g be the Witt algebra SpanK{Lm | m ∈ Z}
with commutation relations[Lm,Ln] = (m − n)Lm+n for all m, n ∈ Z. The Witt
algebra has a natural (and faithful) representation as the derivationsLm = −tm+1 d

dt

on the space of Laurent polynomials,W = K[t, t−1]. Taking I = Z, I ′ = ∅, and
J = Z+, we obtain the 2-cocycle

c(Lm,Ln) =
∑

i≥0,j<0
(Lm)

j
i (Ln)

i
j −

∑
i<0,j≥0

(Lm)
j
i (Ln)

i
j .

Clearly Lm · tj = −j tm+j , so (Lm)
j
i = −j�i,m+j and

c(Lm,Ln) =
∑

i≥0,j<0
ij�i,m+j�j,n+i −

∑
i<0,j≥0

ij�i,m+j�j,n+i

=
m−1∑
i=0

�m,−ni(i −m)−
−1∑
i=m

�m,−ni(i −m) = �m,−n
(
m−m3

6

)
.

4 The normal ordering used by Feingold and Frenkel is

: ei (m)ej (n)∗ := 1

2
ei (m)ej (n)

∗ − �
2
ej (n)

∗ei (m) =
{ −ej (n)∗ei (m)− �

2 if i = j and m = n

ei (m)ej (n)
∗ otherwise.

Their change in normal order amounts only to replacingEii (0) with Eii (0)− 1
2c in our representation.

They (and Gao[10]) use the notationa∗
j
(−n) to denote what we callej (n)

∗.
5 Here q ∈ C×, andC[x±, y±]n.c. is the space of Laurent polynomials in two noncommuting variables

x and y.
6 Gao’s central elementsc(n) all act as our central elementc and his cy acts as 0.
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Adjusting our 2-cocyclec by a constant factor of−1
2 gives the usual normalization of

the central extensioñg = g ⊕ Kc, called theVirasoro Lie algebra. It is well known
that this central extension is universal (cf.[1], [13], or [17], for instance).

Example 6.7 (ĝlN(W1+∞)). Let K[p, q±1]n.c. be the (unital) associative algebra of
noncommuting polynomials in two variablesp and q, localized on the multiplicative
set {qm|m ∈ N}. Let A = K[p, q±1]n.c./([p, q] − 1). The algebraA is the first Weyl
algebraA1 localized on the multiplicative set{qm | m ∈ N}, and thus has a natural
representation onK[t, t−1] given byp · t� = �t�−1, q · t� = t�+1, andq−1 · t� = t�−1.
If K is algebraically closed,A is also the ring of differential operators on the “circle”
{(x, y) ∈ K2 | x2 + y2 = 1} or the schemeK \ {0} (cf. [2,11]).7 Viewed as a Lie
algebra in the usual way, the algebraA arises as a limit of objects calledWn-algebras
(see [19], for instance), and is usually denotedW1+∞.

In the notation of Example 6.3,W = (K[t, t−1])N is a representation for the Lie
algebrag = glN(A), and we obtain a realization by takingw(i,n) = ei(t

n) ∈ W ,
I = {1,2, . . . , N} × Z, I ′ = ∅, and J = {1,2, . . . , N} × N. Let x(k, �) = x(qkp�)

wherex ∈ glN(K), k ∈ Z, and � ∈ N. Since the module action isEij (k, �) ·w(m,n) =
�j,m(n)�w(i,n+k−�) where (n)� = n(n − 1) · · · (n − (� − 1)), we haveEij (k, �)

(m,n)
(r,s) =

�i,r�j,m�n+k−�,s(n)�. Thus the Fock space representation is

Eij (k, �) �→
∑
n∈Z

(n)� : w(i,n+k−�)w∗(j,n) :,

and by Theorem4.4, the resulting 2-cocycle is

c(Eij (k, �), Emn(r, s))

=
∑

(a,b)∈J ,(u,v)∈I\J
Eij (k, �)

(u,v)
(a,b)Emn(r, s)

(a,b)
(u,v)

−
∑

(a,b)∈I\J ,(u,v)∈J
Eij (k, �)

(u,v)
(a,b)Emn(r, s)

(a,b)
(u,v)

= �i,n�j,m

 ∑
b≥0,v<0

�v+k−�,b�b+r−s,v(v)�(b)s −
∑

b<0,v≥0
�v+k−�,b�b+r−s,v(v)�(b)s


= �k+r,�+s�j,m�i,n

(
s−r−1∑
b=0

(b + r − s)�(b)s −
−1∑

b=s−r
(b + r − s)�(b)s

)

with the convention that empty sums are 0.

7Which is the punctured plane in the caseK = C.
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By the lemma and identities in the appendix, ifs ≥ r, then

s−r−1∑
b=0

(b + r − s)�(b)s = (−1)��!s!
(
s − r + �

−r − 1

)

= (−1)��!s!
(
s − r + �

s + �+ 1

)
= (−1)s+1�!s!

(
r

s + �+ 1

)
.

Likewise, if s < r, then r > 0, so

−1∑
b=s−r

(b + r − s)�(b)s = (−1)s�!s!
(

r

r − s − �− 1

)

= (−1)s�!s!
(

r

s + �+ 1

)
.

Hencec(Eij (k, �), Emn(r, s))

= �k+r,�+s�j,m�i,n(−1)s+1�!s!
(

r
s+�+1

)
= tr(EijEmn)�k+r,�+s(−1)s+1�!s!

(
r

s+�+1
)
,

so by the linearity of the trace,

c(x(k, �), y(r, s)) = tr(xy)�k+r,�+s(−1)s+1�!s!
(

r

�+ s + 1

)

for any x, y ∈ glN(K).
The 2-cocyclec was first computed by Kac and Peterson[12], and the corresponding

central extensionĝlN(A) is universal ([4,15,16]). With a slight abuse of notation, we
denote the central extension aŝglN(W1+∞). By the 2-cocycle formula obtained above,
ĝlN(W1+∞) contains full copies of the affine and Virasoro Lie algebras

ĝlN(K)�SpanK{x(k,0) | x ∈ glN(K), k ∈ Z} ⊕Kc,

Vir�SpanK{I (k,1) | k ∈ Z} ⊕Kc,

whereI ∈ glN(K) is the identity matrix.
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Appendix. A combinatorial lemma

In the statements below, we assume that all variables represent integers, and we
follow the standard conventions that empty sums are 0, empty products are 1, and(
a
b

) = (a)b
b! where

(a)b =
{
a(a − 1) · · · (a − (b − 1)) if b ≥ 0,
0 b < 0.

We will use the following well-known identities without explicit mention:

(I1)
(a
b

)
= (−1)b

(
b − a − 1

b

)
,

(I2)
c∑

n=0

(a
n

)( b

c − n

)
=
(
a + b

c

)
,

(I3)

(
d

b

)
=
(

d

d − b

)
for any a, b, c ∈ Z and d ∈ N (See[6], for instance.)

Lemma A.1. Let m, �, s ≥ 0. Then

(i)
m−1∑
b=0

(b −m)�(b)s = (−1)��!s!
(

m+ �

m− s − 1

)
,

(ii )
−1∑

b=−m
(b +m)�(b)s = (−1)s�!s!

(
m+ s

m− �− 1

)
.

Proof. Note that (ii) will follow from (i) by interchanging� and s and making the
change of variablesb �→ b +m in (i). Thus, we may restrict our attention to the first
identity:

m−1∑
b=0

(b −m)�(b)s =
m−1∑
b=0

(−1)�(m− b + �− 1)�(b)s
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=
m−1∑
b=s

(−1)��!s!
(
m− b + �− 1

�

)(
b

s

)

= (−1)��!s!
m−1∑
b=s

(
m− b + �− 1

m− b − 1

)(
b

b − s

)

= (−1)�+m−s−1�!s!
m−1∑
b=s

( −�− 1

m− b − 1

)(−s − 1

b − s

)
.

Changing the index of summation fromb to b − s now gives

m−1∑
b=0

(b −m)�(b)s = (−1)�+m−s−1�!s!
m−1−s∑
b=0

( −�− 1

m− b − s − 1

)(−s − 1

b

)

= (−1)�+m−s−1�!s!
(−�− s − 2

m− s − 1

)
= (−1)��!s!

(
m+ �

m− s − 1

)
. �
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