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Abstract

We obtain optimal trigonometric polynomials of a given degree N that majorize, minorize and
approximate in L1(R/Z) the Bernoulli periodic functions. These are the periodic analogues of two works
of Littmann [F. Littmann, Entire majorants via Euler–Maclaurin summation, Trans. Amer. Math. Soc. 358
(7) (2006) 2821–2836; F. Littmann, Entire approximations to the truncated powers, Constr. Approx. 22 (2)
(2005) 273–295] that generalize a paper of Vaaler [J.D. Vaaler, Some extremal functions in Fourier analysis,
Bull. Amer. Math. Soc. 12 (1985) 183–215]. As applications we provide the corresponding Erdös–Turán-
type inequalities, approximations to other periodic functions and bounds for certain Hermitian forms.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction

An entire function F(z) is said to be of exponential type 2πδ if, for any ε > 0,

|F(z)| ≤ Aεe|z|(2πδ+ε)

for all complex z and some constant Aε depending on ε. We denote by E(2πδ) the set of all
functions of exponential type 2πδ which are real on R. Given a function f : R → R, the
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extremal problem is the search for a function F ∈ E(2πδ) such that

(a) F(x) ≥ f (x) for all x ∈ R,

(b)
∫
R
(F(x)− f (x))dx = min

G∈E(2πδ)
G≥ f

∫
R
(G(x)− f (x))dx . (1.1)

A function F ∈ E(2πδ) satisfying (1.1) is called an extremal majorant of exponential type 2πδ
of f . Extremal minorants are defined analogously.

In the special case f (x) = sgn(x), an explicit solution to the problem (1.1) was found in
the 1930s by A. Beurling, but his results were not published at the time of their discovery.
Later, Beurling’s solution was rediscovered by A. Selberg, who realized its importance in
connection with the large sieve inequality in analytic number theory (see [13]). An account of
these functions, their history and many other applications can be found in the survey [14] by J.
Vaaler.

In the paper [14], Vaaler addresses the periodic analogue of the extremal problem (1.1): given
a periodic functionψ : R/Z→ R and a nonnegative integer N , one wants to find a trigonometric
polynomial x 7→ P(x; N ) of degree at most N such that

(a) P(x; N ) ≥ ψ(x) for all x ∈ R/Z,

(b)
∫
R/Z

(P(x; N )− ψ(x)) dx is minimal.
(1.2)

In this case P(x; N ) will be an extremal majorant. Extremal minorants are defined analogously.
One can also consider the problem of best approximating ψ(x) in the L1(R/Z)-norm, i.e. we
seek P(x; N ) such that the integral∫

R/Z
|P(x; N )− ψ(x)| dx (1.3)

is minimal. The periodic version of the function sgn(x) appearing in [14] is the sawtooth function
Ψ : R/Z→ R defined by

Ψ(x) =
{

x − [x] − 1/2 if x 6∈ Z
0 if x ∈ Z (1.4)

where [x] is the integer part of x . Vaaler then solves problems (1.2) and (1.3) for this function
Ψ(x), obtaining applications to the theory of uniform distribution (we return to this subject in
Section 4).

Recently, F. Littmann extended the ideas of Beurling and Selberg to solve the extremal
problem (1.1) for the functions f (x) = sgn(x)xn , n ∈ N0 = N ∪ {0}. He found not only
the unique extremal majorants and minorants (see [9]), but also the best entire approximation in
the L1(R)-norm (see [10]) to these functions. The purpose of this paper is to transfer these two
works of Littmann to periodic versions, namely to solve the extremal problems (1.2) and (1.3)
for the Bernoulli periodic functions Bn(x), thus generalizing the periodic machinery developed
by Vaaler in [14]. We briefly outline our results below.

The Bernoulli polynomials Bn(x) can be defined by the power series expansion

text

et − 1
=

∞∑
n=0

Bn(x)

n!
tn (1.5)
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where |t | < 2π , and the Bernoulli periodic functions Bn(x) by

Bn(x) = Bn(x − [x]). (1.6)

For n ≥ 1, the Bernoulli periodic functions have the Fourier expansion

Bn(x) = −
n!

(2π i)n

∞∑
k=−∞
k 6=0

1
kn e(kx). (1.7)

Observe that, apart from a renormalization at x = 0, we have

B1(x) = Ψ(x).

It is a well-known fact that the function B2n(x) (n ≥ 1) has exactly one zero in the interval
(0, 1/2), which we denote by z2n (put z0 = 0). By a result of D.H. Lehmer ([7]) the inequality

1/4− π−12−2n−1 < z2n < 1/4 (1.8)

holds for n ∈ N. The odd Bernoulli polynomials B2n+1(x) have zeros at x = 0 and x = 1/2, but
no zeros in the interval (0, 1/2). Define two sequences {αn}n∈N0 and {βn}n∈N0 by:

α4k := 1− z4k β4k := z4k

α4k+1 := 0 β4k+1 := 1/2

α4k+2 := z4k+2 β4k := 1− z4k+2

α4k+3 := 1/2 β4k+3 := 0.

(1.9)

We point out that Bn+1(x) assumes its maximum in [0, 1] at x = αn , and its minimum in [0, 1]
at x = βn (cf. [9, Lemma 5]). Our first result is

Theorem 1. Let n and N be nonnegative integers. There exist real valued trigonometric
polynomials x 7→ Pn+1(x; N , βn) and x 7→ Pn+1(x; N , αn) of degree at most N such that

Pn+1(x; N , βn) ≤ Bn+1(x) ≤ Pn+1(x; N , αn) (1.10)

at each point x ∈ R/Z. Moreover,

(i) If Q(x) is a real trigonometric polynomial of degree at most N that satisfies Q(x) ≤
Bn+1(x) for all x ∈ R/Z, then∫

R/Z
(Bn+1(x)− Q(x)) dx ≥ −

Bn+1(βn)

(N + 1)n+1 (1.11)

with equality if and only if Q(x) = Pn+1(x; N , βn).
(ii) If Q̃(x) is a real trigonometric polynomial of degree at most N that satisfies Bn+1(x) ≤

Q̃(x) for all x ∈ R/Z, then∫
R/Z

(Q̃(x)− Bn+1(x)) dx ≥
Bn+1(αn)

(N + 1)n+1 (1.12)

with equality if and only if Q̃(x) = Pn+1(x; N , αn).

The extremal trigonometric polynomials Pn+1(x; N , βn) and Pn+1(x; N , αn) are explicitly
described in Section 2 (Eqs. (2.8)–(2.10)).
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An interesting remark is that when n is odd, the extremals of the Bernoulli polynomials
Bn+1(x) in [0, 1] are related to the Riemann zeta function (see [7]) by

B2k(0) =
(−1)k−1(2k)!

22k−1π2k
ζ(2k)

B2k(1/2) = −(1− 2−2k+1)B2k(0).
(1.13)

To present the optimal approximations to the Bernoulli periodic functions in the L1(R/Z)-
norm we recall the Euler polynomials Ek(x) given by the generating function

ext

et + 1
=

1
2

∞∑
k=0

Ek(x)
tk

k!
. (1.14)

It will also be useful to have the Fourier expansions of the Euler periodic functions

E2k(x − [x]) = (−1)k
4(2k)!

π2k+1

∞∑
v=0

sin(2v + 1)πx

(2v + 1)2k+1 (1.15)

E2k+1(x − [x]) = (−1)k+1 4(2k + 1)!

π2k+2

∞∑
v=0

cos(2v + 1)πx

(2v + 1)2k+2 . (1.16)

Define the sequence (θn)n∈N0 by

θn =

{
0 if n is even
1/2 if n is odd.

(1.17)

Our second result is

Theorem 2. Let n and N be nonnegative integers. There exists a trigonometric polynomial
x 7→ Rn+1(x; N ) of degree at most N such that for any trigonometric polynomial W (x) of
degree at most N the inequality∫

R/Z
|W (x)− Bn+1(x)| dx ≥

|En+1(θn)|

(2N + 2)n+1 (1.18)

holds, with equality if and only if W (x) = Rn+1(x; N ).

The extremal trigonometric polynomial Rn+1(x; N ) is explicitly described in Section 3
(Eqs. (3.7)–(3.9)).

Since the Bernoulli polynomial Bn(x) is monic of degree n, by simple linear algebra, we can
use the approximations obtained in Theorems 1 and 2 to majorize, minorize and approximate in
L1(R/Z) any polynomial periodic function

f (x) = an xn
+ · · · + a1x + a0 for x ∈ [0, 1).

In general, these approximations will not be extremal. An interesting case, for example, arises
from the Bernoulli inversion formula

xn
=

1
(n + 1)

n∑
k=0

(
n + 1

k

)
Bk(x). (1.19)

Substituting Bk(x) in expression (1.19) by Pk(x; N , βk−1), Pk(x; N , αk−1), Rk(x; N ) according
to Theorems 1 and 2 we obtain, respectively, trigonometric polynomials of degree N that
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minorize, majorize and approximate in L1(R/Z) the periodic function f (x) = xn , x ∈ [0, 1)
(we adopt above B0 = P0 = R0 = 1).

We proceed now to the proofs of Theorems 1 and 2. In this paper we identify functions defined
on R having period 1 with functions defined on the compact quotient group R/Z. Integrals over
R/Z are with respect to the Haar measure normalized so that R/Z has measure 1. We write
e(x) = e2π ix . The signum symmetric function sgn(x) is given by sgn(x) = 1, if x > 0,
sgn(x) = −1, if x < 0 and sgn(0) = 0. We denote sgn+(x) as the right-continuous signum
function (i.e. sgn+(0) = 1).

2. Proof of Theorem 1

We start this section recalling the notation and results from [9] that will be used here. For
0 ≤ α ≤ 1, z ∈ C and n ∈ N0 = N∪{0}, we define the following entire functions of exponential
type 2π :

Hn(z;α) =

(
sinπ(z − α)

π

)2
{

zn
∞∑

k=−∞

sgn+(k)

(z − k − α)2

+ 2
n∑

k=1

Bk−1(α)z
n−k
+

2Bn(α)

z − {α}

}
(2.1)

where {α} denotes the fractional part of α and Bn(x) is the nth Bernoulli polynomial defined in
(1.5). Recall the sequences {αn}n∈N0 and {βn}n∈N0 defined in (1.9).

Lemma 3 (cf. Theorem 1 of [9]). Let n ∈ N0. The inequality

δ−n Hn(δx;αn) ≤ sgn(x)xn
≤ δ−n Hn(δx;βn) (2.2)

holds for all x ∈ R. These are the unique extremals of exponential type 2πδ and they satisfy∫
R
(δ−n Hn(δx;βn)− sgn(x)xn) dx = −

2Bn+1(βn)

(n + 1)δn+1 (2.3)∫
R
(sgn(x)xn

− δ−n Hn(δx;αn)) dx =
2Bn+1(αn)

(n + 1)δn+1 . (2.4)

Lemma 4 (cf. Lemmas 1 and 2 of [9]). Define the functions

dn(x; δ, α) = δ
−n Hn(δx;α)− sgn(x)xn . (2.5)

For any δ > 0 and 0 ≤ α ≤ 1 the function x 7→ dn(x; δ, α) is O(x−2) as |x | → ∞ and therefore
it is integrable. Its Fourier transform is the continuous function given by

d̂n(t; δ, α) = −2δ−n−1
∞∑

k=0

Bk+n+1(α)

(k + 1)!

(
k + 1

k + n + 1
−
|t |

δ

)(
−2π i

(
t

δ

))k

+ δ−n−1 Bn(α)

π i
sgn(t)

(
e

(
−{α}

t

δ

)
− 1

)
if |t | < δ (2.6)

d̂n(t; δ, α) = −
2.n!

(2π it)n+1 if |t | ≥ δ. (2.7)
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Let N be a nonnegative integer. To describe the extremal trigonometric polynomials of
degree at most N that majorize and minorize the Bernoulli periodic function Bn+1(x) it will
be convenient to use δ = N + 1. For 0 ≤ α ≤ 1, we define the following family of trigonometric
polynomials

Pn+1(x; N , α) =
N∑

k=−N

P̂n+1(k; N , α) e(kx) (2.8)

where the Fourier coefficients are given by

P̂n+1(0; N , α) =
Bn+1(α)

(N + 1)n+1 (2.9)

and

P̂n+1(k; N , α) = −

(
n + 1

2

)(
d̂n(k; (N + 1), α)+

2.n!

(2π ik)n+1

)
(2.10)

for k 6= 0. We are now in position to prove Theorem 1.

Proof of Theorem 1. The case n = 0 was treated by Vaaler in [14], so we focus in the case
n ≥ 1. Recall that we are using here δ = N + 1. Observe initially that the Poisson summation
formula

∞∑
l=−∞

dn(x + l; δ, βn) =

∞∑
l=−∞

d̂n(l; δ, βn)e(lx) (2.11)

holds for all x ∈ R/Z. The reason for this is simple, from Lemma 4 the function x 7→
dn(x; δ, βn) is O(x−2) as |x | → ∞, therefore the left-hand side of (2.11) is a continuous
function. From (2.7) the Fourier series on the right-hand side of (2.11) is absolutely convergent,
and this suffices to establish the Poisson summation.

Using (1.7), (2.3), (2.7), (2.9) and (2.10) we find that

2
(n + 1)

(Bn+1(x)− Pn+1(x; N , βn)) =

∞∑
l=−∞

d̂n(l; δ, βn)e(lx)

=

∞∑
l=−∞

dn(x + l; δ, βn) ≥ 0 (2.12)

where the last inequality comes from (2.2) and (2.5). This proves that

Bn+1(x) ≥ Pn+1(x; N , βn) (2.13)

for all x ∈ R/Z. To prove uniqueness recall from (2.1) that H(x, βn) interpolates sgn(x)xn at
the points βn + m, m ∈ Z. From this we find that

dn(x; δ, βn) = 0 if x =
βn + m

δ
, m ∈ Z. (2.14)

From (2.12) and (2.14) we have the equalities

Bn+1

(
βn + m

δ

)
= Pn+1

((
βn + m

δ

)
; N , βn

)
, m = 0, 1, 2, . . . , N . (2.15)
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Suppose now that Q(x) is a trigonometric polynomial of degree at most N such that Bn+1(x) ≥
Q(x) for all x ∈ R/Z. Using (2.15) we have∫

R/Z
Q(x)dx =

1
δ

N∑
m=0

Q

(
βn + m

δ

)
≤

1
δ

N∑
k=0

Bn+1

(
βn + m

δ

)

=
1
δ

N∑
k=0

Pn+1

((
βn + m

δ

)
; N , βn

)
=

∫
R/Z

Pn+1(x; N , βn)dx (2.16)

which proves (1.11). If we have equality in (2.16) this means that for m = 0, 1, 2, . . . , N we
have

Q

(
βn + m

δ

)
= Bn+1

(
βn + m

δ

)
= Pn+1

((
βn + m

δ

)
; N , βn

)
. (2.17)

As Bn+1(x) is continuously differentiable at R/Z − {0}, equalities (2.17) imply that for at least
N values of m = 0, 1, 2, . . . , N we have

Q′
(
βn + m

δ

)
= B′n+1

(
βn + m

δ

)
= P ′n+1

((
βn + m

δ

)
; N , βn

)
. (2.18)

The 2N+1 conditions in (2.17) and (2.18) are sufficient to conclude that Q(x) = Pn+1(x; N , βn)

(see [16, Vol. II, page 23]). The proof for the majorizing case is very similar. �

3. Proof of Theorem 2

Here we start by recalling the corresponding extremal problem in the real line, solved by F.
Littmann in [10]. In this paper he finds the best L1(R)-approximation to the function f (x) = xn

+

( f (x) = xn for x ≥ 0 and f (x) = 0 for x < 0) by an entire function of exponential type πδ.
The following facts come from Section 6 of [10]. Let φ = 0′/0, where 0 is the Euler Gamma

function, and α ∈ [0, 1]. Define the following functions of exponential type π :

Gn(z;α) =

(
sinπ(z − α)

π

)
zn

(
φ

(
α − z

2

)
− φ(α − z)+ log 2−

1
2

n∑
k=0

Ek(α)z
−k−1

)
where Ek(x) are the Euler polynomials defined in (1.14). Also, recall the sequence (θn)n∈N0

defined in (1.17).

Lemma 5 (cf. Theorem 6.2 of [10]). Let n ∈ N0. For any entire function A(z) of exponential
type πδ, the inequality∫

∞

−∞

|A(x)− xn
+| dx ≥

|En+1(θn)|

(n + 1)δn+1

holds, with equality if and only if A(z) = δ−nGn(δz; θn).

Lemma 6 (cf. Lemma 5.1, Theorem 4.3 and proof of Theorem 6.2 of [10]). Define the function

ϕn(x; δ) = δ
−nGn(δx; θn)− xn

+ : (3.1)

(i) For any δ > 0 the function ϕn(x; δ) is O(x−2) as |x | → ∞ and its Fourier transform
satisfies
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ϕ̂n(t; δ) = −
n!

(2π i t)n+1 if |t | ≥ δ/2. (3.2)

(ii) Regarding the sign of ϕn(x; δ) we have

(−1)k+1sgn(sinπδx) = sgn(ϕ2k(x; δ)) (3.3)

(−1)k+1sgn(cosπδx) = sgn(ϕ2k+1(x; δ)). (3.4)

Remark 7. It is possible to write an explicit formula for the Fourier transform ϕ̂n(t; δ) when
|t | < δ/2, as done in (2.6). For the sake of completeness we quote this result of F. Littmann
(unpublished). Define the function

hα(z) = eαz(1− ez)−1
−

1
2

then

ϕ̂n(t; 1) = −
n!

(2π i t)n+1 + h(n)θn
(−2π i t) for |t | < 1/2 (3.5)

and in general

ϕ̂n(t; δ) = δ
−n−1ϕ̂n(

t

δ
; 1) for |t | < δ/2. (3.6)

Let N be a nonnegative integer. To describe the trigonometric polynomial of degree at most
N that best approximates the Bernoulli periodic function Bn+1(x) in the L1(R/Z)-norm it will
be convenient to use δ = 2N + 2. Define

Rn+1(x; N ) =
N∑

k=−N

R̂n+1(k; N ) e(kx) (3.7)

where the Fourier coefficients are given by

R̂n+1(0; N ) = −(n + 1) ϕ̂n(0; 2N + 2) (3.8)

and

R̂n+1(k; N ) = −(n + 1)
(
ϕ̂n(k; 2N + 2)+

n!

(2π ik)n+1

)
. (3.9)

Proof of Theorem 2. The case n = 0 was done by Vaaler in [14], so we will work here with
n ≥ 1. Throughout this proof we use δ = 2N + 2. We can argue as in the beginning of the proof
of Theorem 1 to establish the Poisson summation formula at every point x ∈ R/Z

∞∑
l=−∞

ϕn(x + l; δ) =
∞∑

l=−∞

ϕ̂n(l; δ)e(lx). (3.10)

From (1.7), (3.2) and (3.7) we find that

Rn+1(x; N )− Bn+1(x) = −(n + 1)
∞∑

l=−∞

ϕ̂n(l; δ)e(lx). (3.11)
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Therefore, from (3.10) and (3.11) we have∫
R/Z
|Rn+1(x; N )− Bn+1(x)| dx = (n + 1)

∫
R/Z

∣∣∣∣∣ ∞∑
l=−∞

ϕn(x + l; δ)

∣∣∣∣∣ dx . (3.12)

Using (3.3), (3.4) and Lemma 5 we find that expression (3.12) is equal to

(n + 1)
∫
R/Z

∞∑
l=−∞

|ϕn(x + l; δ)| dx = (n + 1)
∫
R
|ϕn(x; δ)| dx

=
|En+1(θn)|

δn+1 (3.13)

and this proves that equality happens in (1.18) when W (x) = Rn+1(x; N ).
To prove uniqueness we divide the argument into two cases. Suppose first that n is an even

integer. As sgn(sinπx) is a normalized function of bounded variation on [0, 2] its Fourier
expansion

sgn(sinπx) =
2
π i

∞∑
k=−∞

1
(2k + 1)

e

((
k +

1
2

)
x

)
(3.14)

converges at every point x and the partial sums are uniformly bounded. For a general
trigonometric polynomial W (x) of degree at most N we have, by (3.14), (1.7) and (1.16)∫

R/Z
|W (x)− Bn+1(x)| dx ≥

∣∣∣∣∫
R/Z

(W (x)− Bn+1(x))sgn{sinπδx} dx

∣∣∣∣
=

∣∣∣∣∫
R/Z

Bn+1(x)sgn{sinπδx} dx

∣∣∣∣
=

∣∣∣∣∣ 2
π i

∞∑
k=−∞

(2k + 1)−1
∫
R/Z

Bn+1(x)e

((
k +

1
2

)
δx

)
dx

∣∣∣∣∣
=

2(n + 1)!

πn+2δn+1

∞∑
k=−∞

1

(2k + 1)n+2 =
|En+1(θn)|

δn+1 (3.15)

which proves (1.18). If equality happens in (3.15) we must have

W

(
k

2N + 2

)
= Bn+1

(
k

2N + 2

)
for k = 1, 2, . . . , 2N + 1. (3.16)

Since the degree of W (x) is at most N , such polynomial exists and is unique [16, Vol. II, page 1].
It is not hard to see that Rn+1(x; N ) satisfies the same property (Eqs. (3.3), (3.10) and (3.11)),
so we must have Rn+1(x; N ) = W (x). The proof for n odd integer follows the same ideas using
(1.15) and (3.4) and changing x by x + 1/2 in (3.14). �

4. Erdös–Turán inequalities

Let x1, x2, . . . , xM be a finite set of points in R/Z. A basic problem in the theory of
equidistribution is to estimate the discrepancy of the points x1, x2, . . . , xM by an expression
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that depends on the Weyl sums

M∑
m=1

e(kxm), where k = 1, 2, . . . , N . (4.1)

This is most easily accomplished by using the sawtooth function Ψ : R/Z→ R, defined in the
Section 1 by

Ψ(x) =

{
x − [x] −

1
2

if x 6∈ Z
0 if x ∈ Z

where [x] is the integer part of x . A simple definition for the discrepancy of the finite set is

∆M (x) = sup
y∈R/Z

∣∣∣∣∣ M∑
m=1

Ψ (xm − y)

∣∣∣∣∣ .
In this setting the Erdös–Turán inequality is an upper bound for ∆M of the form

∆M (x) ≤ c1 M N−1
+ c2

N∑
k=1

k−1

∣∣∣∣∣ M∑
m=1

e(kxm)

∣∣∣∣∣ , (4.2)

where c1 and c2 are positive constants. In applications to specific sets the parameter N can
be selected so as to minimize the right-hand side of (4.2). Bounds of this kind follow easily
from the knowledge of the extremal trigonometric polynomials that majorize and minorize the
function Ψ(x). This is discussed in [3,4,12,14,15]. An extension to the spherical cap discrepancy
is derived in [8], and a related inequality in several variables is obtained in [2].

As already noted in the Introduction of this paper, the sawtooth function Ψ(x) coincides with
the first Bernoulli periodic function B1(x). One is naturally led to generalize the concept of
discrepancy using the other Bernoulli functions. For n ≥ 0 define

∆n+1
M (x) = sup

y∈R/Z

∣∣∣∣∣ M∑
m=1

Bn+1 (xm − y)

∣∣∣∣∣ . (4.3)

We recall the extremal trigonometric polynomials of degree at most N given by Theorem 1

Pn+1(x; N , βn) ≤ Bn+1(x) ≤ Pn+1(x; N , αn). (4.4)

The following bound for the generalized discrepancy ∆n+1
M (x) will follow from (4.4) and

algebraic manipulations.

Proposition 8. Let x = (x1, x2, . . . , xM ) be a sequence of numbers in R/Z. Then

∆n+1
M (x) ≤ max

{
−

M Bn+1(βn)

(N + 1)n+1 +
∑

0<|k|≤N

∣∣P̂n+1(k; N , βn)
∣∣ ∣∣∣∣∣ M∑

m=1

e(xmk)

∣∣∣∣∣ ,
M Bn+1(αn)

(N + 1)n+1 +
∑

0<|k|≤N

∣∣P̂n+1(k; N , αn)
∣∣ ∣∣∣∣∣ M∑

m=1

e(xmk)

∣∣∣∣∣
}
. (4.5)
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Proof. Let y ∈ R/Z. From (4.4) we have

M∑
m=1

Pn+1(xm − y; N , βn) ≤

M∑
m=1

Bn+1 (xm − y) ≤
M∑

m=1

Pn+1(xm − y; N , αn)

which implies that

M∑
m=1

∑
|k|≤N

P̂n+1(k; N , βn) e(k(xm − y)) ≤
M∑

m=1

Bn+1 (xm − y)

≤

M∑
m=1

∑
|k|≤N

P̂n+1(k; N , αn) e(k(xm − y)). (4.6)

Interchanging the sums in (4.6) we get

M P̂n+1(0; N , βn)+
∑

0<|k|≤N

P̂n+1(k; N , βn)

M∑
m=1

e(k(xm − y))

≤

M∑
m=1

Bn+1 (xm − y)

≤ M P̂n+1(0; N , αn)+
∑

0<|k|≤N

P̂n+1(k; N , αn)

M∑
m=1

e(k(xm − y)) (4.7)

and from (4.7) we conclude that

−
∣∣M P̂n+1(0; N , βn)

∣∣− ∑
0<|k|≤N

∣∣P̂n+1(k; N , βn)
∣∣ ∣∣∣∣∣ M∑

m=1

e(k(xm − y))

∣∣∣∣∣
≤

M∑
m=1

Bn+1 (xm − y)

≤
∣∣M P̂n+1(0; N , αn)

∣∣+ ∑
0<|k|≤N

∣∣P̂n+1(k; N , αn)
∣∣ ∣∣∣∣∣ M∑

m=1

e(k(xm − y))

∣∣∣∣∣ . (4.8)

Expression (2.9) gives us∣∣P̂n+1(0; N , βn)
∣∣ = − Bn+1(βn)

(N + 1)n+1 and
∣∣P̂n+1(0; N , αn)

∣∣ = Bn+1(αn)

(N + 1)n+1 .

This fact allied to the equality∣∣∣∣∣ M∑
m=1

e(k(xm − y))

∣∣∣∣∣ =
∣∣∣∣∣ M∑
m=1

e(kxm)

∣∣∣∣∣
show that (4.8) implies the desired bound (4.5). �

For applications, it would be desirable to obtain simple bounds for the Fourier coefficients
P̂n+1(k; N , α). Another question that arises here is: are there any interesting inequalities relating
the discrepancies ∆n

M and ∆n+1
M ?
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5. Bounds for Hermitian forms

A classical application of the theory of extremal functions of exponential type provides sharp
bounds for some Hilbert-type inequalities. In [9], F. Littmann obtained the following result
(recall the Bernoulli polynomials Bn(x) and the sequences {αn}n∈N0 and {βn}n∈N0 defined in
the Introduction).

Proposition 9 (cf. Corollary 2 of [9]). Let {λr }
N
r=1 be a sequence of well-spaced real numbers,

i.e. |λr − λs | ≥ δ for all r 6= s. Let {ar }
N
r=1 be a sequence of complex numbers and m ∈ N. We

have

− Lm(δ)

N∑
r=1

|ar |
2
≤

N∑
r,s=1
r 6=s

ar as

(i(λr − λs))m
≤ Um(δ)

N∑
r=1

|ar |
2 (5.1)

with the optimal constants

Lm(δ) = (2π)m
Bm(αm−1)

m!δm and Um(δ) = −(2π)m
Bm(βm−1)

m!δm .

There is a simple argument, due to H.L. Montgomery (see Corollary 1 of [11]), that allows
us to pass inequalities (5.1) to periodic versions. For this we define the periodic functions
pm : R/Z− {0} → R and qm : R/Z− {0} → R by

pm(x) =
∑
k∈Z

1
(x + k)m

(5.2)

qm(x) =
∑
k∈Z

(−1)k

(x + k)m
. (5.3)

For real numbers x we write

‖x‖ = min{|x − m| : m ∈ Z}

for the distance from x to the nearest integer. We have the following

Proposition 10. Let {λr }
N
r=1 be a sequence of well-spaced real numbers in R/Z, i.e. ‖λr−λs‖ ≥

δ for all r 6= s. Let {ar }
N
r=1 be a sequence of complex numbers and m ∈ N. If m is odd we have

− Lm(δ)

N∑
r=1

|ar |
2
≤

N∑
r,s=1
r 6=s

i−m ar as pm(λr − λs) ≤ Um(δ)

N∑
r=1

|ar |
2 (5.4)

and

− Lm(δ)

N∑
r=1

|ar |
2
≤

N∑
r,s=1
r 6=s

i−m ar as qm(λr − λs) ≤ Um(δ)

N∑
r=1

|ar |
2. (5.5)

If m is even we have
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−
(
2i−mζ(m)+ Lm(δ)

) N∑
r=1

|ar |
2
≤

N∑
r,s=1
r 6=s

i−m ar as pm(λr − λs)

≤
(
−2i−mζ(m)+Um(δ)

) N∑
r=1

|ar |
2 (5.6)

and (
(2− 22−m)i−mζ(m)− Lm(δ)

) N∑
r=1

|ar |
2

≤

N∑
r,s=1
r 6=s

i−m ar as qm(λr − λs)

≤

(
(2− 22−m)i−mζ(m)+Um

)
(δ)

N∑
r=1

|ar |
2 (5.7)

where ζ is the Riemann zeta function.

Proof. We prove here inequality (5.6). Apply Proposition 9 with a doubly-indexed set of N K
variables ar j , 1 ≤ r ≤ N , 1 ≤ j ≤ K and well-spaced constants λr j . Then

−Lm(δ)
∑
r, j

|ar j |
2
≤

∑
r,s, j, l

(r, j)6=(s,l)

ar j asl

(i(λr j − λsl))m
≤ Um(δ)

∑
r, j

|ar j |
2.

Now put ar j = ar and λr j = λr + j . Then

− K Lm(δ)
∑

r
|ar |

2
≤

∑
r 6=s

i−mar as

∑
j, l

(λr − λs + j − l)−m

+ i−m
∑

r
|ar |

2
∑
j 6=l

( j − l)−m
≤ KUm(δ)

∑
r
|ar |

2. (5.8)

Calling j − l = k and dividing (5.8) by K we obtain

−Lm(δ)
∑

r
|ar |

2
≤

∑
r 6=s

i−mar as

K∑
k=−K

(1− |k|/K )(λr − λs + k)−m

+ i−m
∑

r
|ar |

2
K∑

k=−K
k 6=0

(1− |k|/K )k−m
≤ Um(δ)

∑
r
|ar |

2.

Now it is just a matter of sending K →∞ to obtain

−Lm(δ)
∑

r
|ar |

2
≤

∑
r 6=s

i−mar as pm(λr − λs)+ 2i−mζ(m)
∑

r
|ar |

2

≤ Um(δ)
∑

r
|ar |

2
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and this proves (5.6). To prove (5.7) we put ar j = (−1) j ar and repeat the argument. When m is
odd, the proofs of (5.4) and (5.5) are even simpler when we notice that

K∑
k=−K
k 6=0

(1− |k|/K )k−m
=

K∑
k=−K
k 6=0

(−1)k(1− |k|/K )k−m
= 0. �

Using the identities

q1(x) =
π

sinπx
, p1(x) =

π

tanπx
, p2(x) =

π2

sin2 πx
(5.9)

and relations (1.13) we obtain the following interesting special cases.

Corollary 11. In the hypotheses of Proposition 10 we have∣∣∣∣∣∣∣
N∑

r,s=1
r 6=s

ar as

sinπ(λr − λs)

∣∣∣∣∣∣∣ ≤
1
δ

N∑
r=1

|ar |
2 , (5.10)

∣∣∣∣∣∣∣
N∑

r,s=1
r 6=s

ar as

tanπ(λr − λs)

∣∣∣∣∣∣∣ ≤
1
δ

N∑
r=1

|ar |
2 (5.11)

and

−
1
6

(
1

δ2 + 2
) N∑

r=1

|ar |
2
≤

N∑
r,s=1
r 6=s

ar as

sin2 π(λr − λs)
≤

1
3

(
1

δ2 − 1
) N∑

r=1

|ar |
2. (5.12)

Expression (5.10) was used by H.L. Montgomery in [11] as a step in the proof of the large sieve
inequality.
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