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In order to provide an alternative for the vertical axis calibration of stylus instruments which is usually
performed based on step height standards, a new measurement standard geometry for the calibration of
the linearity and research on its manufacturing is needed. For the manufacturing of these geometric mea-
surement standards there is, according to the type of the measurement standard, a broad range of man-
ufacturing processes that can be applied. Newmeasurement standards for the roughness calibration were
developed at the University of Kaiserslautern and an ultra-precision turning process was chosen for its
manufacturing. The paper presents a feasibility study of the chosen manufacturing process. The aim of
the investigations is to present the development of the standard and the qualification of the ultra-
precision turning process for the manufacturing of calibration standards. An examination was performed
in order to characterize the influences of different process parameters on the quality of the manufactured
roughness standard.
� 2016 Karabuk University. Publishing services by Elsevier B.V. This is an open access article under the CC

BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

In today’s industry, topography measuring instruments that
measure given profiles with a high accuracy are required. There-
fore, a proper calibration of the devices with different measure-
ment standards is essential. As a roughness standard, statistically
distributed as well as defined microstructures are suitable for cal-
ibration purposes. A trend in precision engineering however is the
application of more deterministic surfaces, e.g. riblet structures [1].
For roughness calibration, generally artificial structures with a sta-
tistically distributed surface are used that are non-problematic for
measurement devices. To manufacture measurement standards
different manufacturing processes can be applied. In addition to
chemical processes as for example the wet etching process used
by Frühauf et al. to manufacture triangular gratings for a surface
texture standard [2] mechanical processes like cutting and abra-
sive processes are convenient. Frühauf et al. used lapping [3] to
manufacture areal roughness standards. The resulting roughness
parameters of the standard are mainly depending on the size of
the used grains. To manufacture nano-roughness standards used
for the calibration of atomic force microscopes, Gatzen et al.
applied a nano-grinding process [4]. The results prove the applica-
bility of the nano-grinding with an average roughness of 21 nm.

In order to perform a calibration that is closer to the application,
the use of deterministic measurement standards that are based on
engineering surfaces is reasonable because statistical surfaces gen-
erally do not represent the characteristics of a real measurement
task. For the manufacturing of deterministic measurement stan-
dards, ultra-precision manufacturing methods are necessary as
the requirements for the precision of calibrating andmeasuring pro-
cesses are constantly increasing. This is valid for surfaces in general,
but even more for the surfaces of geometric measurement stan-
dards. As a consequence, manufacturing processes that can meet
the requirements to generate defined microstructures are increas-
ingly needed for the manufacturing of roughness standards. Ultra-
precision cutting processes are suitable to manufacture defined
structures due to the large number of machinable materials and
the great diversity of possible geometries [5]. Nemoto developed
and manufactured an areal standard using a diamond ball end mill
[6]. It was ascertained that turning is a suitable method for the gen-
eration of measurement standards with a defined profile [7].

Due to the high costs of the manufacturing processes to produce
roughness standards, mainly the so called master standard is

https://core.ac.uk/display/81119519?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jestch.2016.06.009&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://dx.doi.org/10.1016/j.jestch.2016.06.009
http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:meifler@mv.uni-kl.de
http://dx.doi.org/10.1016/j.jestch.2016.06.009
http://www.sciencedirect.com/science/journal/22150986
http://www.elsevier.com/locate/jestch


1994 M. Eifler et al. / Engineering Science and Technology, an International Journal 19 (2016) 1993–2001
produced and duplicated in a replication process. There are differ-
ent methods for the replication of micro and nano surface geome-
tries [8]. The development of a cost efficient electroforming
process was investigated by Leach [9].

In the ISO 25178-600 (see e.g. [10,11]) series, the topic of height
axis calibration is addressed. ISO 25178-600 is currently under
preparation and introduces the so called ‘‘metrological characteris-
tics”. For the height axis not only the linearity deviation is named,
but as well the determination of the amplification coefficient, the
topography fidelity as e.g. proposed in [12], flatness, noise and
the topographic spatial resolution (see e.g. [10,11]). Specific guide-
lines are available for different measurement principles: e.g. for
stylus instruments there are definitions in ISO 25178-601 [10],
for phase-shifting interferometers in ISO 25178-603 [11]. Accord-
ing calibration strategies for optical topography measurement
devices which consider the metrological characteristics were intro-
duced [13–15] as well as an according set of measurement stan-
dards [16]. As a chosen example, a new linearity standard for the
vertical axis (z-axis) is examined in the research presented in this
paper. The calibration of the z-axis is usually performed with step
height standards [14]. One aim of the z-calibration is the detection
of linearity errors [14].

Considering the metrological characteristics [10,11], the linear-
ity deviation and the amplification coefficients are the relevant
instrument properties to examine. For the detection of linearity
errors there are a few measurement standards in the international
standardization which can be used for the calibration of the verti-
cal axis. These include the 2D step height standard, type A of ISO
5436-1 [17], as well as different 3D step height standards defined
in ISO 25178-70 [18].

All these standards have in common that only discrete step
values are used representatively to calibrate the entire axis. Thus
only a small fraction of the measuring range is addressed as dis-
crete measuring values because only pre-fabricated structures
are used. Another issue is that the measurement result of a step
height differs for example within the piezo range [19]. To achieve
more precise measurement results, there is the need of calibrating
the entire measurement range [19]. Usually it is not satisfactory to
use one step height standard for the calibration, instead many
different step height values are required [20].

To improve calibration quality, a multi-step height standard
was developed within the project ‘‘KalWint” at the PTB
(Physikalisch-Technische Bundesanstalt), shown in [21]. This mea-
surement standard has the characteristic of multiple steps in the
Fig. 1. Design approach for th
micro- as well as the macro-model and thus allows a wider calibra-
tion of the measurement range than measurement standards with
just one or a few steps [22].

A further improvement would be the calibration with continu-
ous height values instead of discrete values. A suitable approach is
introduced in the following in order to overcome the given limita-
tions by the use of step height standards. Therefore, a measure-
ment standard is generated by a model-based approach that
images a certain characteristic of the Abbott-curve and therefore
allows an almost continuous calibration of the height axis which
is only limited by the spatial resolution of the executed sampling.
The Abbott-curve represents the height distribution of a given pro-
file and is thus a suitable tool for the height axis calibration. Within
this paper, an investigation of the general feasibility of an ultra-
precision turning process for the purpose of manufacturing such
new developed deterministic roughness standards is performed.
2. The design approach of the examined linearity standard

At the University of Kaiserslautern, a new approach for the
design of measurement standards was developed [23]. The general
idea is to modify real, measured surfaces in a way that they can be
used as a measurement standard [23]. This means that the calibra-
tion can be performed in a very practical manner and that no arti-
ficial structures are used [23]. This approach is an improvement to
the current strategies that usually use artificial roughness struc-
tures that are not related to the later performedmeasurement task.

The design of the roughness standards is determined with a
model-based approach which is illustrated in Fig. 1. The Abbott-
curve of a profile is determined and transformed in a way that
the desired characteristics for the calibration are met. Through
the manufacturing, measuring, filtering and parameter calculation
process different physical effects occur. For example, the geometry
of the tool and the stylus tip have an effect on the examined profile
and its roughness parameters.

Therefore, an entire virtual process chain is imaged in order to
consider these effects. This includes a virtual modelling of the
manufacturing process that calculates the influence of the tool’s
geometry on the surface, the measuring process, which considers
the morphological filtering of the stylus tip and the evaluation.
The modelling of the manufacturing process is discussed in depth
in Section 3.1. After the application of the virtual signal chain, a
new profile is obtained that is checked regarding a given
e measurement standard.



M. Eifler et al. / Engineering Science and Technology, an International Journal 19 (2016) 1993–2001 1995
termination condition. An iterative approach is chosen: when the
termination condition is fulfilled, the control dataset for the man-
ufacturing of the desired roughness standard is the result. Other-
wise, the transformation is executed again.

The geometry of the examined measurement standard is based
on the imaging of a linear Abbott-curve [23]. The measurement
data of a rough surface is transformed towards this linear
Abbott-curve. The corresponding transformation is introduced in
the following.

The Abbott-curve is mathematically defined by plotting the

height C
!

of a profile as a function of the associated material ratio
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with the sorted, discrete profile values, where Ck represents the k-th
largest value of z!ðxÞ.

The target Abbott-curve is defined from the highest peak to the
deepest valley and covers a material ratio of 0–100%. The two
points (0; C1,act) and (100; CN,act) are connected with a straight line.
A straight line of the scheme
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with the slope a and the z-axis intercept b is applied. The two
parameters can be determined based on the actual Abbott-curve:

a ¼ DCact

D k�1
N�1

� � ¼ CN;act � C1;act; for k ¼ N; b ¼ C1;act: ð3Þ

The transformation instruction W for the j-th z-value zðxjÞ is
executed:

ztðxjÞ ¼ WðzðxjÞÞ; j ¼ 1;2; . . . ;N: ð4Þ
The transformed height value ztðxjÞ in order to achieve the

desired Abbott-curve is:

ztðxjÞ ¼ �
PN

i¼1ni

N
� aþ b; ni ¼

1 for zðxiÞ > zðxjÞ
0 for zðxiÞ 6 zðxjÞ

�
: ð5Þ

The summation of ni determines the height index of the profile
point, corresponding to the number of profile points that have a
bigger height value than zðxjÞ. This index is used to calculate the
ratio to the total number of profile points. In the actual transforma-
tion this ratio is multiplied with the amplitude of the profile, lead-
ing to a straight line Abbott-curve. The results are the transformed
values

z!t ¼ ðztðxjÞÞ; j ¼ 1;2; . . . ;N: ð6Þ
As shown in Fig. 1, the strength of the new approach is the con-

sideration of the physical effects that occur during manufacturing
and sampling (referred to as ‘‘signal chain”). The transformed pro-
file has to undergo the described virtual signal chain in order to
consider these effects after the transformation which leads to the
profile z!sðxÞ.

Because both criteria of the linear Abbott-curve as well as the
manufacturing feasibility have to be ensured, iteration is neces-
sary. As illustrated, after the virtual process chain the new profile
is checked regarding the given termination condition, and, if neces-
sary, put under the transformation again. For the examination of
the termination condition for every separate point of the Abbott-
curve the deviation between actual and target Abbott-curve is
determined and this deviation is summed up. A residuum e can
be provided, which is the maximum average difference for every
single profile point. This leads to a total residuum of

res ¼
XN
j¼1

jCj;act � Cj;tarj < e � N ð7Þ

for N data points. If this criterion is fulfilled the transformation is
complete.

The transformation can be applied to an arbitrary profile. This is
the strength of the approach which preserves the height ranking
order of the original profile throughout the transformation. As an
example for an application the surface of a commercial Halle
Roughness Standard was undergone the transformation. Fig. 2
shows the original profile as well as the associated Abbott-curve
and the transformed profile with the Abbott-curve after the filter-
ing. The target roughness parameters of the resulting profile after
the application of the virtual signal chain are: Ra;tar ¼ 1:5765 lm,
Rq;tar ¼ 1:8203 lm and Rz;tar ¼ 6:1041 lm.

The resulting surface can be properly used for a calibration
because the z-values are continuously spread to every height level.
This means that an almost stepless calibration of the z-axis can be
executed. The result is that the limitations of step height standards
[17,18], where usually just one or a few height values are cali-
brated [14,20] can be overcome. When using step height standards,
only their discrete height values are calibrated. Possible linearity
deviations in between those discrete steps cannot be detected. This
means: the more height values are used, the more accurate is the
executed calibration. Following this principle, the introduced stan-
dard allows a number of steps equivalent to the number of sam-
pling points. As the Abbott-Curve represents the distribution of
height values within a profile, a linearity calibration can be exe-
cuted based on this criterion. This results in a calibration approach
which is able to calibrate the entire height measurement range
throughout the entire lateral measurement range within only one
measurement.

The resulting Abbott-curve can thus be calibrated to consider
possible deviations within the process chain. For the later per-
formed manufacturing, the profile with a length of 4 mm is manu-
factured four times consecutively. Due to this performed periodical
continuation the measurement results do not depend on the mea-
suring position. As a cutoff-wavelength of kc ¼ 0:8 mm should be
used, this characteristic is similar to conventional roughness stan-
dards (see e.g. [24]). The entire profile is imaged in every arbitrary
standard 4 mm evaluation area. To perform the evaluation of the
measurement results a least-squares fit of the measured Abbott-
curve is applied. The deviation to the nominal Abbott-curve is plot-
ted versus the height of the profile and certain non-linearities of
the z-axis can be located and quantified quickly. The evaluation
and calibration strategy for the designed standard is discussed in
depth later. Based on these requirements, a control dataset for
the machine tool was calculated on the basis of iteration. This con-
trol dataset is the result of the iteration shown in Fig. 1 and defines
the geometry of the standard to be manufactured.

3. Experimental setup

3.1. Dimensioning the geometry due to considerations of the
manufacturing process

For the manufacturing of the introduced roughness standard, an
ultra-precision turning process using a monocrystalline diamond
tool was chosen. For the dimensioning of the geometric features



Fig. 2. Linearity standard, profile before and after the transformation and associated Abbott-curves.
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of the measurement standard and the desired control dataset the
geometry of the tool has to be known. In other investigations it
has been shown that the measurement of the micro shape of tools
is possible with different measuring principles, see e.g. [21]. The
measurement process of the tool is as well uncertain. One possibil-
ity for the estimation of the measurement uncertainty of lateral
structure sizes is the determination based on the finite size of a
pixel. The approach in Fig. 3 is chosen for a more exact considera-
tion of the manufacturing effects: the tool’s geometry is measured
with a confocal microscope. An objective that provides measure-
ment data with a lateral discretization distance of 0:625 lm is
used. When performing a distance measurement of two points,
the total discretization uncertainty is added up to approximately
the value of the pixel size with uniform distribution. Therefore
the chamfer width b can be characterized to:

b ¼ ð10:0� 0:625Þ lm: ð8Þ
The second parameter of the tool’s geometry is its corner angle e

which is determined as:
Fig. 3. Consideration of effects resulting from the tool geometry.
e ¼ ð57:7� 1:7Þ� : ð9Þ
With the obtained measurement data, the actual geometry of

the tool can be modelled and considered within the virtual manu-
facturing process of the signal chain (as given in Fig. 1).

The measured geometry of the tool is implemented in the pro-
file with the aid of a morphological filter according to ISO 16610-
41 [25,26]. The ‘‘virtual manufacturing process” step is integrated
into the algorithm for the calculation of the dataset. The tool’s
shape is the structuring element of the filter. A detailed description
of the manufacturing process is given in chapter 3.2. The manufac-
tured roughness standard is measured to examine the compliance
with the target data. An overview of the interdependencies
between the tool’s geometry and the modelling of the manufactur-
ing process is given in Fig. 3.

3.2. Manufacturing process

The roughness standards were manufactured using a diamond
machining process (Fig. 4). Therefore the ultra-precision lathe
MTC 250 (LT-Ultra) with a high stiffness and movement in the
nanoscale was used to achieve the necessary small interpolation
steps of the CNC Code based on the virtual dataset. The workpiece
was clamped on the air bearing spindle.

In a preceding face turning process theworkpiecewas processed
to achieve the necessary flat surface. Therefore a monocrystalline
diamond (MCD) tool brazed on a cemented carbide substrate (Tool
1) with a large corner radius re was used to achieve a small kine-
matic roughness. For the manufacturing of the microstructures of
the standard a MCD-tool (Tool 2) with a special tip geometry was
used. The nominal tool geometries of the two tools are listed in
Table 1. The determination of the actual geometry of tool 2 was
described in Section 3.1. This actual geometry was considered
within the design process of the measurement standard.

3.3. Measurement and evaluation process

A tactile measurement device (Hommel T 8000) was used for
the examination. A stylus tip with a radius of 5 lm and an angle



Fig. 4. Experimental setup.

Table 1
Tool geometry, nominal values.

Tool geometry

Tool 1
Rake angle c 0�
Clearance angle a 10�
Corner radius r 50 mm

Tool 2
Rake angle c 0�
Clearance angle a 10�
Corner angle e 55�
Chamfer width b 10 lm
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of 90
�
was used. Further, a traverse speed of 0:5 mm=s was applied.

As the measurement standard was specifically designed for the
applied tip geometry, also possible changes of the tip shape might
be detectable with the calibration procedure. The sampling process
was considered within the design of the standard (see Section 2),
and so an application of the approach for arbitrary measurement
procedures is possible as long as the physical effects of the sam-
pling are considered within the design of the measurement stan-
dard [23].

The manufactured measurement standard and the measure-
ment and evaluation positions are shown in Fig. 5. The measure-
ment of each manufactured standard was performed at 36
measuring positions (every 10

�
) in order to perform samplings

throughout the entire measurement standard. The evaluation posi-
tions start every 200 lm. This means that each measuring position
consists of 53 evaluation positions when a standard evaluation
length of 4 mm and the filter running-in and running-out-
lengths are considered. The linear Gaussian filter [27] was used
with kc ¼ 0:8 mm. In sum this means that there are 1908 measure-
ment values for each standard. An evaluation of the roughness pro-
file parameters Ra, Rq and Rz was performed. These roughness
parameters indicate a possible deviation of the Abbott-curve.

An important criterion for the standard is its linearity. The lin-
earity deviation can be characterized with different criteria. Two
different evaluations are used: first, a new parameter is introduced
that can serve for a characterization of the linearity. Further, it can
be shown that also with the new measurement standards an appli-
cation of the present ISO 25178-600 series is possible.

For the new evaluation routine, a Least Squares straight line fit
is performed with the data of the measured Abbott-curve meaning
the relevant z-intercept and the slope of the straight line are calcu-
lated. The difference between the fitted line and the measurement
data is calculated pointwise and averaged to achieve the linearity
deviation value ld. With the measured profile:

z!ms ¼
zms;1

. . .

zms;N

0
B@

1
CA; ð10Þ

the measured Abbott-curve is determined, where Cms;k represents

the k-th largest value of z!ms:

C
!

ms ¼ Cms;k
� �

; k ¼ 1;2; . . . ;N; ð11Þ

M
!
rms ¼ Mrms;k

� �
; Mrms;k ¼ k� 1

N � 1
; k ¼ 1;2; . . . ;N: ð12Þ

The fit of the Abbott-curve is modelled as:

C
!

fit1 ¼ ðCfit1 ;kÞ; Cfit1 ;k ¼ ams �Mrms;k þ bms1 ; k ¼ 1;2; . . . ;N; ð13Þ

indicating a straight line fit with the slope ams and the intercept
bms1. This fit leads to the linearity deviation ld:

ld ¼
PN

k¼1jCms;k � Cfit1 ;kj
N

: ð14Þ

As the measurement standard is designed for a calibration of the
z-axis linearity, further an evaluation according to the ISO 25178-
600 series can be excuted. In doing so, the measured height values
are plotted as a function of the target height values of the measure-
ment standard to define the transfer function ðCk;tar ; Cms;kÞ; k ¼ 1;
2; . . . ;N of the z-axis. A Least-Squares Fit C

!
fit2 of this transfer func-

tion is executed. As the most significant linearity deviations are
expected at the margins of the measurement range, another fit
C
!

fit3 is executed with the inner 80% of the measured values:

C
!

fit2;3 ¼ Cfit2;3 ;k

� �
; Cfit2;3 ;k ¼ az2;3 � Ctar;k þ bms2;3 ; k ¼ 1;2; . . . ;N:

ð15Þ
Here, the slopes of the fitted straight lines are the amplification

coefficients az2;3 as defined in ISO 25178-600 and the according lin-
earity deviations are the maximum deviation between the fitted
line and the transfer function:

ldISO2;3 ¼ max
k¼1;2;...;N

ðCfit2;3 ;k � Cms;kÞ: ð16Þ



Fig. 5. Manufactured measurement standard and its measurement and evaluation
positions.

Table 2
Results of the reference standard.

Stylus instrument Confocal microscope

Ra/lm 1.532 ± 0.002 1.501 ± 0.007
Rq/lm 1.774 ± 0.002 1.742 ± 0.007
Rz/lm 6.170 ± 0.028 6.142 ± 0.051
ld/lm 0.059 ± 0.002 0.075 ± 0.007
az2 0.974 ± 0.001 0.956 ± 0.004
ldISO2/lm 0.120 ± 0.005 0.156 ± 0.017
az3 0.966 ± 0.002 0.943 ± 0.005
ldISO3/lm 0.083 ± 0.005 0.104 ± 0.014

Fig. 6. Measurement results (stylus instrument).
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It was stated that the metrological characteristics are defined
for stylus instruments as well as optical instruments. The pro-
posed standard is suitable for calibrating the amplification coeffi-
cient and the linearity deviation. However regarding optical
instruments there is the limitation that their topography fidelity
is influenced by the local slope [28,29]. For the characterization
of the profile fidelity there are however other suitable measure-
ment standards, e.g. the chirp standard [26,12]. The results of
the different measurements analyzing the amplification coeffi-
cient and the linearity deviations are given in the following
section.

A calibration of e.g. a stylus instrument with the proposed mea-
surement standard can be executed with very little effort as only
one measurement of the given structure is required in order to
characterize the described roughness parameters and linearity
parameters.
4. Feasibility analysis and a generic parameter study

The general feasibility was demonstrated by the manufacturing
of a reference standard. The results of the measurement with the
stylus instrument are shown in Table 2. When the roughness
parameters are examined according to the described measuring
and evaluating strategy, the average values differ within the range
of a few percent and have a standard deviation within the nanome-
ter range. When the measured and the target profile are compared,
there is a good accordance as shown in Fig. 6. Both the target pro-
file and the target Abbott-curve are imaged precisely.

In order to examine further possible applications of the
designed standard, an examination regarding the suitability for
the use with optical measurement devices was performed. For this
purpose, a confocal microscope was used with a 20� objective
(Numerical Aperture of 0:6). Four topographies were extracted
along the entire structure every 90

�
. Six profiles of every topogra-

phy (24 in total) were evaluated with 53 evaluations each
extracted from the dataset every 200 lm. This leads to a total
number of 1272 evaluation spots. The resulting values of the mea-
surement of the reference standard are listed in Table 2.

The results indicate that the standard is as well suitable for the
use with optical measurement devices. However, due to the differ-
ent physical measurement principle, the results of optical and sty-
lus instruments differ. One reason for that was given in the
previous section: when using optical measurement the local slope
of the surface and flatness deviations influences the measurement
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results. This means there might be difficulties when applying the
designed standard with optical instruments. An extracted profile
of the optically measured topography is shown in Fig. 7. The com-
parison between the measured and the target profile indicates as
well a good conformity.

As a parameter study, certain influence factors of the manufac-
turing process were varied in order to examine their influence on
the quality of the standard. The reference standard was manufac-
tured with a constant rotational speed of 800 rpm (cutting speed
vc ¼ 80:4 . . .160:8 mm=min), a feed rate of 1 mm=min, a dis-
cretization distance of 100 nm and a constant depth of cut of
1 lm. The parameters changed for the parameter study were the
discretization distance between two points, the depth of cut and
the material used.

The discretization between two points is the resolution of the
virtual measurement and hence the resolution of the dataset input
for the machine. A resolution of 100 nm corresponds to the resolu-
tion of the measurement after manufacturing and was used for the
reference standard. To examine the influence of the discretization
between two points, the manufacturing resolution was varied to
20 nm.

For the reference, the roughness profile with its global maxi-
mum height of the profile of 6:294 lm was manufactured in four
cuts. In addition, a standard was manufactured where the whole
Fig. 7. Measurement results (confocal microscope, stitched dataset).

Table 3
Results of the parameter study.

Virtual signal (1) Reference standard (2) Reduced discretiz

Ra/lm 1.5765 1.532 ± 0.0021 1.536 ± 0.0018
Rq/lm 1.8203 1.774 ± 0.0021 1.778 ± 0.0019
Rz/lm 6.1041 6.170 ± 0.0284 6.227 ± 0.0260
ld/lm 0.0031 0.059 ± 0.0016 0.060 ± 0.0014
az2 1.0000 0.974 ± 0.0011 0.976 ± 0.0010
ldISO2/lm 0.0000 0.120 ± 0.0052 0.123 ± 0.0067
az3 1.0000 0.966 ± 0.0016 0.967 ± 0.0012
ldISO3/lm 0.0000 0.083 ± 0.0045 0.083 ± 0.0062

DRa/% – �2.82 �2.59
DRq/% – �2.54 �2.31
DRz/% – 1.09 2.01

D percentage deviati
profile was generated in one cut by varying the depth of cut as
defined by the target profile.

The reference standard and the standards with changing dis-
cretization distance and varying depth of cut were made of copper.
The influence of material was investigated by manufacturing a
standard made of brass using the same process parameters as for
the reference standard.

The results of the parameter study are summarized in Table 3.
For the evaluation, the different roughness parameters and linear-
ity deviations were examined. The mean values and standard devi-
ations of the 1908 evaluation positions for each standard were
calculated. The results are as well summarized in Fig. 8.

These results can be used for an adjustment of the z-axis (based
on the amplification coefficient az as well as for uncertainty esti-
mation of the measurement). In doing so, the amplification coeffi-
cient and its standard deviation rðazÞ are required. When a height
range h is measured, the maximum systematic deviation usys can be
described based on the amplification coefficient:

usys ¼ h � ð1� azÞ: ð17Þ
This systematic deviation can be adjusted. However, there is as

well a statistical component ustat which can be described based on
the standard deviation of the amplification coefficient:

ustatðhÞ ¼ h � rðazÞ; UstatðhÞ ¼ k � h � rðazÞ; k ¼ 2: ð18Þ
Because more points are used in comparison to a calibration

with step height standards, the uncertainty information gained
from this analysis is more reliable.

The following phenomena’s can be examined: when the values
of the different discretization distances are compared, there is a
good conformity of Ra and Rq. Generally it can be shown that the
ation distance (3) Varying depth of cut (4) Different material (brass)

1.524 ± 0.0016 1.536 ± 0.0014
1.765 ± 0.0017 1.779 ± 0.0015
6.101 ± 0.0268 6.200 ± 0.0277
0.053 ± 0.0012 0.055 ± 0.0012
0.969 ± 0.0009 0.977 ± 0.0008
0.124 ± 0.0054 0.115 ± 0.0051
0.961 ± 0.0012 0.969 ± 0.0010
0.089 ± 0.0053 0.081 ± 0.0044

�3.32 �2.55
�3.02 �2.27
�0.05 1.57

on to virtual signal

Fig. 8. Results of the performed parameter study, average values and standard
deviations given as error-bars.
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manufacturing results are repeatable. The Rz value differs more
from the target value as well as the different linearity deviations.
One reason why the differences are not really significant is the fact
that the later performed sampling has a higher sampling dis-
cretization (a measurement resolution of 100 nm) than the virtual
discretization of the manufacturing dataset (20 nm). According to
theory, there should be no differences as long as the manufacturing
resolution is higher than the one of the measurement. This was
assured by the machine tool used, providing a resolution of the
axes of 20 nm.

When the standard is manufactured with varying depth of cut,
the integral roughness parameters deviate a little more from the
virtually measured target values, but Rz is very close to its target
value. If the manufacturing is executed in one cut, the outer values
are achieved with a high fidelity. The slightly smaller standard
deviation of the roughness parameters and the fact that the value
of ld is the lowest within the entire comparison indicates a very
good manufacturing and material separation process. This means
that the imaged Abbott-curve matches the target Abbott-curve
best.

When the different material is examined, it can be observed
that the integral roughness parameters are a little closer to the tar-
get values and also their standard deviation is slightly smaller.
Because the brass has higher hardness values than pure copper,
also a better material separation is anticipated as there is less elas-
tic and plastic deformation during the cutting process.

In general, the observed differences between the examined
standards are within the nanometer range and therefore within
the range of typical values for the stylus instrument measurement
uncertainty (see e.g. [30]). This indicates that a repeatable manu-
facturing process of the roughness standard can be performed.
The process is reliable in the examined range of parameters. Sum-
marizing it can be stated that a higher depth of cut and a harder
material lead to a slightly reduced standard deviation of the rough-
ness parameters. The best linearity results are achieved when the
manufacturing is performed in one cut.

In comparison to the calibration with step height artefacts, the
introduced method exhibits an increased effort for the design and
manufacturing. This design and manufacturing however needs to
be executed only once. The calibration procedure which is per-
formed repeatedly can be executed in a much easier manner as
only one measurement is required for the evaluation of the
linearity.
5. Conclusion

An algorithm for the model-based generation of a new mea-
surement standard for an almost stepless calibration of the vertical
axis linearity was introduced whose ‘‘number of steps” is only lim-
ited by the spatial discretization of the measured profile. The gen-
eral feasibility of the manufacturing was shown. Further it was
illustrated that the manufactured measurement standard can
determine the amplification coefficient and the linearity deviation
(both in accordance to ISO 25178-600) as well as a new defined lin-
earity criterion both for tactile and optical measuring devices.
However, limitations regarding the application with optical instru-
ments were shown. The influences of different manufacturing
parameters were examined. Generally, the manufacturing process
is very stable and repeatable. A higher hardness of the material
used and an increased depth of cut lead to slightly more stable
roughness parameters. For the investigation of the practical use,
further investigations are required, e.g. regarding aging effects,
the physical interaction with optical measurement devices (the
extraction of the electromagnetic surface as defined in ISO 14406
[31]) and the influence of vibrations on the cutting process [32].
Further, design of experiments, as e.g. proposed by Gupt und
Kumar [33] could be applied for the parameter optimization.
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