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ABSTRACT Molecular dynamics simulations have been performed to study photosystem II structure and function. Structural information obtained from simulations was combined with ab initio computations of chromophore excited states. In contrast to calculations based on the x-ray structure, the molecular-dynamics-based calculations accurately predicted the experimental absorbance spectrum. In addition, our calculations correctly assigned the energy levels of reaction-center (RC) chromophores, as well as the lowest-energy antenna chlorophyll. The primary and secondary quinone electron acceptors, QA and QB, exhibited independent changes in position over the duration of the simulation. QA fluctuated between two binding sites similar to the proximal and distal sites previously observed in light- and dark-adapted RC from purple bacteria. Kinetic models were used to characterize the relative influence of chromophore geometry, site energies, and electron transport rates on RC efficiency. The fluctuating energy levels of antenna chromophores had a larger impact on quantum yield than did their relative positions. Variations in electron transport rates had the most significant effect and were sufficient to explain the experimentally observed multi-component decay of excitation in photosystem II. The implications of our results are discussed in the context of competing evolutionary selection pressures for RC structure and function.

INTRODUCTION

By capturing the energy of sunlight and converting it into chemical potential energy, photosynthesis powers most life on earth. Photosynthesis occurs in a diverse range of organisms that use different kinds of photochemical reaction centers coupled to a variety of electron transport reactions. X-ray crystallographic structures and protein-sequence comparisons have shown that all known photosynthetic reaction centers share an intriguing motif of two entwined, structurally homologous polypeptides holding six chlorin chromophores between them (1–4). The reaction-center chromophores are organized into two symmetry-related branches that spread from a shared special pair of chlorins that form the primary electron donor. This common structural motif suggests a unique evolutionary origin.

Oxygenic photosynthesis uses two different reaction centers, photosystems II and I (PSII and PSI), to oxidize water and reduce NADP⁺ to NADPH. It is the most evolutionarily successful variation of photosynthesis and the major contributor to planetary photosynthetic production. PSII is the site of water oxidation and plastoquinone reduction. As the source of planetary oxygen, PSII has had a profound impact on the evolution of life (see Barber (5) and Diner and Rappaport (6) for recent reviews on PSII).

The efficiency of oxygenic photosynthesis is enhanced by light-harvesting antenna pigments that are divided into the peripheral antenna and core antenna. The peripheral antenna systems are diverse and often variable in number, whereas the core systems are constant and more closely associated with the reaction centers. In PSI, ~100 core-antenna chlorophylls (Chls) are bound by two structurally homologous polypeptides, PsaA and PsaB, which also hold the photochemically active reaction-center chromophores (7–10). In PSII, ~30 core-antenna Chls are held by two smaller polypeptides, CP47 and CP43, which are bound to the D1 and D2 reaction-center polypeptides (11–13). Interestingly, CP47 and CP43 share some sequence homology and a folding motif with the antenna binding regions of PsaA and PsaB (3,4,7,8,10). We previously showed that 26 of the core-antenna Chls are structurally conserved between PSII and PSI (14). Of further evolutionary significance is the fact that the core-antenna binding regions of PsaA and PsaB also share a number of conserved chlorophyll liganding His residues with the ancient green sulfur bacteria and Heliobacteria (15,16). It is interesting that all reaction centers possessing core-antenna pigments not only share a common protein structural motif for the reaction-center chromophore-binding regions but also for the core-antenna binding regions. The conservation of this large and relatively complex protein structural motif underlines its importance in both reaction-center and core-antenna function.

X-ray structures of PSI and PSII have had a massive impact on our understanding of primary processes of photosynthesis and the structural similarities between functionally diverse reaction centers. Chromophore positions, from the x-ray structures, have provided the distance and relative orientation information required to determine pathways and efficiencies of excitation energy transfer in both PSII (17,18) and PSI (19,20). The x-ray structures of photosystems have further allowed detailed calculations of excited-state energy levels of individual antenna and reaction-center chromophores.
(21) and redox potentials of electron-transport cofactors (22,23).

As x-ray structures are generated from crystallized proteins at cryogenic temperatures, they represent an average static structure. At physiological temperatures, proteins exhibit significant thermally induced fluctuations in conformation. All of the factors (distance, relative orientation, and energy levels) that affect energy transfer between photosynthetic pigments are influenced by the thermal dynamics of the proteins holding the pigments. Dynamic changes in reaction-center chromophore conformation, separation, and interaction with the protein will also influence electron-transport efficiency. How do the real-time protein dynamics of a reaction center affect the efficiency of photosynthesis?

Molecular dynamics (MD) simulations provide information concerning the thermal movements of proteins and chromophores. They offer molecular trajectories of motion that have the potential to far surpass the amount of information contained in static x-ray structures. We have applied MD simulations to the PSII core complex in its native membrane environment and generated molecular trajectories with a duration of nanoseconds. We have used the time-dependent structures as the basis for kinetic models of excited-state dynamics to see how protein dynamics affects the efficiency of energy transfer within PSII. In addition, we have done quantum mechanical (QM) calculations of the excited states of individual chromophores, based on the molecular trajectories, to determine the site energy or “color” of each chromophore in PSII, as well as how that color changes in time. We have also used the MD simulations of PSII to see how changes in reaction-center chromophore separation control the rate of electron transport. How accurate are the structures and dynamics that result from our molecular dynamics simulations? We found that the MD/QM simulations accurately predicted the experimental absorbance of the PSII core complex, whereas QM calculations based on the x-ray structure did not. We also found that the MD/QM calculations correctly predicted the energy levels of the chromophores with known energy levels in the PSII core. Our results have allowed us to color the PSII core chromophores and study how protein dynamics influences both structural and spectral factors that affect energy transfer and electron-transport efficiency.

METHODS

Molecular dynamics simulations

The AMBER-8 package (University of California, San Francisco, CA), the interactive molecular dynamics feature of the NAMD program (24) in conjunction with the VMD visualization program (25), and our own code have been used to set up the simulation system. For MD and energy minimization procedures we used the NAMD package (24). The simulations were performed with periodic boundary conditions in an NPT ensemble (Langevin piston coupling) at 300 K and 1 atm pressure. The long-range electrostatic interactions were calculated using the particle mesh Ewald algorithm. Both the electrostatic and the Lennard-Jones interactions had a twin-range cutoff of 8/12 Å. The multiple time step integration using an impulse-based Verlet-I method with time steps of 4 fs for long-range electrostatic forces, 2 fs for short-range nonbonded forces, and 1 fs for bonded forces was used. MD simulations were performed on the Brock Beowulf computer cluster (http://beowulf.ac.brocku.ca/beowulf/); ~10 days of central processing unit time was required for a 1-ns-long simulation using 20 computing nodes.

Force fields

The all-atom AMBER-1994 force field (26) was used for protein and the GLYCAM-2000a (27) force field for headgroups of galactolipids. For chlorophyll, phycocyanin, plastocyanine, and β-carotene, we used the ab initio force field developed for the cofactors of bacterial photosynthesis (28), which was parameterized to reproduce density functional theory vibrational modes. We have modified this force field for cofactors of PSII as described below.

First we modeled the electrostatic potential field of PSII cofactors. This was accomplished by assigning partial charges to each atom. To derive atomic charges, molecular structures were first energy-minimized at a density functional level of theory with the gradient-corrected approximation of Perdew and Becke (29,30). This approximation is known to provide an accurate description of minimized geometries. To maintain consistency with the AMBER-1994 force field, we used the 6-31G* basis set. Ab initio electrostatic potential was then obtained on a set of four shells of surfaces at 1.4, 1.6, 1.8, and 2.0 times the van der Waals radii around the molecule according to a charge-fitting technique developed by the AMBER group (31). Partial atomic charges were fit to reproduce electrostatic potential on this set of grid points by a restrained electrostatic potential fit, as implemented in the RESP program from AMBER8 (UCSF, San Francisco, CA) suite. The GAUSSIAN-98 (Gaussian, Wallingford, CT) package was used for all quantum chemical calculations. Atomic charges of the oxygen evolving manganese cluster were assigned according to the redox state of its atoms in the dark-adapted (S1) state as follows: Mn1–Mn3, +3; Mn4, +2; O1–O4, −2; Ca, +2. The atomic charge of nonheme iron was set to +2.

We then ensured that equilibrium geometries of the cofactors were accurately reproduced by the force field. Phycocyanin a and chlorophyll a are only slightly different from their bacterial analogs: the imidazole ring II is unsaturated and the carbonyl group attached to ring I is replaced with a -CH modification of the plastoquinone headgroup was done using existing atom types as well. We were unable to reproduce equilibrium geometry of the conjugated double-bond system of β-carotene in a satisfactory manner using only existing atom types. To describe the equilibrium geometry of β-carotene accurately we introduced several new carbon atom types and refined force field parameters (bond lengths, angles, and dihedrals) of the bonds involving these new atom types.

Calculation of chromophore excited-state energies

Transition energies of the lowest excited state Qy of each chromophore were calculated ab initio using the single excitation configuration interaction (CIS) method. To account for the chromophore environment, all charges within 12 Å of any of the four Chl nitrogen atoms were included in the excited-state calculations (32,33). We used the STO-3G basis set for this calculation. This basis set is too small for accurate calculation of the absolute excited-state energies and produces excitation energies ~0.5 eV higher than experimentally determined. Nevertheless, this small basis set allowed us to complete calculations in a reasonable computation time and it has previously been shown to correctly reproduce both relative site energies and their fluctuations (32). After the CIS calculation all excited-state energies were
shifted by $-0.565$ eV to match the experimental room temperature peak absorbance wavelength of the PSII core complex (674 nm).

Simulation of the excited-state dynamics

A model for the light-harvesting system can be briefly described in terms of an effective Hamiltonian with diagonal elements denoting the site energies of individual chromophores and off-diagonal elements denoting the couplings between them:

$$
H = \begin{pmatrix}
E_1 & H_{12} & \cdots & W_{1N} \\
H_{21} & E_2 & \cdots & W_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
W_{N1} & W_{N2} & \cdots & E_N
\end{pmatrix},
$$

where $N = 38$ for monomeric PSII.

The couplings were computed in the point dipolar approximation according to the equation:

$$
W_{ij} = 5.04 \mu_d^2 \left( \frac{d_i \cdot d_j}{r_{ij}^3} - \frac{3(r_{ij} \cdot d_i)(r_{ij} \cdot d_j)}{r_{ij}^5} \right).
$$

Here $d_i$ denotes the unit vector along the QY transition of pigment $i$, $r_{ij}$ is a vector connecting origins of transition dipoles $i$ and $j$, $\mu_d^2 = 32 \text{ D}^2$ is the in situ transition dipole strength of chlorophyll $\alpha$ in media with a refractive index of 1.5 (34,35).

According to Förster theory, the transfer rate $T_{ij}$ between pigments $i$ and $j$ can be obtained from the elements of the Hamiltonian:

$$
T_{ij} = \frac{2\pi}{\hbar} |W_{ij}|^2 J_{ij}, \quad J_{ij} = \int S^D_i(E)S^A_j(E)dE,
$$

where $J_{ij}$ is a spectral overlap between donor emission spectrum and acceptor absorption spectrum. A Stokes shift $S = 118$ cm$^{-1}$ was calculated from the absorption spectrum of chlorophyll (36) using the Kennard-Stepanov relation to ensure detailed balance (37).

Excitation transfer rates in the system of coupled chromophores are described by the rate matrix $K$ which is related to the transfer matrix $T$:

$$
K_{ij} = T_{ij} - \delta_{ij}(K_{PC,RC} + K_{diss} + \sum_k T_{ik}).
$$

To account for reversibility of the charge separation in PSII, two states representing the primary radical pair P680$^+$Pheo$^-$ (RP) and P680 were added to the rate matrix $K$. The transfer rates between RP, Q$_\alpha$, and the rest of the pigments were calculated as follows:

- If $i = \text{RP}$, $K_{ij} = -\delta_{RI,RC}K_{PC}$; if $j = \text{RP}$, $K_{ij} = -\delta_{RI,RC}K_{PC}$; if $i = Q_\alpha$, $K_{ij} = -\delta_{RI,RC}K_{ST}$; and if $j = \text{RP}$, $K_{ij} = 0$.

Solution of this system of differential equations requires knowledge of the rates of several photonophysical processes in PSII: charge separation between primary electron donor and Pheo, $K_{PC}$, its reversal $K_{PC,RC}$, electron transfer from Pheo$^-$ to Q$_\alpha$, $K_{ST}$, and the rate of intrinsic Chi decay by fluorescence, $K_{diss}$. Values of $K_{ST}$ and $K_{diss}$ are known from the literature. According to the experimental estimates, we used the following values of these rate constants: $K_{diss} = 0.5 \text{ ns}^{-1}$ (38), $K_{ST} = 2.5 \text{ ns}^{-1}$ (39,40), and $K_{PC,RC} = 1000 \text{ ns}^{-1}$ (41,42). The rate of charge recombination $K_{PC,RC} = 5 \text{ ns}^{-1}$ was obtained by fitting excited-state decay kinetics predicted by the model to the experimental fluorescence-decay kinetics of PSII core complex as described in Vasil'ev et al. (17,43).

The evolution of the excitation probability in time is governed by a master equation:

$$
\frac{d\rho}{dt} = -K \cdot \rho.
$$

Here $\rho$ is the vector of occupation probabilities for the excited pigments in the system and $K$ is the rate matrix. This has the solution

$$
\rho(t) = \exp(-Kt)\rho(0),
$$

which can be expressed in terms of the matrix elements

$$
\rho_i(t) = \sum_m V_{im} \exp(-\lambda_m t)V_m^{-1}\rho_m(0).
$$

Here, $V$ is the matrix whose columns are the eigenvectors of $K$, and $\lambda_m$ is the eigenvalue of $K$ associated with the column $m$ of $V$.

Calculation of electron-transfer rates

Dutton and colleagues (44) have produced an empirical equation known as “Dutton’s Ruler”, relating electron-transfer rate to distance between cofactors:

$$
\log_{10}(K_{ET}) = 13 - 0.6(\bar{R} - 3.6) - 3.1(\Delta G + \lambda)^2/\lambda.
$$

The initial constant 13 is the rate at van der Waals contact distance ($R = 3.6 \text{ Å}$). The second term describes an approximately exponential fall-off in electron tunneling rate with distance through the insulating barrier. $R$ is the edge-to-edge distance. The third term is the quantized Frank-Condon factor at room temperature. $\Delta G$ is free energy and $\lambda$ is the reorganization energy. To obtain an optimal value of the electron-transfer rate according to Marcus theory (45) we assumed that $\Delta G = -\lambda$.

RESULTS

Preparation of the system for molecular dynamics simulation and its equilibration

The starting structure for the PSII core complex was taken from the 1S5L entry of the Protein Data Base. Protein subunits O, U, and V were removed to keep the system size at a manageable level. These extrinsic subunits are located outside the membrane, on the luminal surface, and we assume that they do not greatly affect the structure and dynamics of PSII chromophores. Subunit N also was removed because its amino acid side chains were not identified in the x-ray structure. A disulphide bond between Cys-212(A) and Cys-211(D) was created. All histidines except His-201(B) were considered as histidines protonated at the delta position. His-201(B) was protonated at the epsilon position. Missing terminal fragments of protein chains were built using the XLEAP utility from the AMBER-8 package, and added to the system.

The x-ray structure (13) did not identify all molecules in the PSII core complex. There was a large space with unassigned electron density between the reaction center (RC) and CP43 and a smaller one between the RC and CP47. The inner surface of these cavities consists predominantly of hydrophobic atoms. Two lipid molecules are present in analogous locations between RC and antenna domains in photosystem I (9), which is structurally related to photosystem II. Most likely these cavities are occupied with aliphatic fatty acid chains of lipid molecules in PSII as well, which is why we chose to fill it with lipids. This was done interactively using
Eight lipid molecules were required to fill the space between CP43 and the RC and two lipid molecules were fit between CP47 and the RC. In total we used six galactolipid molecules and four phosphatidylglycerol molecules. Use of improper molecules could affect equilibrium structure and dynamics of the simulated system. Placement of the different charged groups could also affect excited states of neighboring chromophores. However, the new, higher-resolution PSII structure (2AXT entry in PDB) published after the original submission of our manuscript supports our assumption. This structure identified five lipid molecules between CP43 and the RC and two lipids between CP47 and the RC, in the same areas where we placed eight and two lipid molecules, correspondingly. There is still some unassigned electron density left in this area in the new PSII structure, consistent with the expected high disorder of the flexible fatty acid chains in the large cavity.

The whole PSII core complex was inserted into the pre-equilibrated lipid bilayer composed of monogalactosyldiacylglycerol, digalactosyldiacylglycerol, and phosphatidylglycerol with 18:3 and 16:0 fatty acids. The lipid bilayer components were chosen to represent the most abundant lipids and fatty acids found in photosystem II preparations in an approximately correct proportion (46).

The complete system, containing 573 lipids (253 monogalactosyldiacylglycerol, 160 phosphatidylglycerol, and 160 digalactosyldiacylglycerol), was neutralized by addition of 178 Na$^+$ ions and hydrated with 41,580 water molecules. The total number of atoms was 236,161 and the size of the system was 18 × 16 × 11 nm. To start molecular dynamics simulations we first minimized the energy of the complete system. Then the temperature was gradually raised to 300 K and the system was equilibrated for 200 ps with protein and cofactors constrained to the initial positions. All atoms were then released and a second equilibration 1 ns long was carried out with constant pressure. At this stage, anisotropic pressure coupling was applied (all periodic box dimensions were allowed to fluctuate independently). After ~0.5 ns, the periodic box reached its equilibrium dimensions. All energy components remained at constant levels during the last 0.5 ns of the equilibration run, indicating that equilibrium had been reached. A snapshot of the equilibrated simulation system is shown in Fig. 1.

Comparison of the equilibrated system with the x-ray structure

Our first questions were: how well did the simulated model system reproduce the reference x-ray experimental structure and how stable was the simulation in time? To address these questions we calculated the root-mean square deviation (RMSD) for the positions of all PSII chromophores. The results of this analysis are shown in Fig. 2.

RMSD was calculated using the first frame of the molecular dynamics trajectory (roughly equivalent to the x-ray structure) as a reference structure. As seen from this figure, RMSD values calculated independently for three different groups of PSII chromophores (reaction center, CP43, and CP47) were all <0.6 Å and remained constant during the entire span of the MD simulation. This indicates that the simulation was stable in time and that the molecular dynamics simulation reproduced well the experimental pigment arrangement within each of these three chromophore regions. Interestingly, the RMSD calculated for all PSII chromophores together increased significantly during the first 4–6 ns of the MD run and remained relatively constant after that. This indicates that there were slow (nanosecond) changes in the relative positions of the three chromophore-containing compartments formed by the RC (D1 and D2 polypeptides), CP47, and CP43.

Some structural reorganization of this kind is expected to occur when direct protein-protein interactions between
crystallographic unit cells tightly packed in a solid phase at
low temperature are replaced by protein-lipid and protein-
solvent interactions at physiological temperature in a liquid
phase. Thus, this reorganization may be explained by an equil-
ibration process related to changing the protein environment
from a crystal (starting point of the MD run) to a water-lipid
biphasic mixture. However, we cannot exclude that it may
be also related to the substitution of lipids for missing/
unassigned electron densities.

Calculation of individual chromophore excitation
energies and their fluctuations

Experimental studies have determined the excited-state ener-
gies of only a few PSII chromophores: Chl, coordinated by
His-114 in CP47 (47), PSII RC Chls, and pheophytins
(48–51). Site energy levels of the remaining antenna chro-
mospheres are difficult, if not impossible, to ascertain exper-
imentally due to the spectral congestion arising from a large
number of pigments with such similar energy levels. Theo-
retical assignments, based on the x-ray structure (9), have
been done for PSI by semiempirical calculations of Chl
excited-state energies (21). Similar work on PSII has not
been feasible due to the lower resolution of the available
x-ray structures (12,13).

Following the method used in Mercer et al. (32) and
Damjanovic et al. (33), we calculated excited-state energies
for individual chromophores in PSII using the coordinates
from the x-ray structure 1S5L. This required adding protons
to the structure and optimizing their positions with the mo-
lecular mechanics force field. Site energies were then cal-
culated using the CIS excited-state calculation as described
in Methods. Most of the off-diagonal elements of the system
Hamiltonian were <100 cm⁻¹; only three were within 100–
160 cm⁻¹. This is less than the experimentally determined
homogeneous chlorophyll linewidth (160–180 cm⁻¹) (36,52).
Thus, the absorption spectrum of PSII can be well ap-
proximated by consideration of only diagonal elements of
the Hamiltonian. Based on these findings we modeled the
inhomogeneously broadened experimental absorption spec-
trum as a sum of Gaussians 170 cm⁻¹ wide. The resulting
spectrum is shown in Fig. 3. As seen from the figure, the
spectrum calculated from the x-ray coordinates failed to re-
produce the experimental spectrum and had a much broader
bandwidth.

To calculate the PSII absorption spectrum using coordi-
nates refined by our molecular dynamics simulation, changes
of the atomic coordinates due to thermal motion must be
accounted for. We found the dynamics of the system to cause
strong variations of energy levels in time. Fluctuations occur-
ring on the timescale of interaction of the chromophore with
the electric field of a photon (typically <1 ps) led to broad-
ening of its homogeneous absorption line. From time series
of energy gap fluctuations, autocorrelation C(t) and spectral
densities I(w) were obtained. From these quantities we ob-
served that the period of the fastest energy level fluctuation
was ~20 fs (data not shown). Similar high-frequency modes
were observed previously for both Chl in solution (32) and
BChl in light-harvesting protein (33). Most probably, this
mode arises from intramolecular vibration.

FIGURE 2 Time dependence of the root-mean-square deviations of PSII
chromophore positions. The first frame of the molecular trajectory (roughly
equivalent to the x-ray structure) was used as a reference. RMSD were
calculated independently for three different regions in the structure, the RC
(D1/D2), CP43, and CP47. RMSD was also calculated for all PSII core
chromophores together, and is shown in the bottom panel.

FIGURE 3 Experimental (thick solid line) and simulated absorbance
spectra of the PSII core complex. See Methods for details on the quantum
mechanical spectral simulations. The spectrum simulated using the x-ray
coordinates from 1S5L is shown by the long dashed line. Spectra simulated
using four different frames from the MD trajectory, separated by 1 ns, are
shown by the dotted lines. The thin solid black line represents the average
of the four MD simulated spectra.
Autocorrelation of energy-gap fluctuations is the key quantity allowing calculation of the absorption lineshape without artificial parameters. However, for convergence of absorption spectra, about twice as many quantum chemical computations of the excited state for each chromophore would be necessary (30). This number of computations was beyond our current computing resources. In our study, we simplified calculation of the absorption lineshape and used the same procedure described above for calculation of the absorption spectrum of the x-ray structure: we dressed QY states of individual chromophores by Gaussians of the proper width and summed them up. Due to fast fluctuations, single-point calculations of the energy level from one frame of the molecular trajectory do not provide meaningful information about site energy level. To obtain mean site energy levels we calculated an average of 240 single-point excited-state calculations done with a time increment of 5 fs. We found this number and time interval of calculations to be sufficient for convergence of the mean site energy levels (data not shown).

Fluctuations occurring on longer timescales cause variation of the peak positions of individual chromophores. To characterize the amount of inhomogeneous line broadening caused by these slower motions of the pigment-lipid-protein complex we repeated our mean site energy level calculations for four different times from the molecular dynamics trajectory, each separated by 1 ns. The resulting calculated absorption spectra of the PSII core complex are shown in Fig. 3. Despite the relatively large excited-state energy fluctuations of the contributing individual chlorophylls, there was little variation of shape and peak positions of the overall spectra calculated from the four different times sampled from the molecular dynamics trajectory. These four spectra, and their average, reproduced well the experimental absorption spectra of the PSII core complex. In these calculations we used only one parameter: the width of the Gaussian distribution function $\sigma$ representing the lineshape of a single chromophore. From the fit of the simulated spectra to the experimental PSII spectrum we found $\sigma = 168 \text{ cm}^{-1}$. This value is close to the $\sigma = 159 \text{ cm}^{-1}$ of Chl $a$ in diethyl ether (36) and $\sigma = 170 \text{ cm}^{-1}$ of Chl $a$ in pyridine (52). Recent theoretical modeling of experimental spectroscopic data from PSII samples estimated $\sigma$ of Chl to be 180 cm$^{-1}$ (51).

Site energies for individual chromophores determined from the QM/MD calculations are shown in Fig. 4. Values are averages of those calculated at the four different time points in the MD simulation. Some chromophores exhibited larger variations between the four time slots than others. In addition, there were differences between the average site energies of the chromophores, some with higher and some with lower energies. Interestingly, the MD/QM calculation of excited states correctly predicted the average site energy levels of a number of PSII chromophores whose energies have been determined experimentally (see Discussion for details).

**Effects of protein dynamics on energy transfer efficiency**

Our MD simulations showed fluctuations in chromophore orientations, interchromophore distances, and energy levels. How do these changes influence the efficiency of excitation energy transfer from the antenna to the reaction center and thus the quantum yield of photochemistry in photosystem II?

The antenna chlorophylls of CP43 and CP47 are separated from the reaction center core chromophores by ~20 Å. At this distance, the rate of energy transfer from the antenna to the reaction center to some extent limits the overall rate of excited-state decay (18,43). The distance fluctuations between the antenna and the reaction center pigments are therefore expected to affect the experimentally observable fluorescence-decay kinetics. We analyzed fluctuations of distances between the geometrical centers of the reaction center pheophytins and their nearest antenna pigment neighbors. We

![FIGURE 4 Energy levels of the QY transitions of all PSII chromophores. The average energies obtained at four different times separated by 1 ns are shown along with the standard deviation. Chromophores are sorted by pigment number in such a way that symmetry-related chromophores in CP43 and CP47 have the same number on the x axis. The table on the left correlates the pigment number with the chromophore numbers from the 1S5L PDB structure file.](image-url)
chose these pigments because they represent one of the major pathways of excitation energy transfer from light-harvesting antenna to the reaction center (18,43). Fluctuations of energy transfer rates in these pairs of pigments will have the largest impact on the efficiency and excited state lifetime of the PSII core complex. The time dependence of these fluctuations is shown in Fig. 5. As seen from this figure, the magnitudes of distance fluctuations were 2.5 Å and 2.1 Å for the CP43 and CP47 sides of the PSII core complex, respectively. The distance between the D1 pheophytin and the bridging antenna Chl in CP43 is slightly larger and more variable than the distance between the D2 pheophytin and the bridging Chl on the CP47 side. Due to the $1/R^6$ dependence of excitation-energy transfer rate on distance, the distance fluctuations we observed resulted in a factor of 2 change of excitation-energy transfer rate. It is interesting to estimate how variation of the excitation transfer rates will affect the lifetime of the system along the molecular dynamics trajectory. To achieve this, we recomputed the off-diagonal entries of the Hamiltonian for each frame of the trajectory. Diagonal entries of the Hamiltonian were kept constant. This approach is expected to account for most of the fluctuations in excitation transfer, as the latter is dominated by the dipole-dipole couplings. However, excitation transfer is not completely insensitive to the fluctuations of the diagonal elements. Future refinement of the excited dynamics involving recomputation of energy levels along the molecular dynamics trajectory will characterize contribution of the diagonal elements to the overall lifetime variation. Lifetime calculations revealed significant variations in the calculated PSII fluorescence-decay lifetimes, Fig. 5 B. Along with the fast distance fluctuations, caused by the vibrational modes of the chromophores (picosecond time domain), slow distance changes (nanoseconds) arising from long-range motions of the whole system are clearly seen in this figure.

**Effect of protein dynamics on electron-transfer rates**

Our MD simulation showed significant fluctuations in the distance between reaction center cofactors involved in photochemistry. Fig. 6 compares two representative conformations of the PSII core, from the MD simulation, focusing on the $Q_A$ (left panel) and $Q_B$ (right panel) binding sites. The view of $Q_A$ includes the redox active pheophytin as well as a few of the amino acid side chains close to $Q_A$. The two conformations show relatively large movements of $Q_A$ and some of the associated side chains that result in fluctuations in the distance between pheophytin and $Q_A$. Distance changes of this magnitude would be expected to have a significant effect on electron transport rate.

We obtained the time dependence of the edge-to-edge distance between the closest points of the conjugate systems of the chromophores from the molecular dynamics trajectory. Using the “Dutton ruler” we then calculated the time dependence of the electron-transfer rates from Pheo to $Q_A$ and from $Q_A$ to $Q_B$, which are shown in Fig. 7, A and C. The average calculated rate of Pheo to $Q_A$ electron-transfer rate was 6 ns$^{-1}$, which is close to the experimental values of 2–5 ns$^{-1}$ (39,53,54), indicating that the rate of this electron transport step is close to optimal. The molecular dynamics, however, revealed strong fluctuations of the rate of this electron-transfer step. At certain times, the two electron-transfer cofactors come so close to each other that the rate of electron transfer increased by a factor of 10 from its average value Fig. 7 B. The lowest and highest limits for $K_{ET}$ observed during the 8-ns simulation run were 0.9 ns$^{-1}$ and 53 ns$^{-1}$.

The thermal dynamics of the PSII core complex modulates the rate of electron transfer such that periods with a high

![FIGURE 5](image1.png)  
**FIGURE 5** Time dependence of chromophore separation distances and mean excited-state lifetime of the PSII core complex. (A) Distance between CP43 Chl$_{14}$ and D1 Pheo (black line) and the distance between CP47 Chl$_{31}$ and D2 Pheo (gray line). (B) Calculated mean excited-state lifetime (see Methods for details).

![FIGURE 6](image2.png)  
**FIGURE 6** Two representative conformations of the PSII core, taken from the MD simulation, showing fluctuations in the distances between electron-transfer cofactors. (A) Variation of the distance between $Q_A$ and Pheo. (B) Variation of the distance between $Q_A$ and $Q_B$. 
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average electron-transfer rate (8–10 ns\(^{-1}\)) are alternating with periods with a low rate (1.5–2 ns\(^{-1}\)). The system spends approximately equal time in conformations with slow and fast electron-transfer rate. The resulting distribution of \(K_{ET}\) (Fig. 7 B) does not resemble a bell-shaped curve; it has several different peaks, which is why the time averaged Pheo\(^-\) oxidation kinetics are expected to be multi-phasic.

The calculated average optimal rate of QA-to-QB transfer was 3.5 \(\mu\)s\(^{-1}\). It is faster than the experimentally determined rate of QA oxidation (55). Similar differences between optimal and experimental rates of the QA-to-QB electron-transfer step have been observed in purple bacteria (44). This difference is most likely explained by reorganization energy associated with this process. The protein dynamics modulates the rate of this electron-transfer step as well as the rate of Pheo\(^-\) oxidation. However, the modulation pattern is quite different in the case of QA-to-QB transfer. Most of the time, the system is found in a conformation with QB in a distal position, characterized by a slow electron-transfer rate.

**Implications of protein dynamics calculations on quantum efficiency**

To assess how dynamic changes in chromophore geometry influence energy-transfer efficiency and thus affect the quantum yield of photochemistry in PSII, we used kinetic models for excitation energy transfer based on each of the structural configurations resulting from the MD simulation. Quantum yield was determined as the yield of reduced quinone electron acceptors in the kinetic models. Interestingly, the distribution of quantum yields resulting from changes in antenna configuration was very narrow (only 0.25%, data not shown).

We found that site-energy fluctuations affected the quantum yield much more than the orientation fluctuations. The quantum yield calculated for systems with the spectral assignments determined for the four different times from the MD simulation as described above ranged from 89% to 93%. An even larger difference of 8% was found when the locations of the spectral forms were randomly shuffled in the PSII core complex (data not shown).

The electron-transfer rate from Pheo\(^-\) to QA (\(K_{ST}\)) is critical for a high yield of photochemistry. With the parameters used in our kinetic model, fluctuations of the \(K_{ST}\) lead to a variation of quantum yield within 2%. This is a very conservative estimate, based on the optimal theoretical rate of \(K_{ST}\). With the parameters used for the kinetic model in this study, the quantum yield reached its maximal value when \(K_{ST}\) was \(-2\) ns\(^{-1}\); any further increase of \(K_{ST}\) did not improve the quantum yield. Our calculations showed that if \(K_{ST}\) was scaled down by a factor of 0.5 to bring the average \(K_{ST}\) in the kinetic model to the average of experimentally determined values, the width of the quantum yield distribution increased by a factor of 2.5 and became 5%. This is the full spread of the distribution and it does not mean that the
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average yield of PSII becomes significantly lower. The average yield only goes down from 96% (for $K_{ST}$ determined by Dutton’s ruler) to 95% (for $K_{ST}$ scaled by 0.5 to match the average experimental rate).

**Effect of the dynamic changes in energy and electron transport on experimental observables**

Processes of energy transfer and electron transport contribute to the decay kinetics of the excited state, which can be observed by time-resolved fluorescence and absorption experiments. Experimental fluorescence-decay kinetics of the PSII core complex are multi-exponential (17,56,57). To date, the nature of excited-state decay complexity has not been fully understood. The radical-pair equilibrium model (39,58) predicts two exponential kinetics where the second decay component arises from recombination of the primary radical pair. It has been suggested that a complex charge stabilization process is responsible for multi-exponential decay kinetics (17,59). However, excited-state decay will be affected by the molecular dynamics of the system as chromophore positions, transition dipole orientations, site energy levels, and electron-transfer rates are dynamically changing. To what extent does thermal disorder modulate excitation decay kinetics? To address this question, we calculated the fluctuation of the mean fluorescence lifetime during the time course of the MD simulation.

At first we studied how the excited-state decay depends upon position and orientation of the antenna chlorophylls. To accomplish this, we extracted positions and dipole directions of all chromophores from every snapshot of the atomic trajectory saved every picosecond of the MD. Using this data we calculated fluctuations in the excitation lifetime. Only the distance and orientation factors in the Förster equation were changed in this case. The time dependence of the excitation lifetime is shown in Fig. 5B. As seen from this figure, increases in distances between the linkers and the reaction center were correlated with longer excitation lifetimes. We observed changes of $\sim 15\%$ in the lifetime during the time course of our simulation. However, the average fluorescence-decay kinetics, obtained by averaging the individual kinetics calculated for each snapshot of the atomic trajectory, was well described by two exponential decay phases and was indistinguishable from fluorescence-decay kinetics calculated from the original x-ray configuration of chromophores. Thus, we conclude that variations of the decay kinetics caused by positional and orientational disorder did not result in the appearance of new fluorescence-decay components.

We then studied how excited-state dynamics are modulated by fluctuations of electron-transfer rate. The rate of electron transfer from Pheo to QA defines the lifetime of the slow component of the excited-state decay. We therefore expect a large degree of fluorescence-decay inhomogeneity (appearance of several slow fluorescence-decay components with different lifetimes) to arise due to thermal fluctuation of the distance between Pheo and QA. Indeed, when we calculated the average fluorescence-decay kinetics using time-dependent $K_{ST}$ resulting from the molecular dynamics simulation we found that four decay components (77% 64 ps, 17.5% 140 ps, 4% 300 ps, and 1.5% 614 ps) were required to describe fluorescence decay. Two additional slow-decay components appeared in the excited-state decay kinetics due to the fluctuation of the rate of electron transfer. These components are similar to the experimentally observable slow fluorescence-decay components (17,60). For this calculation we used the optimal $K_{ST}$. Even more complex fluorescence-decay kinetics were found when we scaled $K_{ST}$ down to bring the average $K_{ST}$ to the average of experimentally determined values as described above.

**DISCUSSION**

During the timescale of the MD simulation we observed a rearrangement of the polypeptides, revealed by RMSD deviation calculations for individual chromophore positions. Chromophore positions within individual pigment-binding polypeptides were relatively constant compared to those calculated for the entire protein complex. This is consistent with positional rearrangements of the CP47 and CP43 subunits with respect to the D1/D2 reaction center core subunits. The subunit position changes likely reflect a conformation shift as the starting conformation (from the crystal structure) of the PSII core complex equilibrated with the lipid bilayer. It is interesting that the positions of the reaction center chromophores showed no larger changes in RMSD than did the chromophores bound within either of the two core-antenna polypeptides (CP43 and CP47), even though the reaction-center chromophores have ligands from two separate polypeptides (D1 and D2). This is consistent with the relatively strong connections between the D1 and D2 polypeptides, which are wrapped around each other, have ligands to the nonheme iron, and are covalently attached by a disulphide bridge between Cys-212/D1 and Cys-211/D2. CP47 and CP43 are more loosely associated with the central D1/D2 complex. Our measurements of distance fluctuations between the pheophytins of the D1/D2 complex and the linker chlorophylls of CP43 and CP47 clearly show a greater variation for CP43 than for CP47. This is consistent with the experimentally observed weaker binding of CP43 to the PSII core complex as compared to the more tightly bound CP47.

Fluctuations in chromophore geometry arising from the dynamical motions of their polypeptide ligands were found to contribute relatively little to variation in the efficiency of energy transfer and calculated quantum yield as determined with kinetic models. The PSII antenna system is robust and delivers virtually the same high efficiency despite relatively large fluctuations of energy transfer rates from linker Chls to the core. More variation in energy-trapping efficiency was introduced by variations in the excited-state energy levels of the antenna resulting from changing chromophore conformations.
and changing chromophore protein and/or solvent interactions. Individual chromophores showed a range of excited-state energy variations. Due to high computational cost, we were able to perform excited-state calculations only for the system at four different times during the molecular trajectory. This was not sufficient to observe the full extent of variation in excited-state sites energies. Thus, our data represent a conservative estimate of variation in energy-trapping efficiency.

The absorption spectrum of Chl is clearly broadened by its interaction with protein ligands. This is most likely driven by a strong selection pressure to increase the distribution of antenna chlorophyll energy levels to increase the effective light-harvesting capability of the reaction center. Protein-induced antenna spectral broadening has often been presumed to arise predominantly from variations in individual chromophore site energies which arise from site-dependent differences in protein-chromophore interactions. Our MD simulation shows that variation in the overall distribution of antenna chlorophyll energy levels originates dynamically within individual sites as well as between different sites. Protein dynamics thus plays a significant role in increasing the bandwidth of Chl absorption.

Our calculations have correctly reproduced the absorption spectrum of the PSII core complex, confirmed the site energy levels of the RC chromophores recently derived analytically (51), and correctly identified the lowest-energy Chl in PSII (61). These results lend strong support to our MD calculations for the site energies of each individual PSII antenna chromophore. Our simulation identifies the lowest-energy chlorophyll in PSII as Chl coordinated by CP47 His-114. This is the same Chl that was found experimentally, by site-directed mutagenesis (61), to be the source of the long-wavelength fluorescence emission (695 nm) in PSII. Our calculations place the excited state of active (D1) pheophytin higher than the inactive (D2) pheophytin. At first glance, this is in contradiction to experimental assignments that have been made based upon spectroscopic changes induced by reduction of Pheo and/or QA. In that work, the energy levels of the D1/D2 pheophytins were found to lie at 681/670–672 nm (48) in isolated PSII reaction centers, at 685.6/669.3 nm in PSII core complexes of cyanobacteria *Synechocystis* (49), and at 685.3/670 nm in plant PSII core complexes (50). However, recent detailed calculations of PSII reaction-center optical properties based on its x-ray structure have shown that the site energy of D1 Pheo should actually be higher than the energy of the D2 Pheo to account for a wealth of spectroscopic data (51). These calculations place the D1 Pheo energy at 672 nm. The authors attribute the discrepancy in data interpretation to a mixture of excitonic and electrochromic effects that result in a bleaching at 681–685 nm upon reduction of D1 Pheo even though its site energy is at 672 nm (51). The results of our study are in agreement with the latter identification of site energies of pheophytins, as well as all other PSII RC chromophores (Table 1). Our results also confirmed similar site energies for both P680 monomers and ChlZ/D. The higher site energy for the accessory Chl D1 compared to its D2 analog was also reproduced.

Bacterial reaction centers and PSII belong to the Type II group of reaction centers and are characterized by having two quinone electron acceptors. The x-ray structures of dark-adapted and light-adapted bacterial RC from *Rhodobacter sphaeroides* have been solved, and analysis of the Q$_{\alpha}$ and Q$_{b}$ binding pockets revealed two binding sites for Q$_{b}$: a distal binding site in the dark-adapted x-ray structure and a proximal binding site in the light-adapted structure (62,63). The conformational change observed in bacterial RC x-ray structures is similar to the conformational change between two Q$_{b}$ binding-site conformations that emerged in our MD simulation of the PSII reaction-center core (Fig. 6). The headgroup of Q$_{b}$ was displaced in the same direction and the aliphatic tail exhibited the same propeller-like motion observed in the bacterial x-ray structures. In our simulation, the system was in the state equivalent to the dark-adapted state (no charge on Q$_{\alpha}$). We found Q$_{b}$ to be in the distal binding pocket most of the time, corresponding to the dark-adapted bacterial reaction-center structure and only ~10% of the time in the state resembling the light-adapted x-ray conformation. Compared to the conformation of the light-adapted bacterial x-ray structure, the proximal Q$_{b}$ conformation observed in our MD simulation was intermediate between the light-adapted and dark-adapted x-ray structures. These findings strongly suggest the possibility of a light-induced conformational gating in the PSII reaction center, which may be a common feature for Type II photosynthetic reaction centers.

Our MD study has revealed relationships between protein dynamics, the configuration of the light-harvesting antenna system, and electronic properties of chromophores in the PSII core complex. This information, combined with kinetic modeling of the photochemical reactions, has allowed us to quantify the contribution of different dynamic changes to the efficiency of primary photosynthetic energy conversion. Our MD calculations thus offer novel insight into the evolution of a variety of processes, operating at a number of different levels that contribute to the photochemical efficiency of PSII. Selection pressures operating on a variety of parameters, sometimes in competition with each other, must be considered when looking at the optimization of reaction-center efficiency. For example, although efficient light harvesting

<table>
<thead>
<tr>
<th>Chromophore</th>
<th>D1</th>
<th>D2</th>
</tr>
</thead>
<tbody>
<tr>
<td>P680</td>
<td>672 (666)</td>
<td>672 (666)</td>
</tr>
<tr>
<td>Acc Chl</td>
<td>677 (678)</td>
<td>673 (667)</td>
</tr>
<tr>
<td>Pheo</td>
<td>666 (672)</td>
<td>681 (675)</td>
</tr>
<tr>
<td>ChlZ</td>
<td>672 (667)</td>
<td>672 (667)</td>
</tr>
</tbody>
</table>

The published values taken from Raszewski (51) are given in parentheses for comparison with our calculations.
requires a dense packing of chromophores, a minimum separation must be maintained to prevent aggregation and formation of quenching centers. Evolutionary solutions to this dilemma appear limited, as all reaction centers containing core-antenna chromophores share a homologous antenna binding polypeptide motif. We have previously shown that this common chromophore binding motif results in the majority of PSII antenna chromophores having highly positionally conserved counterparts in PSI (14). Interestingly, not all of these conserved chromophores are orientationally optimized for energy transfer. Clearly, other selection pressures are operating and other factors (i.e., protein folding constraints related to maximizing pigment density and minimizing the formation of quenching centers) are involved. Our MD/QM calculations of chlorophyll site energies show that protein-chromophore interactions influence the absorption of light by antenna chromophores. Protein dynamics increase the effective absorption bandwidth of all individual chromophores. From an evolutionary point of view, this will confer an advantage by increasing the potential of the antenna to capture light. In addition, individual sites have different average peak wavelengths, which means the localization of spectral forms must be considered when assessing photosynthetic efficiency. The localization and extent of dynamic variation of individual chromophore spectra will strongly influence the efficiency of light energy transfer from core antenna to the reaction center, between other auxiliary antenna systems and the core antenna, between monomers in PSII dimers, and even between PSII and PSI. This competing array of selection pressures still does not include explicit consideration of any of the photoregulatory mechanisms known to affect light harvesting by PSII. The most significant effect on photosynthetic efficiency we observed in our MD calculations arose from the movements of the two quinone electron acceptors, QA and QB. The positional changes we observed in QA compared to those previously observed between dark-adapted and light-adapted bacterial reaction centers suggests that conformational changes affecting electron transport efficiency triggered by light may be a common factor in Type II reaction centers (62). In summary, our MD calculations show a strong influence of protein dynamics on energy transfer and electron-transport efficiency in the PSII core. Our work also provides an additional framework for understanding the evolution of photosynthetic reaction centers and underlines the importance of considering protein dynamics in reaction-center structure and function.
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