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#### Abstract

Let $\mathfrak{g}$ be a finite-dimensional Lie algebra and $M$ be a $\mathfrak{g}$-module. The Fernando-Kac subalgebra of $\mathfrak{g}$ associated to $M$ is the subset $\mathfrak{g}[M] \subset \mathfrak{g}$ of all elements $g \in \mathfrak{g}$ which act locally finitely on $M$. A subalgebra $\mathfrak{l} \subset \mathfrak{g}$ for which there exists an irreducible module $M$ with $\mathfrak{g}[M]=\mathfrak{l}$ is called a Fernando-Kac subalgebra of $\mathfrak{g}$. A Fernando-Kac subalgebra of $\mathfrak{g}$ is of finite type if in addition $M$ can be chosen to have finite Jordan-Hölder $\mathfrak{l}$-multiplicities. Under the assumption that $\mathfrak{g}$ is simple, I. Penkov has conjectured an explicit combinatorial criterion describing all Fernando-Kac subalgebras of finite type which contain a Cartan subalgebra. In the present paper we prove this conjecture for $\mathfrak{g} \not \neq E_{8}$.
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## 1. Introduction

Let $\mathfrak{g}$ be a finite-dimensional complex Lie algebra and $M$ be a $\mathfrak{g}$-module. The Fernando-Kac subalgebra $\mathfrak{g}[M] \subset \mathfrak{g}$ associated to $M$ is by definition the subset of elements of $\mathfrak{g}$ which act locally finitely on $M$. The fact that $\mathfrak{g}[M]$ is a subalgebra of $\mathfrak{g}$ was independently proved by V . Kac and S. Fernando, [Kac85,Fer90]. The $\mathfrak{g}$-module $M$ is said to be a ( $\mathfrak{g}, \mathfrak{k}$ )-module if $\mathfrak{k} \subset \mathfrak{g}[M$ ], and to be a strict ( $\mathfrak{g}, \mathfrak{k}$ )module if $\mathfrak{g}[M]=\mathfrak{k}$. A subalgebra $\mathfrak{k}$ of $\mathfrak{g}$ is defined to be a Fernando-Kac subalgebra if there exists an irreducible strict $(\mathfrak{g}, \mathfrak{k})$-module $M$. Under a root subalgebra of $\mathfrak{g}$ we understand a subalgebra of $\mathfrak{g}$ which contains a Cartan subalgebra $\mathfrak{h} \subset \mathfrak{g}$.

A $(\mathfrak{g}, \mathfrak{k})$-module $M$ is of finite type if for any fixed irreducible finite-dimensional $\mathfrak{k}$-module $V$ the Jordan-Hölder multiplicities of $V$ in all finite-dimensional $\mathfrak{k}$-submodules of $M$ are uniformly bounded. A Fernando-Kac subalgebra $\mathfrak{k}$ of $\mathfrak{g}$ is of finite type if $\mathfrak{k}=\mathfrak{g}[M]$ for some irreducible ( $\mathfrak{g}, \mathfrak{k}$ )-module $M$ of finite type. Otherwise, $\mathfrak{k}$ is of infinite type. In what follows, $\mathfrak{g}$ will be assumed reductive.

This paper completes the classification of the root Fernando-Kac subalgebras of finite type of the classical simple Lie algebras. This classification was initiated in [PSO2,PSZ04]. It is proved in [PS02]

[^0]that every root subalgebra of $\mathfrak{g}$ is a Fernando-Kac subalgebra, not necessarily of finite type. In [PSZ04], I. Penkov, V. Serganova and G. Zuckerman gave a construction of an infinite family of irreducible $(\mathfrak{g}, \mathfrak{k})$-modules of finite type by using a procedure of geometric induction from irreducible ( $\mathfrak{p}_{\text {red }}, \mathfrak{h}$ )modules of finite type ( $\mathfrak{p}_{\text {red }}$ stands for the reductive part of a parabolic subalgebra $\mathfrak{p}$ ). This enabled them to determine all root Fernando-Kac subalgebras of finite type for $\mathfrak{g}=\operatorname{sl}(n)$, as they showed that all such subalgebras arise through this construction. Furthermore, I. Penkov conjectured an explicit description of all root Fernando-Kac subalgebras of finite type in terms of their root systems. It claims that two conditions, the "cone condition" and the "centralizer condition" (see Definition 3.1 below), are necessary and sufficient for a subalgebra to be a root Fernando-Kac of finite type (Theorem 3.2). The "centralizer condition" is a consequence of S. Fernando's result [Fer90] that Lie algebras of type $B$ and $D$ do not admit strict irreducible $(\mathfrak{g}, \mathfrak{h})$-module of finite type, and is trivially satisfied in both types $A$ and $C$. Moreover, it can be verified that Penkov's conjecture is compatible with decomposing a semisimple subalgebra into simple ideals, hence it suffices to prove it for the simple Lie algebras.

In the present paper, we prove Penkov's conjecture for all simple Lie algebras except $E_{8}$. The proof of Theorem 3.2 has two distinct parts. The first part establishes that all root subalgebras $\mathfrak{l}$ which do not satisfy the cone condition are Fernando-Kac subalgebras of infinite type. This is the main contribution of the present paper and makes up for all of Sections 4 and 5. In Section 4, for any root subalgebra $\mathfrak{l}$ we give a combinatorial definition of an $\mathfrak{l}$-infinite weight (Definition 4.1), equivalent to the existence of certain sl(2)-subalgebras of $\mathfrak{g}$ with pairwise strongly orthogonal roots. Then, assuming the existence of an $\mathfrak{l}$-infinite weight, we construct a $\mathfrak{k}$-type of infinite multiplicity in any strict $\mathfrak{g}, \mathfrak{l}$ )module.

In Section 5, we complete this first part of the proof by showing that, for a simple Lie algebra $\mathfrak{g} \neq E_{8}$, the failure of the cone condition implies the existence of an $\mathfrak{l}$-infinite weight. The argument for the classical Lie algebras goes through classifying minimal cone intersection relations (Lemma 5.5). The proof for the exceptional Lie algebras $F_{4}, E_{6}$ and $E_{7}$ involves a computer computation, performed by a $C++$ program written by the author. ${ }^{1}$ It is our conjecture that the failure of the cone condition implies the existence of an $l$-infinite weight for the exceptional Lie algebra $E_{8}$ as well; we have not yet been able to prove (or disprove) this fact due to the size of the computation.

To complete the proof, for a given root subalgebra $\mathfrak{l}=\mathfrak{k} \ni \mathfrak{n}$ satisfying the cone and the centralizer conditions, one constructs a strict irreducible ( $\mathfrak{g}, \mathfrak{l}$ )-module $M$. Such a general construction is already contained in [PSZ04]; here, we only show that any root subalgebra $\mathfrak{l}$ as above provides input data for it. This is ensured by Proposition 6.1.

## 2. Preliminaries

The base field is $\mathbb{C} . U(\bullet)$ stands for universal enveloping algebra. A reductive Lie algebra $\mathfrak{g}$ and its Cartan subalgebra $\mathfrak{h}$ are assumed fixed. All root subalgebras of $\mathfrak{g}$ we consider are assumed to contain $\mathfrak{h}$. The $\mathfrak{h}$-roots of $\mathfrak{g}$ are denoted by $\Delta(\mathfrak{g})$. By $\mathfrak{l}$ we denote a variable root subalgebra of $\mathfrak{g}$ with nilradical $\mathfrak{n}$. We denote by $\mathfrak{k}$ the unique reductive part of $\mathfrak{l}$ which contains $\mathfrak{h}$, and we write $\mathfrak{l}=\mathfrak{k} \ni \mathfrak{n}$. The root spaces of $\mathfrak{l}$ are automatically root spaces of $\mathfrak{g}$, and we denote by $\Delta(\mathfrak{l})$ (respectively, $\Delta(\mathfrak{k})$ ) the set of roots of $\mathfrak{l}($ respectively of $\mathfrak{k}) ; \Delta(\mathfrak{k}) \subset \Delta(\mathfrak{l}) \subset \Delta(\mathfrak{g})$. We also put $\Delta(\mathfrak{n}):=\Delta(\mathfrak{l}) \backslash \Delta(\mathfrak{k})$. There are vector space decompositions

$$
\begin{array}{ll}
\mathfrak{g}=\mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta(\mathfrak{g})} \mathfrak{g}^{\alpha}, \quad \mathfrak{l}=\mathfrak{h} \oplus \bigoplus_{\alpha \in \Delta(\mathfrak{l})} \mathfrak{g}^{\alpha}, \\
\mathfrak{k}=\mathfrak{h} \oplus \bigoplus_{\substack{\alpha \in \Delta(\mathfrak{l}) \\
-\alpha \in \Delta(\mathfrak{l})}} \mathfrak{g}^{\alpha}, \quad \mathfrak{n}=\bigoplus_{\substack{\alpha \in \Delta(\mathfrak{l}) \\
-\alpha \notin \Delta(\mathfrak{l})}} \mathfrak{g}^{\alpha} .
\end{array}
$$

[^1]We fix a Borel subalgebra $\mathfrak{b} \supset \mathfrak{h}$ whose roots are by definition the positive roots; we denote them by $\Delta^{+}(\mathfrak{g})$. Given a set of roots $I$, we denote by Cone $_{\mathbb{Z}}(I)$ (respectively, Cone $\mathbb{Q}_{\mathbb{Q}}(I)$ ) the $\mathbb{Z}_{\geqslant 0}$-span (respectively, $\mathbb{Q} \geqslant 0$-span) of $I$.

The form on $\mathfrak{h}^{*}$ induced by the Killing form is denoted by $\langle\bullet, \bullet\rangle$. The sign $\equiv$ stands for strongly orthogonal; two roots $\alpha, \beta$ are defined to be strongly orthogonal if neither $\alpha+\beta$ nor $\alpha-\beta$ is a root or zero (which implies $\langle\alpha, \beta\rangle=0$ ). We say that a root $\alpha$ is linked to an arbitrary set of roots $I$ if there is an element of $I$ that is not orthogonal to $\alpha$. The Weyl group of $\mathfrak{g}$ is denoted by $\mathbf{W}$. For two roots $\alpha, \beta \in \Delta(\mathfrak{g})$ we say that $\alpha \preccurlyeq \beta$ if $\beta-\alpha$ is a non-negative linear combination of positive roots.

For any subalgebra $\mathfrak{s} \subset \mathfrak{g}$ we denote by $N(\mathfrak{s})$ (respectively, $C(\mathfrak{s})$ ) the normalizer (respectively, the centralizer) of $\mathfrak{s}$ in $\mathfrak{g}$. If $\mathfrak{s}$ is reductive, we set $\mathfrak{s}_{s \mathfrak{s}}=[\mathfrak{s}, \mathfrak{s}]$, and if $\mathfrak{s}$ contains $\mathfrak{h}$ we denote by $\mathfrak{s}_{\text {red }}$ the reductive part of $\mathfrak{s}$ containing $\mathfrak{h}$ (in particular, $\mathfrak{k}=\mathfrak{l}_{\text {red }}$ ).

Lemma 2.1. Let $\mathfrak{k} \subset \mathfrak{g}$ be a reductive root subalgebra. Then $C\left(\mathfrak{k}_{s s}\right)=\mathfrak{h}_{1} \oplus \bigoplus_{\alpha \pm \Delta(\mathfrak{k})} \mathfrak{g}^{\alpha}$, where $\mathfrak{h}_{1}=\{h \in \mathfrak{h} \mid$ $\gamma(h)=0, \forall \gamma \in \Delta(\mathfrak{k})\}$.

Proof. Let $x:=h+\sum_{\alpha \in \Delta(\mathfrak{g})} a_{\alpha} g^{\alpha} \in C\left(\mathfrak{k}_{s s}\right)$, where $g^{\alpha} \in \mathfrak{g}^{\alpha}$. For any $\gamma \in \Delta(\mathfrak{k})$ we have $0=\left[x, g^{\gamma}\right]=$ $\gamma(h) g^{\gamma}+\sum_{\alpha \in \Delta(\mathfrak{g})} a_{\alpha} c_{\alpha \gamma} g^{\alpha+\gamma}$, where $g^{\alpha+\gamma}=0$ if $\alpha+\gamma$ is not a root and $c_{\alpha \gamma} \neq 0$ whenever $\alpha+\gamma$ is a root. Therefore $a_{\alpha}=0$ for all $\alpha$ which are not strongly orthogonal to $\Delta(\mathfrak{k})$ and $\gamma(h)=0$. On the other hand, it is clear that when $\gamma(h)=0$ for all $\gamma \in \Delta(\mathfrak{k})$, and $a_{\alpha}$ are arbitrary, then $h+\sum_{\alpha \equiv \Delta(\mathfrak{k})} a_{\alpha} g^{\alpha}$ is an element of $C\left(\mathfrak{k}_{s s}\right)$.

We fix the conventional expressions for the positive roots of the classical root systems:

$$
\begin{array}{ll}
A_{n}, n \geqslant 2: & \Delta^{+}(\mathfrak{g})=\left\{\varepsilon_{i}-\varepsilon_{j} \mid i<j \in\{1, \ldots, n+1\}\right\}, \\
B_{n}, n \geqslant 2: & \Delta^{+}(\mathfrak{g})=\left\{\varepsilon_{i} \pm \varepsilon_{j} \mid i<j \in\{1, \ldots, n\}\right\} \cup\left\{\varepsilon_{i} \mid i \in\{1, \ldots n\}\right\}, \\
C_{n}, n \geqslant 2: & \Delta^{+}(\mathfrak{g})=\left\{\varepsilon_{i} \pm \varepsilon_{j} \mid i \leqslant j \in\{1, \ldots, n\}\right\} \backslash\{0\}, \\
D_{n}, n \geqslant 4: & \Delta^{+}(\mathfrak{g})=\left\{\varepsilon_{i} \pm \varepsilon_{j} \mid i<j \in\{1, \ldots, n\}\right\} .
\end{array}
$$

## 3. Statement of the result

Definition 3.1 (I. Penkov).
(a) Cone condition. We say that $\mathfrak{l}$ satisfies the cone condition if $\operatorname{Cone}_{\mathbb{Q}}(\Delta(\mathfrak{n})) \cap \operatorname{Cone}_{\mathbb{Q}}\left(\operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})\right)=$ $\{0\}$, where $\operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l}):=\{\alpha \in \Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{l}) \mid \alpha+\delta \notin \Delta(\mathfrak{g}), \forall \delta \in \Delta(\mathfrak{b}) \cap \Delta(\mathfrak{k})\}$ are the weights of the $\mathfrak{b} \cap \mathfrak{k}$-singular vectors of the $\mathfrak{k}$-module $\mathfrak{g} / \mathrm{l}$.
(b) Centralizer condition. We say that $\mathfrak{l}$ satisfies the centralizer condition if a (equivalently any) Levi subalgebra of the Lie algebra $C\left(\mathfrak{k}_{s s}\right) \cap N(\mathfrak{n})$ has simple constituents of type $A$ and $C$ only.

Remark. The cone condition (a) holds as stated if and only if it holds with $\mathbb{Q}$ replaced by $\mathbb{Z}$.
Theorem 3.2. Let $\mathfrak{l}=\mathfrak{k} \ni \mathfrak{n}$ be a root subalgebra of $\mathfrak{g} \simeq \operatorname{sl}(n)$, $\operatorname{so}(2 n+1)$, $\operatorname{sp}(2 n)$, $\operatorname{so}(2 n), G_{2}, F_{4}, E_{6}$ or $E_{7}$. Then $\mathfrak{l}$ is a Fernando-Kac subalgebra of finite type if and only if $\mathfrak{l}$ satisfies the cone and centralizer conditions.

We present the proof in Section 6. Note that the criterion of Theorem 3.2 is entirely combinatorial. This clearly applies to the cone condition. Checking the centralizer condition under the assumption that the cone condition holds is also an entirely combinatorial procedure. Indeed, in this latter case Proposition 6.1 below gives that $C\left(\mathfrak{k}_{s s}\right) \cap N(\mathfrak{n})=C\left(\mathfrak{k}_{s s}\right) \cap N\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right.$ ), i.e. $C\left(\mathfrak{k}_{s s}\right) \cap N(\mathfrak{n})$ is a parabolic subalgebra of $C\left(\mathfrak{k}_{s s}\right)$. Therefore checking the centralizer condition reduces to checking the type of the root subsystem $Q \cap-Q \subset \Delta(\mathfrak{g})$, where $Q:=\{\alpha \in \Delta(\mathfrak{g}) \mid \alpha \neq \Delta(\mathfrak{k})$, such that for all $\beta \in \Delta(\mathfrak{n})$ with $\beta \pm \Delta(\mathfrak{k})$, either $\alpha+\beta \in \Delta(\mathfrak{n})$, or $\alpha+\beta$ is not a root $\}$.

Table 1
Non-solvable root subalgebras that fail the cone condition in types $B_{3}$ and $C_{3}$.

| $\mathfrak{g} \simeq \operatorname{so}$ (7) |  |
| :---: | :---: |
| $\Delta(\mathfrak{k})$ is of type $A_{1}+A_{1}$; $\Delta^{+}(\mathfrak{k})=\varepsilon_{1}-\varepsilon_{2}, \varepsilon_{1}+\varepsilon_{2}$ | $\Delta(\mathfrak{n})=\varepsilon_{1}+\varepsilon_{3}, \varepsilon_{2}+\varepsilon_{3},-\varepsilon_{2}+\varepsilon_{3},-\varepsilon_{1}+\varepsilon_{3}$ |
| $\Delta(\mathfrak{k})$ is of type $A_{1}$; $\Delta^{+}(\mathfrak{k})=\varepsilon_{3}$ | $\begin{aligned} & \Delta(\mathfrak{n})=\varepsilon_{1}-\varepsilon_{2}, \varepsilon_{1}+\varepsilon_{3}, \varepsilon_{1}-\varepsilon_{3}, \varepsilon_{1} \\ & \Delta(\mathfrak{n})=\varepsilon_{1}+\varepsilon_{3}, \varepsilon_{1}-\varepsilon_{3}, \varepsilon_{1} \end{aligned}$ |
| $\Delta(\mathfrak{k})$ is of type $A_{1}$; $\Delta^{+}(\mathfrak{k})=\varepsilon_{1}-\varepsilon_{2}$ | $\begin{aligned} & \Delta(\mathfrak{n})=\varepsilon_{3},-\varepsilon_{2}+\varepsilon_{3},-\varepsilon_{1}+\varepsilon_{3} \\ & \Delta(\mathfrak{n})=\varepsilon_{1}+\varepsilon_{2}, \varepsilon_{1}-\varepsilon_{3}, \varepsilon_{2}-\varepsilon_{3}, \varepsilon_{1}+\varepsilon_{3}, \varepsilon_{2}+\varepsilon_{3} \\ & \Delta(\mathfrak{n})=\varepsilon_{1}+\varepsilon_{2}, \varepsilon_{1}-\varepsilon_{3}, \varepsilon_{2}-\varepsilon_{3},-\varepsilon_{2}-\varepsilon_{3},-\varepsilon_{1}-\varepsilon_{3} \\ & \Delta(\mathfrak{n})=\varepsilon_{1}+\varepsilon_{2}, \varepsilon_{1}-\varepsilon_{3}, \varepsilon_{2}-\varepsilon_{3}, \varepsilon_{1}, \varepsilon_{2} \\ & \Delta(\mathfrak{n})=\varepsilon_{1}+\varepsilon_{2}, \varepsilon_{1}-\varepsilon_{3}, \varepsilon_{2}-\varepsilon_{3} \\ & \Delta(\mathfrak{n})=\varepsilon_{1}+\varepsilon_{2}, \varepsilon_{1}, \varepsilon_{2} \\ & \Delta(\mathfrak{n})=\varepsilon_{1}-\varepsilon_{3}, \varepsilon_{2}-\varepsilon_{3},-\varepsilon_{2}-\varepsilon_{3},-\varepsilon_{1}-\varepsilon_{3} \\ & \Delta(\mathfrak{n})=\varepsilon_{1}-\varepsilon_{3}, \varepsilon_{2}-\varepsilon_{3} \end{aligned}$ |
| $\mathfrak{g} \simeq \operatorname{sp}(6)$ |  |
| $\Delta(\mathfrak{k})$ is of type $A_{1}$; $\Delta^{+}(\mathfrak{k})=-\varepsilon_{2}+\varepsilon_{3}$ | $\begin{aligned} & \Delta(\mathfrak{n})=2 \varepsilon_{1}, 2 \varepsilon_{3}, 2 \varepsilon_{2}, \varepsilon_{2}+\varepsilon_{3} \\ & \Delta(\mathfrak{n})=2 \varepsilon_{1},-2 \varepsilon_{2},-2 \varepsilon_{3},-\varepsilon_{2}-\varepsilon_{3} \\ & \Delta(\mathfrak{n})=\varepsilon_{1}+\varepsilon_{3}, \varepsilon_{1}+\varepsilon_{2}, 2 \varepsilon_{3}, 2 \varepsilon_{2}, \varepsilon_{2}+\varepsilon_{3} \\ & \Delta(\mathfrak{n})=\varepsilon_{1}+\varepsilon_{3}, \varepsilon_{1}+\varepsilon_{2} \\ & \Delta(\mathfrak{n})=2 \varepsilon_{3}, 2 \varepsilon_{2}, \varepsilon_{2}+\varepsilon_{3} \\ & \Delta(\mathfrak{n})=\varepsilon_{1}-\varepsilon_{2}, \varepsilon_{1}-\varepsilon_{3},-2 \varepsilon_{2},-2 \varepsilon_{3},-\varepsilon_{2}-\varepsilon_{3} \\ & \Delta(\mathfrak{n})=\varepsilon_{1}-\varepsilon_{2}, \varepsilon_{1}-\varepsilon_{3} \\ & \Delta(\mathfrak{n})=-2 \varepsilon_{2},-2 \varepsilon_{3},-\varepsilon_{2}-\varepsilon_{3} \end{aligned}$ |
| $\Delta(\mathfrak{k})$ is of type $A_{1}$; $\Delta^{+}(\mathfrak{k})=2 \varepsilon_{1}$ | $\begin{aligned} & \Delta(\mathfrak{n})=-\varepsilon_{2}+\varepsilon_{3}, 2 \varepsilon_{3},-2 \varepsilon_{2}, \varepsilon_{1}+\varepsilon_{3},-\varepsilon_{1}+\varepsilon_{3} \\ & \Delta(\mathfrak{n})=-\varepsilon_{2}+\varepsilon_{3}, 2 \varepsilon_{3}, \varepsilon_{1}+\varepsilon_{3},-\varepsilon_{1}+\varepsilon_{3} \\ & \Delta(\mathfrak{n})=-\varepsilon_{2}+\varepsilon_{3}, 2 \varepsilon_{3} \\ & \Delta(\mathfrak{n})=-\varepsilon_{2}+\varepsilon_{3} \\ & \Delta(\mathfrak{n})=2 \varepsilon_{2}, 2 \varepsilon_{3}, \varepsilon_{1}+\varepsilon_{2},-\varepsilon_{1}+\varepsilon_{2} \\ & \Delta(\mathfrak{n})=2 \varepsilon_{2}, 2 \varepsilon_{3} \\ & \Delta(\mathfrak{n})=2 \varepsilon_{2}, \varepsilon_{1}+\varepsilon_{2},-\varepsilon_{1}+\varepsilon_{2} \\ & \Delta(\mathfrak{n})=2 \varepsilon_{2} \end{aligned}$ |

In the case when $\mathfrak{k}=\mathfrak{h}$ (i.e. $\lceil$ is solvable), the cone condition is equivalent to the requirement that $\mathfrak{n}$ be the nilradical of a parabolic subalgebra containing $\mathfrak{h}$ (see [PS02, Proposition 4] and also Lemma 5.8 below). Furthermore, using Corollary 5.5 and Theorem 5.8 from [PSZO4], it is not difficult to show that when $\mathfrak{g}$ is of type $A$, the cone condition holds if and only if $\mathfrak{n}$ is the nilradical of a parabolic subalgebra of $\mathfrak{g}$ which contains $\mathfrak{k}$. This is not the case in type $B, C$, and $D$. Here is an example for type $C$.

Example 3.3. $\mathfrak{g}=\operatorname{sp}(6), \Delta(\mathfrak{k})=\left\{ \pm 2 \varepsilon_{2}, \pm 2 \varepsilon_{3}\right\}, \Delta(\mathfrak{n})=2 \varepsilon_{1}, \varepsilon_{1}+\varepsilon_{2}, \varepsilon_{1}-\varepsilon_{2}$. A computation shows that Sing $_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})=\left\{\varepsilon_{3}+\varepsilon_{1}, \varepsilon_{2}+\varepsilon_{3}, \varepsilon_{3}-\varepsilon_{1},-\varepsilon_{1}+\varepsilon_{2},-2 \varepsilon_{1}\right\}$. Thus the cone condition is satisfied, but there exists no parabolic subalgebra $\mathfrak{p}$ with $\mathfrak{n}=\mathfrak{n}_{\mathfrak{p}}$. Indeed, assume the contrary. Then there exists a vector $t \in h$ with $\alpha(t)>0$ for all $\alpha \in \Delta(\mathfrak{n})$, and $\alpha(t) \leqslant 0$ for all other roots $\alpha$ of $\mathfrak{g}$. Therefore $\varepsilon_{2}(t)=\varepsilon_{3}(t)=0, \varepsilon_{1}(t)>0$, and $\left(\varepsilon_{1}+\varepsilon_{3}\right)(t)>0$. Contradiction.

To illustrate the cone condition in the non-solvable case, we present all non-solvable root subalgebras that fail the cone condition in types $B_{3}$ and $C_{3}$ (Table 1). These subalgebras are, up to conjugation, all non-solvable root subalgebras of infinite type in types $B_{3}$ and $C_{3}$. Indeed, the centralizer condition is trivially satisfied in type $C_{3}$. In type $B_{3}$, the centralizer condition holds for $\mathfrak{l} \neq \mathfrak{h}$, as the root system $B_{2}$ is isomorphic to $C_{2}$. Up to conjugation, in so(7) (respectively, $\mathrm{sp}(6)$ ), there are 11 (respectively, 16) non-solvable root subalgebras that fail the cone condition, and 32 (respectively, 38) non-solvable root subalgebras that satisfy it.

## 4. A sufficient condition for infinite type

Let $\mathfrak{l}=\mathfrak{k} \nexists \mathfrak{n}$ be a root subalgebra, let $M$ be a $(\mathfrak{g}, \mathfrak{l})$-module. For every root $\alpha \in \Delta(\mathfrak{g})$ choose a non-zero vector $g^{\alpha} \in \mathfrak{g}^{\alpha}$ such that $\left[g^{\alpha}, g^{-\alpha}\right]=h^{\alpha}$, where $h^{\alpha}$ is the element of $\mathfrak{h}$ for which $\left[h^{\alpha}, g^{\beta}\right]=$ $\langle\alpha, \beta\rangle \mathrm{g}^{\beta}$ for all $\beta \in \Delta(\mathfrak{g})$.

By Lie's theorem, there exists a $\mathfrak{b} \cap \mathfrak{l}$-singular vector $v$ in $M$. Suppose that there exist roots $\alpha_{i} \in \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})$ and $\beta_{i} \in \Delta(\mathfrak{n})$, as well as numbers $a_{i}, b_{j} \in \mathbb{Z}_{>0}$, such that the vectors of the form $\left(\left(g^{-\beta_{1}}\right)^{b_{1}} \ldots\left(g^{-\beta_{k}}\right)^{b_{k}}\right)^{t}\left(\left(g^{\alpha_{1}}\right)^{a_{1}} \ldots\left(g^{\alpha_{l}}\right)^{a_{l}}\right)^{t} \cdot v$ for $t \in \mathbb{Z}_{>0}$ have the following three properties. First, these vectors have the same $\mathfrak{h}$-weight; second, they are linearly independent; third, each of them projects naturally to a $\mathfrak{b} \cap \mathfrak{l}$-singular vector in an appropriate $\mathfrak{l}$-subquotient of $M$. If all three properties hold, then $M$ is a $(\mathfrak{g}, \mathfrak{l}$ )-module of infinite type as the irreducible $\mathfrak{l}$-module with highest weight equal to the weight of $v$ has infinite multiplicity in $M$.

The above summarizes our approach for proving that the failure of the cone condition implies $\mathfrak{l}$ is a Fernando-Kac subalgebra of infinite type. The present section establishes that the three properties in question hold under an additional assumption. In Section 5 we prove that this additional assumption is satisfied whenever the cone condition fails.

## Definition 4.1.

- Let I be a set of roots and $\omega$ be a weight. We say that $\omega$ has a strongly orthogonal decomposition with respect to $I$ if there exist roots $\beta_{i} \in I$ and positive integers $b_{i}$ such that $\omega=b_{1} \beta_{1}+\cdots+b_{k} \beta_{k}$ and $\beta_{i} \neq \beta_{j}$ for all $i, j$.
- Fix $\mathfrak{l}=\mathfrak{k} \ni \mathfrak{n} \subset \mathfrak{g}$ with $\mathfrak{n} \subset \mathfrak{b}$. Let $\omega$ be a weight. We say that $\omega$ is two-sided with respect to $\mathfrak{l}$, or simply two-sided, if the following two conditions hold:
$-\omega \in \operatorname{Cone}_{\mathbb{Z}}\left(\operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l}) \cap \operatorname{Cone}_{\mathbb{Z}}(\Delta(\mathfrak{n})) \backslash\{0\}\right.$, i.e. there exist $a_{i} \in \mathbb{Z}_{>0}, \alpha_{i} \in \operatorname{Sing}_{\mathfrak{k} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l}), b_{i} \in \mathbb{Z}_{>0}$ and $\beta_{i} \in \Delta(\mathfrak{n})$ with

$$
\begin{equation*}
\omega=\sum_{i=1}^{l} a_{i} \alpha_{i}=\sum_{i=1}^{k} b_{i} \beta_{i} \tag{1}
\end{equation*}
$$

- among all expressions for $\omega$ of type (1), there exists one for which $\left[\mathfrak{g}^{\alpha_{1}}, \mathfrak{n}\right] \subset \mathfrak{n}, \ldots,\left[\mathfrak{g}^{\alpha_{1}}, \mathfrak{n}\right] \subset \mathfrak{n}$.
- Let $\omega$ be a weight. If $\omega$ is both two-sided and has a strongly orthogonal decomposition with respect to $\Delta(\mathfrak{n})$, we say that $\omega$ is $\mathfrak{l}$-strictly infinite.
- If for a given weight $\omega$ there exists a root subalgebra $\mathfrak{t}$ containing $\mathfrak{k}$, such that $\omega$ is $\mathfrak{l}$-strictly infinite in $\mathfrak{t}$, where $\mathfrak{l}^{\prime}:=\mathfrak{l} \cap \mathfrak{t}=\mathfrak{k} \ni(\mathfrak{t} \cap \mathfrak{n})$, we say that $\omega$ is $\mathfrak{l}$-infinite.

Lemma 4.2. Given $\mathfrak{l}=\mathfrak{k} \ni \mathfrak{n} \subset \mathfrak{g}$, there exists $h \in \mathfrak{h}$ such that $\gamma(h)=0$ for all $\gamma \in \Delta(\mathfrak{k})$ and $\beta(h)>0$ for all $\beta \in \Delta(\mathfrak{n})$.

Proof. Since $\mathfrak{h} \exists \mathfrak{n}$ is a solvable Lie algebra, it lies in a maximal solvable (i.e. Borel) subalgebra; assume without loss of generality that this Borel subalgebra is $\mathfrak{b}$. Fix $h^{\prime} \in \mathfrak{h}$ such that $\gamma\left(h^{\prime}\right)>0$ for all $\gamma \in \Delta^{+}(\mathfrak{g})$. Let $h^{\prime \prime} \in \mathfrak{h}$ be defined by $\gamma\left(h^{\prime \prime}\right):=\gamma\left(h^{\prime}\right)$ for all $\gamma \in \Delta(\mathfrak{k})$ and $\alpha\left(h^{\prime \prime}\right)=0$ for all weights $\alpha \in \Delta(\mathfrak{k})^{\perp}$. Set $h:=h^{\prime}-h^{\prime \prime}$.

We claim that $h$ has the properties stated in the lemma. Indeed, let $\mathfrak{n}^{\prime} \subset \mathfrak{n}$ be a $\mathfrak{k}$-submodule of $\mathfrak{n}$. Since $\gamma(h)=0$ for all $\alpha \in \Delta(\mathfrak{k})$, the value $r:=\beta(h)$ is the same for all roots $\beta \in \Delta\left(\mathfrak{n}^{\prime}\right)$. Our statement is now equivalent to showing that $r>0$. Assume on the contrary that $r \leqslant 0$. Let the sum of the weights of $\Delta\left(\mathfrak{n}^{\prime}\right)$ be $\lambda$, i.e. $\lambda:=\sum_{\beta_{i} \in \Delta\left(\mathfrak{n}^{\prime}\right)} \beta_{i}$. Then $\lambda(h)=\#\left(\Delta\left(\mathfrak{n}^{\prime}\right)\right) r \leqslant 0$. On the other hand, the sum of the weights of a finite-dimensional $\mathfrak{k}_{s s}$-module always equals zero, i.e. $\lambda \in \Delta(\mathfrak{k})^{\perp}$. Therefore $\lambda(h)=\lambda\left(h^{\prime}\right)-\lambda\left(h^{\prime \prime}\right)=\lambda\left(h^{\prime}\right)>0$, contradiction.

For an arbitrary weight $\mu \in \mathfrak{h}^{*}$, denote by $L_{\mu}(\mathfrak{k})$ (respectively, $L_{\mu}(\mathfrak{g})$ ) the irreducible highest weight $\mathfrak{k}$-module (respectively, $\mathfrak{g}$-module) with $\mathfrak{b} \cap \mathfrak{k}$-highest (respectively, $\mathfrak{b}$-highest) weight $\mu$.

Lemma 4.3. Let $\omega$ be a weight that has a strongly orthogonal decomposition with respect to $\Delta(\mathfrak{n})$. Let $\lambda \in \mathfrak{h}^{*}$ be an arbitrary $\mathfrak{b} \cap \mathfrak{k}$-dominant and $\mathfrak{k}$-integral weight. Then there exists a number $t_{0}$ such that, for any $t>t_{0}$ and any $\mathfrak{g}$-module $M$ that has $a(\mathfrak{b} \cap \mathfrak{k}) \ni \mathfrak{n}$-singular vector $v$ of weight $\lambda+t \omega$, it follows that $M$ has $a \mathfrak{k}$ subquotient in which there is a non-zero $\mathfrak{b} \cap \mathfrak{k}$-singular vector $\tilde{w}$ of weight $\lambda$.

Before we proceed with the proof we state the following.
Corollary 4.4. Let $\mathfrak{g}, \mathfrak{b}, \mathfrak{l}=\mathfrak{k} \ni \mathfrak{n}, \lambda$ and $\omega$ be as above. Then there exists $t_{0}$ such that for any $t>t_{0}$ and any $(\mathfrak{g}, \mathfrak{k})$-module that has $a(\mathfrak{b} \cap \mathfrak{k}) \ni \mathfrak{n}$-singular vector $v \in M$ of weight $\lambda+t \omega$, it follows that $M$ has non-zero multiplicity of $L_{\lambda}(\mathfrak{k})$. In particular, the existence of a $(\mathfrak{g}, \mathfrak{k})$-module with the required singular vector implies that $\omega$ is $\mathfrak{b} \cap \mathfrak{k}$-dominant.

Proof of Lemma 4.3. Let $\mathfrak{n}^{-}$be the subalgebra generated by the root spaces opposite to the root spaces of $\mathfrak{n}$. Let $b_{1} \beta_{1}+\cdots+b_{k} \beta_{k}=\omega$ be a strongly orthogonal decomposition of $\omega$ with respect to $\Delta(\mathfrak{n})$ (Definition 4.1). Let $u:=\left(g^{\beta_{1}}\right)^{b_{1}} \ldots\left(g^{\beta_{k}}\right)^{b_{k}} \in U(\mathfrak{n})$ and $\bar{u}:=\left(g^{-\beta_{1}}\right)^{b_{1}} \ldots\left(g^{-\beta_{k}}\right)^{b_{k}}$.

Let $A$ be the linear subspace of $U\left(\mathfrak{n}^{-}\right)$generated by all possible monomials $g^{-\gamma_{1}} \ldots g^{-\gamma_{k}}$ that have strictly higher weight than $-t \omega$, where $-\gamma_{i} \in \Delta\left(\mathfrak{n}^{-}\right)$, in other words, $A:=\operatorname{span}\left\{g^{-\gamma_{1}} \ldots g^{-\gamma_{k}} \mid\right.$ $\left.\gamma_{i} \in \Delta(\mathfrak{n}), \sum \gamma_{i} \prec \omega\right\}$. Denote by $N$ the $\mathfrak{k}$-module generated by the vectors $\{A \cdot v\}$. To prove the lemma, we will show that the $\mathfrak{k}$-module $M / N$ has $\tilde{w}$ as a $\mathfrak{b} \cap \mathfrak{k}$-singular weight vector, where $\tilde{w}$ is the image in $M / N$ of $w:=\bar{u}^{t} \cdot v$.

First, we will prove that $\tilde{w}$ is $\mathfrak{b} \cap \mathfrak{k}$-singular: indeed, $\mathfrak{n}^{-}$is an ideal in the Lie subalgebra $\mathfrak{k} \mathfrak{n}^{-}$and so $g^{\alpha} \bar{u}^{t} \in\left(\bar{u}^{t} g^{\alpha}+A\right)$ for all $\alpha \in \Delta^{+}(\mathfrak{k})$; this, together with the fact that $v$ is $\mathfrak{b} \cap \mathfrak{k}$-singular, proves our claim. Second, we will prove that if $w$ is non-zero, then $w \notin N$ and therefore $\tilde{w}$ is non-zero. Indeed, the weight spaces of $N$ are a subset of the set

$$
X:=\bigcup_{\substack{\gamma \in \operatorname{Cone}_{\mathbb{Z}}\left(\Delta\left(\mathfrak{n}^{-}\right)\right) \\ \gamma \succ-t \omega}}\left(\lambda+t \omega+\gamma+\operatorname{span}_{\mathbb{Z}} \Delta(\mathfrak{k})\right)
$$

We claim that $X$ does not contain $\lambda$ : indeed, choose $l \in h$ such that $\gamma(l)=0$ for all $\gamma \in \Delta(\mathfrak{k})$ and $\beta^{\prime}(l)>0$ for all $\beta^{\prime} \in \Delta(\mathfrak{n})$ (Lemma 4.2). Therefore $-t \omega(l) \notin\{\mu(l) \mid \mu \in X\}$ and our claim is established.

To finish the proof of the lemma we are left to show that $\omega=\bar{u}^{t} \cdot v$ is non-zero, and this is the first and only place we will use the strongly orthogonal decomposition of $\omega$. To do that we will prove by direct computation that the vector $u^{t} \bar{u}^{t} \cdot v$ is a strictly positive multiple of $v$. For any $n \in \mathbb{Z}_{>0}$, we compute

$$
\begin{aligned}
\left(g^{\beta_{i}}\right)\left(g^{-\beta_{i}}\right)^{n} \cdot v & =\sum_{j=0}^{n-1}\left\langle\beta_{i},-j \beta_{i}+\lambda+t \omega\right\rangle\left(g^{-\beta_{i}}\right)^{n-1} \cdot v \\
& =\left(\left\langle\beta_{i}, \beta_{i}\right\rangle\left(b_{i} n t-\frac{n(n-1)}{2}\right)+\left\langle\beta_{i}, \lambda\right\rangle\right)\left(g^{-\beta_{i}}\right)^{n-1} \cdot v .
\end{aligned}
$$

Therefore

$$
\left(g^{\beta_{i}}\right)^{t}\left(g^{-\beta_{i}}\right)^{t} \cdot v=\prod_{k=0}^{t-1}\left(\left\langle\beta_{i}, \beta_{i}\right\rangle\left(b_{i}(t-k) t-\frac{(t-k)(t-k-1)}{2}\right)+\left\langle\beta_{i}, \lambda\right\rangle\right) \cdot v
$$

Define $c_{i}(t, \lambda)$ to be the above computed coefficient of $v$, in other words, set $c_{i}(t, \lambda) v:=$ $\left(g^{\beta_{i}}\right)^{t-s}\left(g^{-\beta_{i}}\right)^{t-s} \cdot v$. Since $b_{i}$ is a positive integer using the explicit form of $c_{i}(t, \lambda)$, we see that for a fixed $\lambda, c_{i}(t, \lambda)>0$ for all large enough $t$. Using that $g^{ \pm \beta_{i}}$ and $g^{ \pm \beta_{j}}$ commute whenever $i \neq j$,
we get immediately that $u^{t} \bar{u}^{t} \cdot v=\prod_{i} c_{i}(t, \lambda) v$, which proves our claim that $u^{t} \bar{u}^{t} \cdot v$ is a positive multiple of $v$. Therefore $\bar{u}^{t} \cdot v$ cannot be zero, which completes the proof of the lemma.

Example 4.5. Let us illustrate Lemma 4.3 in the case when $\mathfrak{g} \simeq \operatorname{sl}(3)$ and $M$ is an irreducible ( $\mathfrak{g}, \mathfrak{l}$ )module of finite type. Consider first the case $\mathfrak{k}=\mathfrak{h}$. If $\mathfrak{n}=\{0\}$, the statement of the lemma is a tautology. If $\mathfrak{n} \neq\{0\}$, the lemma asserts that a certain weight space of $M$ is non-zero. As the $\mathfrak{h}$-characters of all simple sl(3)-modules of finite type are known (see, for instance, [Mat00, Section 7]), the claim of the lemma is a direct corollary of this result.

The only other possibility for $\mathfrak{k} \neq \mathfrak{g}$ is $\mathfrak{k} \simeq \operatorname{sl}(2)+\mathfrak{h}$. Then there are 2 options for $\mathfrak{l}: \mathfrak{l}=\mathfrak{k}$ or $\mathfrak{l}=\mathfrak{k} \ni \mathfrak{n}$, where $\operatorname{dim} \mathfrak{n}=2$. For $\mathfrak{l}=\mathfrak{k}$ the lemma is a tautology as $\mathfrak{n}=\{0\}$. Consider the case when $\mathfrak{l}=\mathfrak{k} \ni \mathfrak{n}$ with $\operatorname{dim} \mathfrak{n}=2$, i.e. the case when $\mathfrak{l}$ is a parabolic subalgebra with Levi component isomorphic to $\mathrm{sl}(2)$. Here, there are two options for $M$ : $\operatorname{dim} M<\infty$, and $\operatorname{dim} M=\infty$. In both cases $\mathfrak{k}$ acts semisimply on $M$ and the lemma asserts the existence of certain $\mathfrak{b} \cap \mathfrak{k}$ singular vector in $M$. More precisely, let $\gamma_{1}:=$ $\varepsilon_{1}-\varepsilon_{2}, \gamma_{2}:=\varepsilon_{2}-\varepsilon_{3}$ be the positive simple basis of $\Delta(\mathfrak{g})$ with respect to $\mathfrak{b}$, and let $\Delta(\mathfrak{k})=\left\{ \pm \gamma_{1}\right\}$. Then Lemma 4.3 claims that if $\lambda$ is $\mathfrak{b} \cap \mathfrak{k}$-dominant and integral, then $L_{\lambda+t \omega}(\mathfrak{g})$ has a $\mathfrak{b} \cap \mathfrak{k}$-singular vector of weight $\lambda$ for all large enough $t$. Up to multiplication by a positive integer, there are two different options for picking the weight $\omega$-either $\omega=\gamma_{1}+\gamma_{3}$ or $\omega=\gamma_{2}+\gamma_{3}$.

- Suppose $\omega=\gamma_{1}+\gamma_{3}$. Let $x(t)$ and $y(t)$ be functions of $t$ and $\lambda$, defined by $\lambda+t \omega=$ $\frac{x(t)}{3}\left(2 \gamma_{1}+\gamma_{2}\right)+\frac{y(t)}{3}\left(\gamma_{1}+2 \gamma_{2}\right)$. The requirement that $\lambda$ be $\mathfrak{b} \cap \mathfrak{k}$-dominant forces $t \leqslant x(t)$. Then the lemma states that there exists a constant $t_{0}$, such that for all $t_{0} \leqslant t \leqslant x(t)$ we have that $L_{\lambda+t \omega}(\mathfrak{g})$ has a $\mathfrak{b} \cap \mathfrak{k}$-singular vector of weight $\lambda$. The reader can verify that for both infinite and finite-dimensional $M$, that the constant $t_{0}$ can be chosen to be zero.
- Suppose $\omega=\gamma_{2}$. Then the lemma states that there exists a constant $t_{0}$, such that for all $t \geqslant t_{0}$ we have that $L_{\lambda+t \omega}(\mathfrak{g})$ has a $\mathfrak{b} \cap \mathfrak{k}$-singular vector of weight $\lambda$. As the reader can verify, when $\operatorname{dim} M=\infty$, the statement of the lemma holds for $t_{0}=0$; in the case that $M$ is finite-dimensional, one must pick $t_{0} \geqslant-\left\langle\lambda, \gamma_{2}\right\rangle$.

Lemma 4.6. Suppose there exists an $\mathfrak{l}$-strictly infinite weight $\omega$.
(a) Any ( $\mathfrak{g}, \mathfrak{l}$-module $M$ for which any element in $\mathfrak{g} \backslash \mathfrak{l}$ acts freely is of infinite type over $\mathfrak{l}$.
(b) $\mathfrak{l}=\mathfrak{k} \ni \mathfrak{n}$ is a Fernando-Kac subalgebra of infinite type.

Proof. As any irreducible strict ( $\mathfrak{g}, \mathfrak{l}$ )-module satisfies the conditions of (a), (a) implies (b); we will now show (a). Let $v_{\lambda}$ be a $(\mathfrak{b} \cap \mathfrak{l})$-singular vector.

Let $\mathfrak{g}$ be the Lie subalgebra generated by $\mathfrak{k}$ and $\mathfrak{g}^{ \pm \beta_{i}}$, where $\omega:=\sum_{i=1}^{l} a_{i} \alpha_{i}=\sum_{i=1}^{k} b_{i} \beta_{i}$ is one decomposition (1). Let $u^{\bar{\alpha}}:=\left(g^{\alpha_{1}}\right)^{a_{1}} \ldots\left(g^{\alpha_{l}}\right)^{a_{l}} \in U(\mathfrak{g})$. The vector $v_{\lambda+t \omega}:=\left(u^{\bar{\alpha}}\right)^{t} \cdot v_{\lambda}$ is non-zero by the conditions of (a). We claim that $v_{\lambda+t \omega}$ is $\mathfrak{b} \cap \mathfrak{l}$-singular. Indeed, first note that since all $\alpha_{i}$ are $\mathfrak{k} \cap \mathfrak{b}$-singular, $v_{\lambda+t \omega}$ is $\mathfrak{b} \cap \mathfrak{k}$-singular. Second, let $g^{\beta} \in \mathfrak{g}^{\beta} \subset \mathfrak{n}$. By the second requirement for being two-sided we can commute $g^{\beta}$ with $u^{\bar{\alpha}}$ to obtain that $g^{\beta}\left(u^{\bar{\alpha}}\right)^{n} \in U(\mathfrak{q}) a$, where $a \in U(\mathfrak{n})$ is an element with no constant term and $\mathfrak{q}$ is the Lie subalgebra generated by $\mathfrak{g}^{\alpha_{1}}, \ldots, \mathfrak{g}^{\alpha_{k}}$. Since $a \cdot v_{\lambda}=0$, we get $g^{\beta} \cdot v_{\lambda+t \omega}=0$, which proves our claim.

All $v_{\lambda+t \omega}$ are linearly independent since they have pairwise non-coinciding weights. Let $M_{t}$ be the $\mathfrak{g}$-submodule of $M$ generated by $v_{\lambda+t \omega}$ and let $M^{\prime}$ be the sum of the $M_{t}$ 's as $t$ runs over the nonnegative integers. Corollary 4.4 shows that the $\mathfrak{k}$-module $L_{\lambda}(\mathfrak{k})$ has non-zero multiplicity in $M_{t}$ for all large enough $t$. Consider the vectors $\bar{u}^{t} \cdot v_{\lambda+t \omega}$ generating the $\mathfrak{k}$-subquotients isomorphic to $L_{\lambda}(\mathfrak{k})$, where $\bar{u}$ is defined as in the proof of Lemma 4.3. Let $A_{t}$ be the linear subspace of $U\left(\mathfrak{n}^{-}\right)$generated by all possible monomials $g^{-\gamma_{1}} \ldots g^{-\gamma_{k}}$ that have strictly higher weight than $-t \omega$, where $\gamma_{i} \in \Delta(\mathfrak{n})$. Let $N$ be the $\mathfrak{k}$-submodule generated by the vectors $\bigcup_{t>t_{0}} A_{t} \cdot v_{\lambda+t \omega}$, where $t_{0}$ is the number given by Lemma 4.3. Just as in the proof of Lemma 4.3 we see that each vector $\bar{u}^{t} \cdot v_{\lambda+t \omega}$ is not in $N$ and is the image of a $\mathfrak{b} \cap \mathfrak{k}$-singular vector in the quotient $M^{\prime} / N$.

We will now prove that $\bar{u}^{t} \cdot v_{\lambda+t \omega}$ are linearly independent. Indeed, let $u$ be defined as in the proof of Lemma 4.3. Now take a linear dependence $0=\sum_{i=1}^{N} c_{i} \bar{u}^{t_{i}} \cdot v_{\lambda+t_{i} \omega}$ such that $t_{N} \geqslant t_{1}, \ldots, t_{N} \geqslant t_{N-1}$
and apply $u^{t_{N}}$ to both sides. As the computations in the proof of Lemma 4.3 show, $u^{t_{N}}$ kills all but the last summand; therefore the last summand has coefficient $c_{N}=0$. Arguing in a similar fashion for the remaining summands, we conclude that the starting linear dependence is trivial. This shows that the $\mathfrak{k}$-module $L_{\lambda}(\mathfrak{k})$ has infinite multiplicity in the $\mathfrak{k}$-module $M^{\prime}$. We conclude that $M$ has infinite type over $\mathfrak{k}$, hence, by [PSZ04, Theorem 3.1], $M$ has also infinite type over $\mathfrak{l}$.

## 5. Existence of l-infinite weights

### 5.1. Existence of two-sided weights

Lemma 5.1. Let $\alpha_{1}, \ldots, \alpha_{k}, \alpha_{k+1}, \gamma$ be vectors of a root system such that $\alpha_{1}+\cdots+\alpha_{k}+\alpha_{k+1}+\gamma$ is a root different from $\gamma$ or is equal to zero, and $\alpha_{i}+\gamma$ is neither a root nor zero for $i=1, \ldots, k$. Then $\alpha_{k+1}+\gamma$ is a root or zero.

Proof. We will establish the lemma only for an irreducible root system; the case of a reducible root system is an immediate corollary which we leave to the reader. For $G_{2}$ the statement is a straightforward check, so assume in addition that the root system is not of type $G_{2}$.

Assume the contrary to the statement of the lemma. Let

$$
\begin{equation*}
\alpha_{1}+\cdots+\alpha_{k}+\alpha_{k+1}+\gamma=\delta . \tag{2}
\end{equation*}
$$

Then $\langle\beta, \gamma\rangle \geqslant 0,\left\langle\alpha_{i}, \gamma\right\rangle \geqslant 0$. Apply $\langle\bullet, \gamma\rangle$ to both sides of (2). We get $\left\langle\alpha_{1}, \gamma\right\rangle+\cdots+\left\langle\alpha_{k}, \gamma\right\rangle+$ $\left\langle\alpha_{k+1}, \gamma\right\rangle+\langle\gamma, \gamma\rangle=\langle\delta, \gamma\rangle$. If $\delta=0$, we immediately get that $\left\langle\gamma, \alpha_{i}\right\rangle<0$ for some $i$ and the statement of the lemma holds as the sum of two roots with negative scalar product is always a root. Therefore we can suppose until the end of the proof that $\delta \neq 0$.

Since $\left\langle\alpha_{i}, \gamma\right\rangle \geqslant 0$ and $\delta \neq \gamma$, we must have $\left\langle\gamma, \alpha_{1}\right\rangle=\cdots=\left\langle\gamma, \alpha_{k}\right\rangle=\left\langle\gamma, \alpha_{k+1}\right\rangle=0$ and $\langle\gamma, \gamma\rangle=$ $\langle\delta, \gamma\rangle$. Since $\delta \neq \gamma$ by the conditions of the lemma, the only way for this to happen is to have that $\gamma$ is a short and $\delta$ is long, which gives the desired contradiction in types $A, D$ and $E$. Suppose now the given root system is of type $C$. Then without loss of generality we can assume that $\delta=2 \varepsilon_{1}$ and $\gamma=\varepsilon_{1}+\varepsilon_{2}$. But then there must be a summand on the left-hand side of (2) which cancels the $+\varepsilon_{2}$ term of $\gamma$. None of the $\alpha_{i}$ 's have a $-\varepsilon_{2}$ term (since $\alpha_{i}+\gamma$ is not a root) and therefore $\alpha_{k+1}+\gamma$ is a root, contradiction. Suppose next that the given root system is of type $B$. Then without loss of generality $\gamma$ can be assumed to be $\varepsilon_{1}$ and $\delta$ to be $\varepsilon_{1}+\varepsilon_{2}$. Clearly $\alpha_{1}+\cdots+\alpha_{k}+\alpha_{k+1}+\varepsilon_{1}=\varepsilon_{1}+\varepsilon_{2}$ wouldn't be possible if all $\alpha_{i}$ 's and $\alpha_{k+1}$ were long. Therefore one of them is short, which implies that this root plus $\gamma$ is a root, contradiction.

Suppose finally that the given root system is of type $F_{4}$. Pick a minimal relation (2) that contradicts the statement of the lemma, i.e. one with minimal number of $\alpha_{i}$ 's. This number must be at least 3 , since otherwise this relation would generate a root subsystem of rank 3 or less and this is impossible by the preceding cases. We claim that for all $i, j, \alpha_{i j}:=\alpha_{i}+\alpha_{j}$ is not a root or zero. Indeed, assume the contrary. If $\alpha_{i j}+\gamma=\alpha_{i}+\alpha_{j}+\gamma$ is not a root or zero we could replace $\alpha_{i}+\alpha_{j}$ by $\alpha_{i j}$ in contradiction with the minimality of the initial relation. Therefore $\alpha_{i j}+\gamma=\alpha_{i}+\alpha_{j}+\gamma$ is a root or zero, and since the three roots $\alpha_{i}, \alpha_{j}, \gamma$ generate a root subsystem of rank at most 3 , the preceding cases imply that at least one of $\alpha_{i}+\gamma$ and $\alpha_{j}+\gamma$ is a root, contradiction.

So far, for all $i, j$, we established that $\alpha_{i}+\alpha_{j}$ is not a root or zero; therefore $\left\langle\alpha_{i}, \alpha_{j}\right\rangle \geqslant 0$ for all $i, j$. Taking $\left\langle\alpha_{1}, \bullet\right\rangle$ on each side of $\alpha_{1}+\cdots+\alpha_{k}+\alpha_{k+1}+\gamma=\delta$ we see that $2 \leqslant\left\langle\alpha_{1}, \alpha_{1}\right\rangle \leqslant\left\langle\alpha_{1}, \delta\right\rangle$. Therefore $\delta-\alpha_{1}$ is a root or zero, and transferring $\alpha_{1}$ to the right-hand side we get a shorter relation than the initial one. Contradiction.

Definition 5.2. For a relation (1) we define the length of the relation to be $\sum_{i} a_{i}$. We define a relation (1) to be minimal if its length is minimal, there are no repeating summands on either side, and no two $\beta_{i}$ 's sum up to a root.

Remark. Any relation of minimal length can be transformed to a minimal relation by combining the repeating summands on both sides and by replacing the $\beta_{i}$ 's in (1) that sum up to roots by their sums. If in addition the initial relation of minimal length corresponds to a two-sided weight, Lemma 5.1 implies that the resulting minimal relation again corresponds to a two-sided weight.

Proposition 5.3. Let the cone condition fail. Then there exists a minimal relation (1) corresponding to a twosided weight $\omega$.

Proof. The failure of the cone condition is equivalent to the existence of a relation (1). Pick a minimal such relation. Assume that the weight arising in this way is not two-sided. Together with the minimality of the relation this implies that for one of the $\alpha_{i}$ 's, say $\alpha_{1}$, there exist roots $\beta^{\prime} \in \Delta(\mathfrak{n})$ and $\delta \in \Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{n})$ such that $\delta=\alpha_{1}+\beta^{\prime}$.

We claim that $\delta \notin \Delta(\mathfrak{l})$. Indeed, assume on the contrary that $\delta \in \Delta(\mathfrak{k})$. Then $\beta^{\prime}-\delta$ is a root, and therefore lies in $\Delta(\mathfrak{n})$. We get the relation $\left(a_{1}-1\right) \alpha_{1}+a_{2} \alpha_{2}+\cdots+a_{l} \alpha_{l}=b_{1} \beta_{1}+\cdots+b_{k} \beta_{k}+\left(\beta^{\prime}-\delta\right)$ which is shorter than the initial relation, contradiction.

Now suppose that $\delta$ is not $\mathfrak{b} \cap \mathfrak{k}$-singular. Therefore there exists $\gamma_{1} \in \Delta^{+}(\mathfrak{k})$ such that $\delta_{1}:=\delta+\gamma_{1}$ is a root. If $\delta_{1}$ is not singular, continue picking in a similar fashion roots $\gamma_{2}, \ldots, \gamma_{s} \in \Delta^{+}(\mathfrak{k})$, such that $\delta_{t}=\delta+\gamma_{1}+\cdots+\gamma_{t}$ is a root for any $t \leqslant s$. Since this process must be finite, $\delta_{s}$ is $\mathfrak{b} \cap \mathfrak{k}$-singular for some s. As $\alpha_{1}$ is $\mathfrak{b} \cap \mathfrak{k}$-singular, $\alpha_{1}+\gamma_{1}$ is not a root. Apply now Lemma 5.1 to $\delta_{1}=\alpha_{1}+\beta^{\prime}+\gamma_{1}$ to get that $\beta^{\prime \prime}:=\beta^{\prime}+\gamma_{1}$ is a root. Therefore $\beta^{\prime \prime} \in \Delta(\mathfrak{n})$. Arguing in a similar fashion, we obtain that $\beta^{\prime \prime \prime}:=\beta^{\prime \prime}+\gamma_{2}$ is a root of $\mathfrak{n}$, and so on. Finally, we obtain $\beta^{(s+1)}:=\beta^{\prime}+\gamma_{1}+\cdots+\gamma_{s} \in \Delta(\mathfrak{n})$ and so we get a new relation (1):

$$
\begin{equation*}
\left(a_{1}-1\right) \alpha_{1}+\delta_{s}+a_{2} \alpha_{2}+\cdots+a_{l} \alpha_{l}=\beta_{1}+\cdots+\beta_{k}+\beta^{(s+1)} . \tag{3}
\end{equation*}
$$

We can reduce (3) so that no two $\beta$ 's add to a root (replace any such pairs by their sum) and so that if $\delta_{s}=\alpha_{i}$ for some $i$ then $\delta_{s}+a_{i} \alpha_{i}$ is replaced by $\left(a_{i}+1\right) \alpha_{i}$.

This reduction of (3) is a minimal relation. If this relation does not yield a two-sided weight, one applies the procedure again and obtains a new minimal relation, and so on. As this process adds vectors from $\Delta(\mathfrak{n})$ to the right-hand side of the relation, while the length of the left-hand side remains constant, the process must be finite (cf. Lemma 4.2). Therefore there exists a minimal relation corresponding to a two-sided weight.

### 5.2. From two-sided to l-infinite weights

In the remainder of this section we prove that the failure of the cone condition implies the existence of an $\mathfrak{l}$-infinite weight: our proof is mathematical for the classical Lie algebras and $G_{2}$ and uses a computer program for the exceptional Lie algebras $F_{4}, E_{6}$ and $E_{7}$.

For the classical Lie algebras, our scheme of proof can be summarized as follows. First, we classify all minimal relations (1). It turns out by direct observation that whenever the cones intersect, the minimal relations (1) are always of length 2 , in particular this minimal length does not depend on the rank of the root system. In type $A$ this was discovered in [PSZ04]. In types $A, B$ and $D$, a direct inspection of all minimal relations shows that each of them possesses a strongly orthogonal decomposition with respect to $\Delta(\mathfrak{n})$. Since at least one minimal relation must be two-sided by Proposition 5.3, we obtain the existence of an $\mathfrak{l}$-strictly infinite weight.

In type $C$ we do not have that all minimal relations possess a strongly orthogonal decomposition. However, the "discrepancy" is small-there is only one minimal relation (1) without such a decomposition. In this particular case, we exhibit a root subalgebra $\mathfrak{t}$ containing $\mathfrak{k}$ such that $\mathfrak{t}$ has an $\mathfrak{l} \cap \mathfrak{t}$-strictly infinite weight, i.e. there is an l-infinite weight.

The proof for the exceptional Lie algebras uses a mixture of combinatorics and computer brute force. If $C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}$ is not the nilradical of a parabolic subalgebra of $C\left(\mathfrak{k}_{s s}\right)$, we prove in Lemma 5.8
that an l-infinite weight always exists, involving only roots of the root system of $C\left(\mathfrak{k}_{s s}\right)$. Then, using our computer program, we enumerate up to $\mathfrak{g}$-automorphisms all remaining cases-i.e. the root subalgebras for which $C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}$ is the nilradical of a parabolic subalgebra of $C\left(\mathfrak{k}_{s S}\right)$ containing $C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{h}$. This direct computation shows the existence of $\mathfrak{l}$-strictly infinite weights in types $E_{6}$ and $E_{7}$. In type $F_{4}$, our program fails to exhibit an l-strictly infinite weight for only one (unique up to $\mathfrak{g}$-automorphism) choice $\mathfrak{l} \mathfrak{l}$; in this case we give an argument similar to that in the special case in type $C$.

In order to enumerate all possible subalgebras $\mathfrak{k}$ we use the classification of reductive root subalgebras given in the fundamental paper [Dyn72]. The list of possible proper root subalgebras $\mathfrak{k}$ is very short (it contains respectively $22,19,42$ and 75 entries for $F_{4}, E_{6}, E_{7}$ and $E_{8}$ ). For a fixed $\mathfrak{k}$, we use all automorphisms of $\Delta(\mathfrak{g})$ which preserve $\Delta(\mathfrak{b} \cap \mathfrak{k})$ in order to generate only pairwise non-conjugate subalgebras $\mathfrak{l}$ and thus further decrease the size of the computation.

The following is an observation that is helpful in the proof of Lemma 5.5 (cf. [PSZO4, Lemma 5.4]).

Lemma 5.4. Let the cone condition fail and let us have a minimal relation (1). Then:
(a) the relation has the form

$$
\alpha_{1}+\alpha_{2}=\beta_{1},
$$

or
(b) $\alpha_{i}+\alpha_{j}$ is not a root for all $i, j$.

Proof. Pick a minimal relation (1). Suppose there exist indices $i, j$ such that $\gamma:=\alpha_{i}+\alpha_{j}$ is a root. We claim that $\gamma \in \Delta(\mathfrak{n})$. Indeed, assume the contrary. First, suppose $\gamma \in \Delta^{-}(\mathfrak{k})$. Then $\alpha_{i}$ and $\alpha_{j}$ would both fail to be $\mathfrak{b} \cap \mathfrak{k}$-singular.

Second, suppose $\gamma \in \Delta^{+}(\mathfrak{k})$. We prove that $\alpha_{3}+\cdots+\alpha_{l}=\beta_{1}+\cdots+\beta_{k}-\gamma$ is a shorter relation than (1). Indeed, $\beta_{1}+\cdots+\beta_{k}-\gamma$ is clearly non-zero (positive linear combination of elements of $\Delta(\mathfrak{n})$ cannot be in the span of the roots of the semisimple part). By the $\mathfrak{b} \cap \mathfrak{k}$-singularity of the $\alpha_{i}$ 's, $\left\langle\gamma, \beta_{1}+\cdots+\beta_{k}\right\rangle=\left\langle\gamma, \alpha_{1}+\cdots+\alpha_{k}\right\rangle=\langle\gamma, \gamma\rangle+\left\langle\gamma, \alpha_{3}+\cdots+\alpha_{k}\right\rangle>0$ and therefore, for some index $i$, $\left\langle\gamma, \beta_{i}\right\rangle>0$. This shows that $\beta_{i}-\gamma$ is a root, which therefore belongs to $\Delta(\mathfrak{n})$. Contradiction.

Third, suppose $\gamma \notin \Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{l})$. Then $\gamma$ is $\mathfrak{b} \cap \mathfrak{k}$-singular-if $\gamma+\delta=\alpha_{1}+\alpha_{2}+\delta$ were a root for some $\delta \in \Delta^{+}(\mathfrak{k})$, then Lemma 5.1 would imply that $\alpha_{1}+\delta$ is also a root. Therefore we can shorten the relation (1) by replacing $\alpha_{1}+\alpha_{2}$ by $\gamma$, and the obtained relation is non-trivial since the right-hand side is not zero. Contradiction.

Therefore $\gamma \in \Delta(\mathfrak{n})$, and our lemma is proved.

### 5.3. Minimal relations (1) in the classical Lie algebras

The following lemma describes all minimal relations (1) up to automorphisms of $\Delta(\mathfrak{g})$.
Lemma 5.5. Let $\mathfrak{g} \simeq \operatorname{so}(2 n)$, $\operatorname{so}(2 n+1)$, $\operatorname{sp}(2 n)$. Suppose $\mathfrak{l}=\mathfrak{k} \ni \mathfrak{n}$ does not satisfy the cone condition.

- A minimal relation (1) has length 2 (Definition 5.2 ).
- All possibilities for minimal relations (1), up to an automorphism of $\Delta(\mathfrak{g})$, are given in Table 2.

Proof. Pick a minimal relation (1) of the form $\omega:=a_{1} \alpha_{1}+\cdots+a_{l} \alpha_{l}=b_{1} \beta_{1}+\cdots+b_{k} \beta_{k}$ (see Definition 5.2).

Throughout this proof, we will use the informal expression " $\pm \varepsilon_{i}$ appears with a positive (resp. non-positive) coefficient in the weight $\omega^{\prime \prime}$ to describe the $\pm \varepsilon_{i}$-coordinate of $\omega$ in the basis $\left\{\varepsilon_{1}, \ldots\right.$, $\left.\varepsilon_{i-1}, \pm \varepsilon_{i}, \varepsilon_{i+1}, \ldots, \varepsilon_{n}\right\}$.

Table 2

| $\omega$ | Scalar products. All non-listed scalar products are zero. All roots, unless stated otherwise, are assumed long in types $B, D$ and short in type $C$. | The roots from the relation generate |  |
| :---: | :---: | :---: | :---: |
| $\mathfrak{g} \simeq \operatorname{so}(2 n)$ |  |  |  |
| $\alpha_{1}+\alpha_{2}=\beta_{1}$ | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=1,\left\langle\alpha_{1}, \alpha_{2}\right\rangle=-1$ | $A_{2}$ | (4) |
| $\alpha_{1}+\alpha_{2}=\beta_{1}+\beta_{2}$ | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{1}, \beta_{2}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{2}\right\rangle=1$ | $A_{3} \subset A_{4}, n \geqslant 5$ | (5) |
| $\alpha_{1}+\alpha_{2}=\beta_{1}+\beta_{2}+\beta_{3}$ | $\begin{gathered} \left\langle\alpha_{1}, \alpha_{2}\right\rangle=\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{1}, \beta_{2}\right\rangle=\left\langle\alpha_{1}, \beta_{3}\right\rangle \\ \quad=\left\langle\alpha_{2}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{2}\right\rangle=\left\langle\alpha_{2}, \beta_{3}\right\rangle=1 \end{gathered}$ | $D_{4}$ | (6) |
| $2 \alpha_{1}=\beta_{1}+\beta_{2}+\beta_{3}+\beta_{4}$ | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{1}, \beta_{2}\right\rangle=\left\langle\alpha_{1}, \beta_{3}\right\rangle=\left\langle\alpha_{1}, \beta_{4}\right\rangle=1$ | $D_{4}$ | (7) |
| $\alpha_{1}+\alpha_{2}=\beta_{1}+\beta_{2}$ | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{1}, \beta_{2}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{2}\right\rangle=1$ | $A_{3}{ }^{2}$ | (8) |
| $\mathfrak{g} \simeq \operatorname{so}(2 n+1)$ |  |  |  |
| all relations listed for so(2n) | - | - |  |
| $\alpha_{1}+\alpha_{2}=\beta_{1}$ | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=1,\left\\|\alpha_{1}\right\\|=\left\\|\alpha_{2}\right\\|=1$ | $B_{2}$ | (9) |
| $\alpha_{1}+\alpha_{2}=\beta_{1}$ | $\left\langle\alpha_{1}, \alpha_{2}\right\rangle=-1,\left\langle\alpha_{2}, \beta_{1}\right\rangle=1,\left\\|\alpha_{1}\right\\|=\left\\|\beta_{1}\right\\|=1$ | $B_{2}$ | (10) |
| $2 \alpha_{1}=\beta_{1}+\beta_{2}$ | $\left\\|\alpha_{1}\right\\|=1,\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{1}, \beta_{2}\right\rangle=1$ | $B_{2}$ | (11) |
| $\alpha_{1}+\alpha_{2}=2 \beta_{1}$ | $\left\\|\beta_{1}\right\\|=1,\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=1$ | $B_{2}$ | (12) |
| $\alpha_{1}+\alpha_{2}=\beta_{1}+\beta_{2}$ | $\begin{aligned} & \left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{2}\right\rangle=1, \\ & \left\\|\alpha_{1}\right\\|=\left\\|\beta_{2}\right\\|=1 \end{aligned}$ | $B_{3}$ | (13) |
| $\alpha_{1}+\alpha_{2}=2 \beta_{1}+\beta_{2}$ | $\begin{aligned} & \left\langle\alpha_{1}, \alpha_{2}\right\rangle=\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=1 \\ & \left\langle\alpha_{1}, \beta_{2}\right\rangle=\left\langle\alpha_{2}, \beta_{2}\right\rangle=\left\\|\beta_{1}\right\\|=1 \end{aligned}$ | $B_{3}$ | (14) |
| $2 \alpha_{1}=2 \beta_{1}+\beta_{2}+\beta_{3}$ | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{1}, \beta_{2}\right\rangle=\left\langle\alpha_{1}, \beta_{3}\right\rangle=1,\left\\|\beta_{1}\right\\|=1$ | $B_{3}$ | (15) |
| $\mathfrak{g} \simeq \operatorname{sp}(2 n)$ |  |  |  |
| $\alpha_{1}+\alpha_{2}=\beta_{1}$ | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=1,\left\langle\alpha_{1}, \alpha_{2}\right\rangle=-1$ | $A_{2}$ | (16) |
| $\alpha_{1}+\alpha_{2}=\beta_{1}$ | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=2,\left\\|\beta_{1}\right\\|=2$ | $\mathrm{C}_{2}$ | (17) |
| $\alpha_{1}+\alpha_{2}=2 \beta_{1}$ | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=1,\left\\|\alpha_{1}\right\\|=\left\\|\alpha_{2}\right\\|=2$ | $\mathrm{C}_{2}$ | (18) |
| $\alpha_{1}+\alpha_{2}=\beta_{1}$ | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=2,\left\langle\alpha_{2}, \alpha_{1}\right\rangle=-1,\left\\|\alpha_{1}\right\\|=2$ | $\mathrm{C}_{2}$ | (19) |
| $\alpha_{1}+\alpha_{2}=\beta_{1}+\beta_{2}$ | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{1}, \beta_{2}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{2}\right\rangle=1$ | $A_{3}$ | (20) |
| $\alpha_{1}+\alpha_{2}=\beta_{1}+\beta_{2}$ | $\begin{aligned} & \left\langle\alpha_{2}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{2}\right\rangle=2 \\ & \left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{1}, \beta_{2}\right\rangle=1,\left\langle\beta_{1}, \beta_{2}\right\rangle=1 \\ & \left\\|\alpha_{2}\right\\|=2 \end{aligned}$ | $\mathrm{C}_{3}$ | (21) |
| $\alpha_{1}+\alpha_{2}=\beta_{1}+\beta_{2}$ | $\begin{aligned} & \left\langle\alpha_{1}, \beta_{2}\right\rangle=\left\langle\alpha_{1}, \beta_{2}\right\rangle=2 \\ & \left\langle\alpha_{1}, \alpha_{2}\right\rangle=\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=1,\left\\|\beta_{2}\right\\|=2 \end{aligned}$ | $C_{3}$ | (22) |

### 5.3.1. $\mathfrak{g} \simeq \operatorname{so}(2 n)$

Case 1. There exists an index $i$, such that $\alpha_{i}= \pm \varepsilon_{j_{1}}+\left( \pm \varepsilon_{j_{2}}\right), j_{1} \neq j_{2}$ and both $\pm \varepsilon_{j_{1}}$ and $\pm \varepsilon_{j_{2}}$ appear with a positive coefficient in $\omega$. Without loss of generality we may assume $i=1$ and $\alpha_{1}=$ $\varepsilon_{1}+\varepsilon_{2}$. Therefore there exist $\beta_{1}$ and $\beta_{2}$ on the right-hand side of the relation with $\beta_{1}=\varepsilon_{1}+\left( \pm \varepsilon_{j_{3}}\right)$ and $\beta_{2}=\varepsilon_{2}+\left( \pm \varepsilon_{j_{4}}\right)$. The minimality of the relation implies $\{1,2\} \cap\left\{j_{3}, j_{4}\right\}=\emptyset$. The latter allows us to assume without loss of generality that $\beta_{1}=\varepsilon_{1}+\varepsilon_{3}$,

$$
\underbrace{\varepsilon_{1}+\varepsilon_{2}}_{\alpha_{1}}+\cdots=\underbrace{\varepsilon_{1}+\varepsilon_{3}}_{\beta_{1}}+\underbrace{\varepsilon_{2}+\varepsilon_{j_{3}}}_{\beta_{2}}+\cdots
$$

We will now prove $j_{4} \neq 3$.
Assume on the contrary that $3=j_{4}$. As the relation is minimal, the choice of $\pm$ sign must be such that $\varepsilon_{3}= \pm \varepsilon_{j_{4}}$. The minimality of the relation implies that there can be no cancellation of the

[^2]weight $\varepsilon_{3}$ on the right-hand side. Therefore on the left-hand side there exists a root, say $\alpha_{2}$, such that $\alpha_{2}=\varepsilon_{3}+\left( \pm \varepsilon_{j_{5}}\right), j_{5} \neq 3$. The minimality of the relation implies that in addition $j_{5} \neq 1,2$. Thus we can assume without loss of generality that $j_{5}=5$ and $\alpha_{2}=\varepsilon_{3}+\varepsilon_{5}$. So far, the assumption that $j_{4}=3$ implies that the relation has the form
\[

$$
\begin{equation*}
\underbrace{\varepsilon_{1}+\varepsilon_{2}}_{\alpha_{1}}+\underbrace{\varepsilon_{3}+\varepsilon_{5}}_{\alpha_{2}}+\underbrace{\ldots}_{\gamma}=\underbrace{\varepsilon_{1}+\varepsilon_{3}}_{\beta_{1}}+\underbrace{\varepsilon_{2}+\varepsilon_{3}}_{\beta_{2}}+\underbrace{\ldots}_{\delta}, \tag{23}
\end{equation*}
$$

\]

where $\gamma$ and $\delta$ denote the omitted summands. Suppose at least one of the roots $\varepsilon_{1}+\varepsilon_{5}$ and $\varepsilon_{2}+\varepsilon_{5}$ belongs to $\Delta(\mathfrak{n})$. Without loss of generality we may assume $\varepsilon_{1}+\varepsilon_{5} \in \Delta(\mathfrak{n})$. Then the relation $\alpha_{1}+$ $\alpha_{2}=\beta_{2}+\varepsilon_{1}+\varepsilon_{5}$ is shorter than (23). Contradiction. Suppose at least one of the roots $\varepsilon_{1}+\varepsilon_{5}$ and $\varepsilon_{2}+\varepsilon_{5}$ belongs to $\Delta(\mathfrak{k})$. Without loss of generality we may assume $\varepsilon_{1}+\varepsilon_{5} \in \Delta(\mathfrak{k})$. Then $\varepsilon_{3}-\varepsilon_{5}=$ $\beta_{1}-\left(\varepsilon_{1}+\varepsilon_{5}\right) \in \Delta(\mathfrak{n})$ and the relation $\gamma=\varepsilon_{3}-\varepsilon_{5}+\delta$ is shorter than (23). The latter relation is non-trivial since the right-hand side is a positive linear combination of roots of $\Delta(\mathfrak{n})$. Contradiction.

So far we proved that $\varepsilon_{1}+\varepsilon_{5}, \varepsilon_{2}+\varepsilon_{5}$ do not belong to $\Delta(\mathfrak{l})$. If $\varepsilon_{1}+\varepsilon_{5}$ were a $\mathfrak{b} \cap \mathfrak{k}$-singular weight, we could replace $\alpha_{1}+\alpha_{2}$ by $\varepsilon_{1}+\varepsilon_{5}$ and remove $\varepsilon_{2}+\varepsilon_{3}$ on the right-hand side of (23), shortening the initial relation. Similarly, we reason that $\varepsilon_{2}+\varepsilon_{5}$ is not a $\mathfrak{b} \cap \mathfrak{k}$-singular weight. In order for $\varepsilon_{1}+\varepsilon_{5}$ not to be $\mathfrak{b} \cap \mathfrak{k}$-singular, there must exist an index $k$ and a choice of sign for which one of $\pm \varepsilon_{k}-\varepsilon_{1}$ and $\pm \varepsilon_{k}-\varepsilon_{5}$ is a positive root of $\mathfrak{k}$. Similarly, there exists an index $l$ and a choice of sign for which one of $\pm \varepsilon_{l}-\varepsilon_{2}$ and $\pm \varepsilon_{l}-\varepsilon_{5}$ is a positive root of $\mathfrak{k}$. As $\alpha_{1}$ and $\alpha_{2}$ are $\mathfrak{b} \cap \mathfrak{k}$-singular, a short consideration shows that the only possibility is $\pm \varepsilon_{k}=-\varepsilon_{2}$ and $\pm \varepsilon_{l}=\varepsilon_{3}$. Therefore $\beta_{3}:=\beta_{2}-\left(\varepsilon_{3}-\varepsilon_{5}\right) \in \Delta(\mathfrak{n})$. Finally, we obtain the relation $\alpha_{1}+\alpha_{2}=\beta_{1}+\beta_{3}$ which is shorter than (23). Contradiction.

So far, we have proved that $3 \neq j_{4}$. Therefore we can assume without loss of generality that $\beta_{2}=$ $\varepsilon_{2}+\varepsilon_{4}$. We have now established that the relation has the form

$$
\underbrace{\varepsilon_{1}+\varepsilon_{2}}_{\alpha_{1}}+\cdots=\underbrace{\varepsilon_{1}+\varepsilon_{3}}_{\beta_{1}}+\underbrace{\varepsilon_{2}+\varepsilon_{4}}_{\beta_{2}}+\underbrace{\cdots}_{\text {zero allowed }} .
$$

Case 1.1. $\varepsilon_{3}$ and $\varepsilon_{4}$ both appear with positive coefficients in $\omega$. We claim that $\alpha_{2}:=\varepsilon_{3}+\varepsilon_{4} \in$ $\Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{l})$. Indeed, first, $\alpha_{1}=\left(\beta_{1}-\alpha_{2}\right)+\beta_{2}$ implies that $\alpha_{2} \notin \Delta(\mathfrak{k})$. Second, if $\alpha_{2} \in \Delta(\mathfrak{n})$, we could remove $\alpha_{1}$ on the left-hand side of the relation and substitute $\beta_{1}+\beta_{2}$ by $\alpha_{2}$ to get a relation shorter than the initial one.

We will now prove that $\alpha_{2}$ is $\mathfrak{b} \cap \mathfrak{k}$-singular.
Assume on the contrary that there exists $\delta \in \Delta^{+}(\mathfrak{k})$ such that $\alpha_{2}+\delta$ is a root. Then $\delta$ is either of the form $\pm \varepsilon_{k}-\varepsilon_{3}$ or $\pm \varepsilon_{k}-\varepsilon_{4}$; without loss of generality we may assume that $\delta= \pm \varepsilon_{k}-\varepsilon_{3}$. The requirement that $\varepsilon_{3}$ and $\varepsilon_{4}$ appear with positive coefficients in $\omega$ implies that there exist $\alpha_{3}$, $\alpha_{4} \in \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})$ such that $\alpha_{3}= \pm \varepsilon_{j_{5}}+\varepsilon_{3}, \alpha_{4}= \pm \varepsilon_{j_{6}}+\varepsilon_{4},\left\{j_{5}, j_{6}\right\} \cap\{3,4\}=\emptyset, 1 \neq j_{5}$, and $2 \neq j_{6}$. Furthermore, the preceding assumptions imply that there are at least three distinct roots on the lefthand side of the relation. Since $\alpha_{3}$ is $\mathfrak{b} \cap \mathfrak{k}$-singular, we have $j_{5}=k$ and $\delta= \pm \varepsilon_{k}-\varepsilon_{3}= \pm \varepsilon_{j_{5}}-\varepsilon_{3}$. Then $\varepsilon_{1}+\left( \pm \varepsilon_{j_{5}}\right)=\beta_{1}+\delta \in \Delta(\mathfrak{n})$ and therefore $k=j_{5} \neq 2$. We can now assume without loss of generality that $j_{5}=5$ and the choice of $\pm$ signs is such that $\alpha_{3}=\varepsilon_{5}+\varepsilon_{3}$ and $\delta=\varepsilon_{5}-\varepsilon_{3} \in \Delta^{+}(\mathfrak{k})$. So far, the assumption that $\alpha_{2}$ is not $\mathfrak{b} \cap \mathfrak{k}$-singular implies that the relation has the form

$$
\underbrace{\varepsilon_{1}+\varepsilon_{2}}_{\alpha_{1}}+\underbrace{\varepsilon_{3}+\varepsilon_{5}}_{\alpha_{3}}+\underbrace{\varepsilon_{4}+\left( \pm \varepsilon_{j_{6}}\right)}_{\alpha_{4}}+\underbrace{\ldots}_{\text {zero allowed }}=\underbrace{\varepsilon_{1}+\varepsilon_{3}}_{\beta_{1}}+\underbrace{\varepsilon_{2}+\varepsilon_{4}}_{\beta_{2}}+\underbrace{\cdots}_{\text {zero allowed }} .
$$

We have that $\varepsilon_{5}+\varepsilon_{4}=\alpha_{2}+\delta \in \Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{l})$. We claim that $\varepsilon_{5}+\varepsilon_{4}$ is not $\mathfrak{b} \cap \mathfrak{k}$-singular: indeed, otherwise the relation $\alpha_{1}+\varepsilon_{5}+\varepsilon_{4}=\underbrace{\varepsilon_{1}+\varepsilon_{5}}_{\in \Delta(\mathfrak{n})}+\beta_{2}$ would be shorter than the initial one. Therefore there is a root $\delta^{\prime} \in \Delta^{+}(\mathfrak{k})$ such that $\delta^{\prime}+\varepsilon_{5}+\varepsilon_{4}$ is a root. The $\mathfrak{b} \cap \mathfrak{k}$-singularity of $\alpha_{4}$ together with $\delta=$
$\varepsilon_{5}-\varepsilon_{3} \in \Delta^{+}(\mathfrak{k})$ imply that $\delta^{\prime}= \pm \varepsilon_{j_{6}}-\varepsilon_{4}$. Therefore $\varepsilon_{2}+\left( \pm \varepsilon_{j_{6}}\right) \in \Delta(\mathfrak{n})$ and if the weight $\varepsilon_{5}+\left( \pm \varepsilon_{j_{6}}\right)$ is a root, it belongs to $\Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{l})$. We can write

$$
\begin{equation*}
\alpha_{1}+\varepsilon_{5}+\left( \pm \varepsilon_{j_{6}}\right)=\varepsilon_{1}+\varepsilon_{5}+\varepsilon_{2}+\left( \pm \varepsilon_{j_{6}}\right) \tag{24}
\end{equation*}
$$

We will arrive at a contradiction for all possible choices of $j_{6}$. Indeed, if $5 \neq j_{6}$, then $\varepsilon_{5}+\left( \pm \varepsilon_{j_{6}}\right)$ is a root. The fact that $\alpha_{2}, \alpha_{3} \in \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})$ together with $\delta, \delta^{\prime} \in \Delta^{+}(\mathfrak{k})$ imply that $\varepsilon_{5}+\left( \pm \varepsilon_{j_{6}}\right)$ is $\mathfrak{b} \cap \mathfrak{k}$-singular. Thus (24) is a relation of type (1) which is shorter than the initial one. Contradiction. If $j_{6}=5$ and the choice of the sign $\pm$ is such that $\alpha_{4}=\varepsilon_{4}-\varepsilon_{5}$, we get a contradiction as $-\varepsilon_{4}+\varepsilon_{5}=$ $\delta^{\prime} \in \Delta(\mathfrak{k})$. Finally, if $\varepsilon_{5}= \pm \varepsilon_{j_{6}}$, then $\delta^{\prime \prime}:=-\delta+\delta^{\prime}=\varepsilon_{3}-\varepsilon_{4} \in \Delta(\mathfrak{k})$. Then depending on whether $\delta^{\prime \prime}$ is positive or negative we get a contradiction with the $\mathfrak{b} \cap \mathfrak{k}$-singularity of either $\alpha_{4}$ or $\alpha_{3}$.

We have now $\alpha_{2} \in \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})$. Therefore the initial relation is $\alpha_{1}+\alpha_{2}=\beta_{1}+\beta_{2}$, of type (5).
Case 1.2. One of $\varepsilon_{3}, \varepsilon_{4}$ appears with positive coefficient in $\omega$ and the other with non-positive. Without loss of generality we may assume that $\varepsilon_{4}$ appears with positive coefficient in $\omega$ and $\varepsilon_{3}$ with non-positive. Then there exists a root on the right-hand side, say $\beta_{3}$, of the form $\pm \varepsilon_{k}-\varepsilon_{3}$. The minimality of the relation implies $\beta_{3}=\varepsilon_{1}-\varepsilon_{3}$. So far the relation is

$$
\underbrace{\varepsilon_{1}+\varepsilon_{2}}_{\alpha_{1}}+\cdots=\underbrace{\varepsilon_{1}+\varepsilon_{3}}_{\beta_{1}}+\underbrace{\varepsilon_{1}-\varepsilon_{3}}_{\beta_{3}}+\underbrace{\varepsilon_{2}+\varepsilon_{4}}_{\beta_{2}}+\cdots
$$

Now consider $\alpha_{2}:=\varepsilon_{1}+\varepsilon_{4}$. We claim, as in Case 1.1, that $\alpha_{2} \in \Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{l})$. Indeed, first, if we had that $\alpha_{2} \in \Delta(\mathfrak{n})$, we could substitute $\beta_{1}+\beta_{2}+\beta_{3}$ by $\alpha_{2}$ on the right-hand side and remove $\alpha_{1}$ on the left-hand side to obtain a shorter relation than the initial one. Second, $\alpha_{1}=\left(\left(\beta_{1}-\alpha_{2}\right)+\beta_{2}\right)+\beta_{3}$ implies $\alpha_{2} \notin \Delta(\mathfrak{k})$.

Now, as in Case 1.1, we will show that $\alpha_{2}$ is $\mathfrak{b} \cap \mathfrak{k}$-singular. Indeed, assume the contrary. The fact that $\varepsilon_{4}$ appears with positive coefficient in $\omega$ implies that on the left-hand side there is a $\mathfrak{b} \cap \mathfrak{k}$ singular weight, say $\alpha_{3}$, of the form $\alpha_{3}= \pm \varepsilon_{j_{5}}+\varepsilon_{4}$, where $j_{5} \neq 2$.

We claim next that $j_{5} \neq 1$.
Indeed, first, if $\pm \varepsilon_{j_{5}}=-\varepsilon_{1}$, the relation $\alpha_{1}+\alpha_{3}=\beta_{2}$ is shorter than the initial one. Contradiction. Second, $\pm \varepsilon_{j_{5}}=\varepsilon_{1}$ contradicts the $\mathfrak{b} \cap \mathfrak{k}$-singularity of $\alpha_{2}$. Therefore $j_{5} \neq 1,2$ and we can assume without loss of generality that $j_{5}=5$ and $\alpha_{3}=\varepsilon_{5}+\varepsilon_{4}$. The assumption that $\alpha_{2}=\varepsilon_{1}+\varepsilon_{4}$ is not $\mathfrak{b} \cap \mathfrak{k}$-singular implies that there exists some index $l$ for which at least one of $\gamma:= \pm \varepsilon_{l}-\varepsilon_{4}$ and $\delta:= \pm \varepsilon_{l}-\varepsilon_{1}$ belongs to $\Delta^{+}(\mathfrak{k})$. The choice $\delta \in \Delta^{+}(\mathfrak{k})$ contradicts the $\mathfrak{b} \cap \mathfrak{k}$-singularity of $\alpha_{1}$ unless $\delta=\varepsilon_{2}-\varepsilon_{1}$. The latter yields a contradiction as well, as it implies $\alpha_{1} \in \Delta(\mathfrak{n})$. The choice $\gamma \in \Delta^{+}(\mathfrak{k})$ together with the $\mathfrak{b} \cap \mathfrak{k}$-singularity of $\alpha_{3}$ implies $\gamma=\varepsilon_{5}-\varepsilon_{4}$. Then $\beta_{4}=\beta_{2}+\gamma \in \Delta(\mathfrak{n})$ and the relation $\alpha_{1}+\alpha_{3}=\beta_{1}+\beta_{3}+\beta_{4}$ is of type (1) and is shorter than the initial one. Contradiction.

So far we have proved that $\alpha_{2} \in \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})$. Therefore $\alpha_{1}+\alpha_{2}=\beta_{1}+\beta_{3}+\beta_{2}$ is the desired relation (6).

Case 1.3. $\varepsilon_{3}$ and $\varepsilon_{4}$ both appear with non-positive coefficients in $\omega$. As $\varepsilon_{3}$ and $\varepsilon_{4}$ are canceled on the right-hand side without contradicting the minimality of the relation, we need to have $\beta_{3}$ := $\varepsilon_{1}-\varepsilon_{3} \in \Delta(\mathfrak{n}), \beta_{4}:=\varepsilon_{2}-\varepsilon_{4} \in \Delta(\mathfrak{n})$. Thus we have the desired relation (7).

Case 2. There is no index $i$ such that $\alpha_{i}= \pm \varepsilon_{j_{1}}+\left( \pm \varepsilon_{j_{2}}\right)$ and both $\pm \varepsilon_{j_{1}}$ and $\pm \varepsilon_{j_{2}}$ appear with positive coefficients in $\omega$. As $\omega$ is non-trivial, it has at least one non-zero coordinate. Without loss of generality we may assume this to coordinate to be positive, corresponding to $\varepsilon_{1}$. In addition, without loss of generality, assume that $\alpha_{1}=\varepsilon_{1}+\varepsilon_{2}$. By our current assumption, $\varepsilon_{2}$ appears in $\omega$ with nonpositive coefficient. Then some $\alpha_{i}$, say $\alpha_{2}$, is of the form $\alpha_{2}=-\varepsilon_{2}+\left( \pm \varepsilon_{j_{3}}\right)$.

Case 2.1. $j_{3} \neq 1$. Without loss of generality we can assume that $j_{3}=3$ and $\alpha_{2}=-\varepsilon_{2}+\varepsilon_{3}$. Then $\beta_{1}:=\alpha_{1}+\alpha_{2}$ is a root and by Lemma 5.4 we have the desired relation (4).

Case 2.2. $j_{3}=j_{1}$ and $\alpha_{2}=-\varepsilon_{2}+\varepsilon_{1}$. On the right-hand side, there is a root, say $\beta_{1}$, of the form $\beta_{1}=\varepsilon_{1}+\left( \pm \varepsilon_{j_{4}}\right)$. A short consideration shows that $j_{4} \neq 1,2$, and so we assume without loss of
generality that $\beta_{1}:=\varepsilon_{1}+\varepsilon_{4}$. The relation so far has the form

$$
\underbrace{\varepsilon_{1}+\varepsilon_{2}}_{\alpha_{1}}+\underbrace{\left(-\varepsilon_{2}+\varepsilon_{1}\right)}_{\alpha_{2}}+\underbrace{\cdots}_{\text {allowed to be zero }}=\underbrace{\varepsilon_{1}+\varepsilon_{4}}_{\beta_{1}}+\cdots
$$

We will now prove that $\varepsilon_{4}$ appears with positive coefficient in $\omega$. Indeed, assume the contrary. Therefore there exists a root on the left-hand side, say $\alpha_{3}$, of the form $\alpha_{3}=\varepsilon_{4}+\left( \pm \varepsilon_{j_{5}}\right)$. By Lemma 5.4 we get that $j_{5} \neq 1,2$, and therefore we can assume without loss of generality that $j_{5}=5$ and $\alpha_{3}=$ $\varepsilon_{4}+\varepsilon_{5}$. By the requirement of Case $2, \varepsilon_{5}$ appears with a non-positive coefficient in $\omega$, and therefore there exists $\alpha_{4}=-\varepsilon_{5}+\left( \pm \varepsilon_{j_{6}}\right)$. By Lemma 5.4, $\alpha_{4}+\alpha_{3}$ is not a root and therefore $\alpha_{4}=\varepsilon_{4}-\varepsilon_{5}$. Therefore we cannot have a shorter relation than

$$
\begin{equation*}
\underbrace{\varepsilon_{j_{1}}+\varepsilon_{2}}_{\alpha_{1}}+\underbrace{\left(-\varepsilon_{2}+\varepsilon_{1}\right)}_{\alpha_{2}}+\underbrace{\varepsilon_{3}+\varepsilon_{4}}_{\alpha_{3}}+\underbrace{\left(-\varepsilon_{4}+\varepsilon_{3}\right)}_{\alpha_{4}}=2(\underbrace{\varepsilon_{1}+\varepsilon_{3}}_{\beta_{1}}) . \tag{25}
\end{equation*}
$$

We claim that the above expression cannot correspond to a minimal relation. Consider $\delta:=\varepsilon_{1}+\varepsilon_{4}$. First, the possibility $\delta \in \Delta(\mathfrak{k})$ implies $\beta_{1} \in \Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{l})$. Contradiction. Second, the possibility $\delta \in$ $\Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{l})$ together with the $\mathfrak{b} \cap \mathfrak{k}$-singularity of $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and $\alpha_{4}$ imply $\delta \in \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})$. In turn this is contradictory since $\delta+\alpha_{4}=\beta_{1}$ is shorter than (25). We conclude $\delta \in \Delta(\mathfrak{n})$. Since in (25), the indices $(1,4)$ are symmetric to $(2,3)$, we conclude that $\delta^{\prime}:=\varepsilon_{2}+\varepsilon_{3} \in \Delta(\mathfrak{n})$. Finally, $\alpha_{1}+\alpha_{3}=\delta+\delta^{\prime}$ is a shorter relation than (25). Contradiction.

So far, we have proved that $\varepsilon_{4}$ appears with a non-positive coefficient in $\omega$. Therefore, on the right-hand side there is a root, say $\beta_{2}$, of the form $\beta_{2}=-\varepsilon_{4}+\left( \pm \varepsilon_{j_{5}}\right)$. The minimality of the relation implies $\beta_{2}=\varepsilon_{1}-\varepsilon_{4}$. Therefore we have the desired relation $\alpha_{1}+\alpha_{2}=\beta_{1}+\beta_{2}$ of type (8).

### 5.3.2. $\mathfrak{g} \simeq \operatorname{so}(2 n+1)$

Case 1 . The relation has a short root on the left-hand side, say $\alpha_{1}$. Without loss of generality we may assume $\alpha_{1}=\varepsilon_{1}$. The $\mathfrak{b} \cap \mathfrak{k}$-singularity of $\alpha_{1}$ implies that $\mathfrak{k}$ has no short roots.

Case 1.1. $\varepsilon_{1}$ appears with a positive coefficient in $\omega$ and therefore there is a root on the right-hand side, say $\beta_{1}$, of the form $\beta_{1}=\varepsilon_{1}+\left( \pm \varepsilon_{j_{2}}\right)$. Without loss of generality we may assume $\beta_{1}=\varepsilon_{1}+\varepsilon_{2}$.

Case 1.1.1. $\varepsilon_{2}$ appears with a non-positive coefficient in $\omega$. As $\varepsilon_{2}$ must be canceled out without contradicting the minimality of the relation, one of the roots on the right-hand side, say $\beta_{2}$, is of the form $\beta_{2}=\varepsilon_{1}-\varepsilon_{2}$. It is now clear that we cannot have a relation shorter than (11).

Case 1.1.2. $\varepsilon_{2}$ appears with a positive coefficient in $\omega$. The weight $\varepsilon_{2}$ is not a root of $\mathfrak{k}$. Therefore on the left-hand side of the relation there exists a root, say $\alpha_{2}$, in which $\varepsilon_{2}$ appears with a positive coefficient.

Case 1.1.2.1. $\alpha_{2}$ is short, i.e. $\alpha_{2}=\varepsilon_{2}$. The relation is (9).
Case 1.1.2.2. $\alpha_{2}=\varepsilon_{2}+\left( \pm \varepsilon_{j_{3}}\right)$ is long. We claim that $j_{3} \neq 1$. Indeed otherwise we would have $\alpha_{2}=$ $\varepsilon_{2}-\varepsilon_{1}$, then $\alpha_{1}+\alpha_{2}$ would be a root, and by Lemma 5.4 the relation would be $\alpha_{1}+\alpha_{2}=\beta_{1}$. This is impossible. Therefore $j_{3} \neq 1$, and without loss of generality we can assume $\alpha_{2}=\varepsilon_{2}+\varepsilon_{3}$. Consider $\beta_{2}:=\varepsilon_{3}$; we claim that $\beta_{2} \in \Delta(\mathfrak{n})$. Indeed, we immediately see that $\beta_{2} \notin \Delta(\mathfrak{k})$, as otherwise $\alpha_{1}$ would not be $\mathfrak{b} \cap \mathfrak{k}$-singular. Second, assume $\beta_{2} \in \Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{n})$. If $\beta_{2}$ were $\mathfrak{b} \cap \mathfrak{k}$-singular, we could shorten the relation by removing $\beta_{1}$ and replacing $\alpha_{1}+\alpha_{2}$ by $\beta_{2}$. Therefore there exists a root $\gamma \in \Delta^{+}(\mathfrak{k})$ such that $\beta_{2}+\gamma$ is a root. The $\mathfrak{b} \cap \mathfrak{k}$-singularity of $\alpha_{1}$ and $\alpha_{2}$ implies that $\gamma=\varepsilon_{2}-\varepsilon_{3}$. Therefore $\varepsilon_{2} \in \Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{l})$.

Now consider the relation $\varepsilon_{1}+\varepsilon_{2}=\beta_{1}$. If $\varepsilon_{2}$ were not $\mathfrak{b} \cap \mathfrak{k}$-singular, there would be a positive root $\gamma \in \mathfrak{k}$ such that $\varepsilon_{2}+\gamma$ is a root but $\varepsilon_{2}+\varepsilon_{3}+\gamma$ is not a root, which is impossible. Thus we have a minimal relation of length two of the form $\varepsilon_{1}+\varepsilon_{2}=\beta_{1}$. Hence the initial relation $\varepsilon_{1}+$ $\left(\varepsilon_{2}+\varepsilon_{3}\right)+\cdots=\beta_{1}+\cdots$ is also of length two. Therefore the unknowns on the right-hand side sum up to $\varepsilon_{3}$, which together with Lemma 5.1 implies that $\varepsilon_{3} \in \Delta(\mathfrak{n})$. Contradiction. Therefore the relation is $\varepsilon_{1}+\left(\varepsilon_{2}+\varepsilon_{3}\right)=\left(\varepsilon_{1}+\varepsilon_{2}\right)+\varepsilon_{3}$ of type (13).

Case 1.2. $\varepsilon_{1}$ appears with a non-positive coefficient in $\omega$. Therefore there is a root, say $\alpha_{2}$, of the form $\alpha_{2}=-\varepsilon_{1}+\varepsilon_{2}$. Now Lemma 5.4 implies $\alpha_{1}+\alpha_{2} \in \Delta(\mathfrak{n})$ and we get the desired relation (10).

Case 2. Among all minimal relations there is no relation with short roots on the left-hand side.
Case 2.1. On the right-hand side there is a short root, say $\beta_{1}$. Without loss of generality we may assume $\beta_{1}=\varepsilon_{1}$. As the relation is minimal, $\varepsilon_{1}$ appears with a positive coefficient in $\omega$. Therefore we can assume without loss of generality that $\alpha_{1}$ is of the form $\alpha_{1}=\varepsilon_{1}+\varepsilon_{2}$.

Case 2.1.1. $\varepsilon_{2}$ appears with a non-positive coefficient in $\omega$. Then there is a root on the left-hand side, say $\alpha_{2}$, of the form $\alpha_{2}=-\varepsilon_{2}+\left( \pm \varepsilon_{j_{3}}\right)$. If $\alpha_{2} \neq \varepsilon_{2}+\varepsilon_{1}$, we can apply Lemma 5.4 to get a shorter relation than the initial one. Therefore $\alpha_{2}=-\varepsilon_{2}+\varepsilon_{1}$ and the relation is $\alpha_{1}+\alpha_{2}=2 \beta_{1}$, of type (12).

Case 2.1.2. $\varepsilon_{2}$ appears with a positive coefficient in $\omega$. Since $\varepsilon_{2}$ cannot be a root of $\mathfrak{n}$ (that would imply $\alpha_{1} \in \Delta(\mathfrak{n})$ ), we have a root, say $\beta_{2} \in \Delta(\mathfrak{n})$, of the form $\beta_{2}=\varepsilon_{2}+\left( \pm \varepsilon_{j_{3}}\right)$. Since $j_{3} \neq 1$ we can assume without loss of generality that $\beta_{2}=\varepsilon_{2}+\varepsilon_{3}$.

Case 2.1.2.1. $\varepsilon_{3}$ appears with a positive coefficient in $\omega$. Therefore there is a root, say $\alpha_{2}$, of the from $\alpha_{2}=\varepsilon_{3}+\left( \pm \varepsilon_{j_{4}}\right)$. We claim that $j_{4}=1$. Assume the contrary. Since $j_{4} \neq 2$, we can assume further without loss of generality that $\alpha_{2}=\varepsilon_{3}+\varepsilon_{4}$. A short consideration of all possibilities shows that $\alpha_{1}+\left(\varepsilon_{3}+\varepsilon_{4}\right)+\cdots=\varepsilon_{1}+\left(\varepsilon_{2}+\varepsilon_{3}\right)+\cdots$ must be of length at least 3 . Consider the root $\varepsilon_{3}$. If it were in $\Delta(\mathfrak{n})$ we could shorten the relation by removing $\alpha_{1}$ and replacing $\beta_{1}+\beta_{2}$ by $\varepsilon_{3}$. If $\varepsilon_{3}$ were in $\Delta(\mathfrak{k})$, we would get $\alpha_{1} \in \Delta(\mathfrak{n})$, which is impossible. Therefore $\varepsilon_{3} \in \Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{l})$. In a similar fashion, we conclude that $\varepsilon_{1}+\varepsilon_{3} \in \Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{l})$. If at one of the two roots $\varepsilon_{3}$ or $\varepsilon_{1}+\varepsilon_{3}$ were $\mathfrak{b} \cap \mathfrak{k}$-singular, we would get a minimal relation of length 2 -either $\alpha_{1}+\varepsilon_{3}=\beta_{1}+\beta_{2}$ or $\alpha_{1}+\varepsilon_{1}+\varepsilon_{3}=2 \beta_{1}+\beta_{2}$. Contradiction. Therefore both $\varepsilon_{3}$ and $\varepsilon_{1}+\varepsilon_{3}$ are not $\mathfrak{b} \cap \mathfrak{k}$-singular. This shows that there exists $\gamma \in \Delta^{+}(\mathfrak{k})$ such that $\gamma+\varepsilon_{1}+\varepsilon_{3}$ is a root. Since $\varepsilon_{2}-\varepsilon_{1}$ is not a root of $\Delta(\mathfrak{k})$ and $\alpha_{2}$ is $\mathfrak{b} \cap \mathfrak{k}$-singular, we obtain that $\gamma=\varepsilon_{4}-\varepsilon_{3}$. Consider $\alpha:=\varepsilon_{1}+\varepsilon_{4}=\gamma+\varepsilon_{1}+\varepsilon_{3}$. One checks that the $\mathfrak{b} \cap \mathfrak{k}$-singularity of $\alpha_{1}$ and $\alpha_{2}$ implies that $\alpha$ is also $\mathfrak{b} \cap \mathfrak{k}$-singular. Therefore we can shorten the relation by replacing $\alpha_{1}+\alpha_{2}$ by $\alpha$ and removing $\beta_{2}$ on the right-hand side. Contradiction.

So far we have established that $j_{4}=1$. We have immediately a relation of length two, either $\alpha_{1}+\varepsilon_{3}+\varepsilon_{1}=2 \varepsilon_{1}+\left(\varepsilon_{2}+\varepsilon_{3}\right)$ or $\alpha_{1}+\varepsilon_{3}-\varepsilon_{1}=\varepsilon_{2}+\varepsilon_{3}$, and so the initial relation is also of length two. As there can be no two roots on either side that sum up to a root (see Lemma 5.4), one quickly checks that the only possibility for the minimal relation (up to $\Delta(\mathfrak{g})$-automorphism) is $\left(\varepsilon_{1}+\varepsilon_{2}\right)+\left(\varepsilon_{1}+\varepsilon_{3}\right)=$ $2 \varepsilon_{1}+\left(\varepsilon_{2}+\varepsilon_{3}\right)$, i.e. type (14).

Case 2.1.2.2. $\varepsilon_{3}$ appears with a non-positive coefficient in $\omega$. Therefore on the right-hand side there is a root, say $\beta_{3}$, of the form $\beta_{3}=\varepsilon_{2}-\varepsilon_{3}$. We have a relation of length two: $2\left(\varepsilon_{1}+\varepsilon_{2}\right)=$ $2 \varepsilon_{1}+\left(\varepsilon_{2}+\varepsilon_{3}\right)+\left(\varepsilon_{2}-\varepsilon_{3}\right)$ of type (15). In view of the already fixed data, one quickly checks that the only possibility for the initial relation to be of length two is to coincide with this relation.

Case 2.2. There is no short root on either side of the minimal relation. Therefore we can repeat verbatim the proof for the case $\mathfrak{g} \simeq \operatorname{so}(2 n)$ to obtain that we have one of the relations described for this case.

### 5.3.3. $\mathfrak{g} \simeq \operatorname{sp}(2 n)$

Case 1. $\alpha_{i}+\alpha_{j} \notin \Delta(\mathfrak{g})$ for all $i, j$.
Case 1.1 One of the roots $\alpha_{i}$, say $\alpha_{1}$, is short. Without loss of generality we may assume $\alpha_{1}=$ $\varepsilon_{1}+\varepsilon_{2}$. Since $\alpha_{1}+\alpha_{j} \notin \Delta(\mathfrak{g})$ for all $j$, both $\varepsilon_{1}$ and $\varepsilon_{2}$ appear with a positive coefficient in $\omega$. Therefore on the right side of the relation there are roots, say $\beta_{1}$ and $\beta_{2}$, of the from $\beta_{1}=\varepsilon_{1}+\left( \pm \varepsilon_{j_{3}}\right)$ and $\beta_{2}=\varepsilon_{2}+\left( \pm \varepsilon_{j_{4}}\right)$. Consider the vector $\gamma:= \pm \varepsilon_{j_{3}}+\left( \pm \varepsilon_{j_{4}}\right)$. The minimality of the relation implies that $\gamma$ is non-zero, and therefore that $\gamma$ is a root. If $\gamma \in \Delta(\mathfrak{n})$ we could shorten the relation by removing $\alpha_{1}$ on the left-hand side and replacing $\beta_{1}+\beta_{2}$ by $\gamma$. If $\gamma \in \Delta(\mathfrak{k})$ then $\alpha_{1}=\left(\beta_{1}-\gamma\right)+\beta_{2} \in \Delta(\mathfrak{n})$, which is impossible. Therefore $\gamma \in \Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{l})$.

As the relation is minimal, $\pm \varepsilon_{j_{3}}$ and $\pm \varepsilon_{j_{4}}$ appear with a positive coefficient in $\omega$. Therefore $\pm \varepsilon_{j_{3}}$ (respectively, $\pm \varepsilon_{j_{4}}$ ) appears also in some root, say $\alpha_{3}$ (respectively, $\alpha_{4}$ ) on the left-hand side. If there existed a root $\delta \in \Delta^{+}(\mathfrak{k})$ for which $\gamma+\delta$ is a root, $\delta$ would have a negative coefficient in front of one of $\pm \varepsilon_{j_{3}}$ or $\pm \varepsilon_{j_{4}}$. This would contradict the $\mathfrak{b} \cap \mathfrak{k}$-singularity of either $\alpha_{3}$ or $\alpha_{4}$. Therefore we have a minimal relation $\alpha_{1}+\gamma=\beta_{1}+\beta_{2}$. Depending on whether $j_{3}=j_{4}$ and whether $j_{4}=2$ our relation is of type (20), (21) or (22).

Case 1.2. All roots $\alpha_{i}$ are long. Without loss of generality we may assume $\alpha_{1}=2 \varepsilon_{1}$. Since $\alpha_{1}+\alpha_{j} \notin$ $\Delta(\mathfrak{g})$ for all $j$, the weight $\varepsilon_{1}$ appears with a positive coefficient in $\omega$. Therefore there is a root on the right-hand side, say $\beta_{1}$, of the form $\beta_{1}=\varepsilon_{1}+\left( \pm \varepsilon_{j_{2}}\right)$. Without loss of generality we may assume $\beta_{1}=\varepsilon_{1}+\varepsilon_{2}$. If $\varepsilon_{2}$ appeared with a non-positive coefficient in $\omega$, there would be a cancellation in the right-hand side of the relation. This is impossible. Thus $\varepsilon_{2}$ appears on the left-hand side and we have the desired relation (18).

Case 2. For some $\alpha_{i}, \alpha_{j}$, we have that $\alpha_{i}+\alpha_{j}=\gamma$ is a root. By Lemma $5.4 \gamma \in \Delta(\mathfrak{n})$ and we get one of the relations (16), (17), (18), or (19).

Corollary 5.6. Let $\mathfrak{g}$ be classical simple and suppose that $\mathfrak{l}$ does not satisfy the cone condition. Then the following statements hold:

- If $\mathfrak{g} \simeq \operatorname{sl}(n)$, $\operatorname{so}(n)$, or $\operatorname{so}(2 n)$, there exists an $\mathfrak{l}$-strictly infinite weight $\omega$.
- If $\mathfrak{g} \simeq \operatorname{sp}(2 n)$ there exists an l-infinite weight $\omega$.

Proof. The statement for $\operatorname{sl}(n)$ follows from [PSZ04, Lemma 5.4], so let $\mathfrak{g} \simeq \operatorname{so}(2 n)$, $\operatorname{so}(2 n+1)$ or $\operatorname{sp}(2 n)$. By Proposition 5.3, we can always pick a minimal relation corresponding to a two-sided weight. By direct observation of all possibilities for minimal relations given in Lemma 5.5 we see that all such relations have a strongly orthogonal decomposition with respect to $\Delta(\mathfrak{n})$ except when $\mathfrak{g} \simeq \operatorname{sp}(2 n)$ and the two-sided weight is given by (21).

Suppose now $\mathfrak{g} \simeq \mathrm{sp}(2 n)$ and relation (21) holds. According to the proof of Lemma 5.5 we can assume the relation has the form

$$
\underbrace{\varepsilon_{1}+\varepsilon_{2}}_{\alpha_{1}}+\underbrace{2 \varepsilon_{3}}_{\alpha_{2}}=\underbrace{\varepsilon_{1}+\varepsilon_{3}}_{\beta_{1}}+\underbrace{\varepsilon_{2}+\varepsilon_{3}}_{\beta_{2}}
$$

Consider the root $2 \varepsilon_{1}$. If $2 \varepsilon_{1}$ belonged to $\Delta(\mathfrak{k})$, we would have the contradictory $\alpha_{2}=\beta_{1}-\left(2 \varepsilon_{1}\right)+$ $\beta_{1} \in \Delta(\mathfrak{n})$. Similarly, we get $2 \varepsilon_{2} \notin \Delta(\mathfrak{k})$. If both $2 \varepsilon_{2}, 2 \varepsilon_{1} \in \Delta(\mathfrak{n})$, we get the new relation $2 \alpha_{1}=2 \varepsilon_{1}+$ $2 \varepsilon_{2}$ which corresponds to a two-sided weight (since the relation corresponds to a two-sided weight) and this new relation gives an l-strictly infinite weight. If one of $2 \varepsilon_{2}, 2 \varepsilon_{1}$, say $2 \varepsilon_{1}$, belongs to $\Delta(\mathfrak{g} / \mathfrak{l})$, it is also $\mathfrak{b} \cap \mathfrak{k}$-singular (otherwise $\alpha_{1}$ would fail to be $\mathfrak{b} \cap \mathfrak{k}$-singular as well). Therefore we have a new relation

$$
\begin{equation*}
\omega^{\prime}:=2 \varepsilon_{1}+2 \varepsilon_{3}=2 \beta_{1} \tag{26}
\end{equation*}
$$

We claim that $\omega^{\prime}$ is $\mathfrak{l}$-infinite. Indeed, let $\mathfrak{t}$ be the subalgebra generated by $\mathfrak{k}, \mathfrak{g}^{ \pm \beta_{1}}, \mathfrak{g}^{ \pm 2 \varepsilon_{1}}$ and $\mathfrak{g}^{ \pm 2 \varepsilon_{3}}$. Let $\mathfrak{n}^{\prime}:=\mathfrak{n} \cap \mathfrak{t}$. Since $\mathfrak{t}$ contains the Cartan subalgebra $\mathfrak{h}, \mathfrak{n}^{\prime}$ is a direct sum of root spaces and is therefore generated as a $\mathfrak{k}$-module by $\mathfrak{g}^{\beta_{1}}$. Let $\mathfrak{s}_{1}$ be the simple component of $\mathfrak{k}$ whose roots are linked to $2 \varepsilon_{1}$; in case there is no such simple component, set $\mathfrak{s}_{1}:=\{0\}$. Define similarly $\mathfrak{s}_{3}$ using $2 \varepsilon_{3}$. Then $\mathfrak{s}_{1} \cap \mathfrak{s}_{3}=\{0\}$ as otherwise $\Delta(\mathfrak{n})$ would contain $-\beta_{2}$. In addition, each $\mathfrak{s}_{i}$ must be of type $A$ (otherwise it would have a root $2 \varepsilon_{i}$ ). It follows that $\omega^{\prime}$ is two-sided with respect to $\mathfrak{t}$, and therefore $\omega^{\prime}$ is l-infinite.

Lemma 5.7. Let $\mathfrak{g}$ be a simple Lie algebra of rank 2 and $\mathfrak{l}$ be a solvable root subalgebra (i.e. $\mathfrak{k}=\mathfrak{h})$ which does not satisfy the cone condition. Then there exists an l-strictly infinite weight.

Proof. We leave the proof of cases $A_{2}, B_{2}$ and $C_{2}$ to the reader. We note that in case of type $B_{2}$ all relations (9)-(12) appear; similarly, in case of type $C_{2}$, all relations (16)-(19) appear.

Let now $\mathfrak{g} \simeq G_{2}$, and fix the scalar product in $\Delta(\mathfrak{g})$ so that the length of the long root is $\sqrt{6}$. Table 3 exhibits one l-strictly infinite weight in each possible case for $\Delta(\mathfrak{n})$.

The statement of the following lemma is general, but we will make use of it only for the exceptional Lie algebras.

Table 3

| $\mathfrak{g} \simeq G_{2}$ |  |  |
| :--- | :--- | :--- |
| $\omega$ | Scalar products. All non-listed scalar products <br> are zero. | The roots from the <br> relation generate |
| $\alpha_{1}+\alpha_{2}=3 \beta_{1}$ | $\left\langle\alpha_{1}, \alpha_{2}\right\rangle=\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=3$, | $G_{2}$ |
| $\alpha_{1}+\alpha_{2}=\beta_{1}$ | $\left\langle\alpha_{2}, \alpha_{2}\right\rangle=\left\langle\alpha_{1}, \alpha_{1}\right\rangle=6,\left\langle\beta_{1}, \beta_{1}\right\rangle=2$ |  |
|  | $\left\langle\alpha_{1}, \alpha_{2}\right\rangle=1,\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=3$, | $G_{2}$ |
| $2 \alpha_{1}=3 \beta_{1}+\beta_{2}$ | $\left\langle\alpha_{2}, \alpha_{2}\right\rangle=\left\langle\alpha_{1}, \alpha_{1}\right\rangle=2,\left\langle\beta_{1}, \beta_{1}\right\rangle=6$ | $G_{2}$ |
| $\alpha_{1}+\alpha_{2}=\beta_{1}$ | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{1}, \beta_{2}\right\rangle=3,\left\langle\beta_{1}, \beta_{1}\right\rangle=2$, | $A_{2}$ |
| $\alpha_{1}+\alpha_{2}=\beta_{1}$ | $\left\langle\alpha_{1}, \alpha_{1}\right\rangle=\left\langle\beta_{2}, \beta_{2}\right\rangle=6$ |  |
|  | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=3,\left\langle\alpha_{1}, \alpha_{2}\right\rangle=-3$, | $G_{2}$ |
| $\alpha_{1}+\alpha_{2}=\beta_{1}$ | $\left\langle\alpha_{1}, \alpha_{1}\right\rangle=\left\langle\alpha_{2}, \alpha_{2}\right\rangle=\left\langle\beta_{2}, \beta_{2}\right\rangle=6$ |  |
|  | $\left\langle\alpha_{1}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=1,\left\langle\alpha_{1}, \alpha_{2}\right\rangle=-3$, | $G_{2}$ |

Lemma 5.8. Suppose $\mathfrak{n} \cap C\left(\mathfrak{k}_{s s}\right)$ is not the nilradical of a parabolic subalgebra in $C\left(\mathfrak{k}_{s s}\right)$ containing $\mathfrak{h} \cap C\left(\mathfrak{k}_{s s}\right)$. Then the following hold:
(a) The cone condition fails.
(b) There exists a relation (1) of the form given by Lemma 5.4(a) for which $\alpha_{1}, \alpha_{2}$ and $\beta_{1}$ all lie in $\Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)$.
(c) There is a relation (1) that is $l$-infinite.

Proof. (a) Suppose on the contrary the cone condition holds. Then there exists $h \in \mathfrak{h}$ such that $h(\beta)>0$ for all $\beta \in \Delta(\mathfrak{n})$ and $h(\alpha) \leqslant 0$ for all $\alpha \in \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l}) \supset \Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)$. The element $h$ defines a parabolic subalgebra $\left(\mathfrak{h} \cap C\left(\mathfrak{k}_{s s}\right)\right)+\bigoplus_{\gamma \in \Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)} \mathfrak{g}^{\gamma}$ of $C\left(\mathfrak{k}_{s s}\right)$ whose nilradical is $\mathfrak{n} \cap C\left(\mathfrak{k}_{s s}\right)$, contra$\gamma(h) \geqslant 0$ diction.
(b) Using similar arguments to (a), we see that the cone condition fails when restricted to $\Delta\left(\mathcal{C}\left(\mathfrak{k}_{s s}\right)\right)$, i.e. the cones $\operatorname{Cone}_{\mathbb{Z}}\left(\Delta\left(\mathcal{C}\left(\mathfrak{k}_{s s}\right)\right) \cap \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})\right.$ ) and $\operatorname{Cone}_{\mathbb{Z}}\left(\Delta(\mathfrak{n}) \cap \Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)\right)$ have non-zero intersection.

Take now a relation (1). Note that $\Delta\left(\mathcal{C}\left(\mathfrak{k}_{s s}\right)\right) \cap \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{E}}(\mathfrak{g} / \mathfrak{l})=\Delta\left(\mathcal{C}\left(\mathfrak{k}_{s S}\right)\right) \backslash \Delta(\mathfrak{n})$. Therefore when we add $-\beta_{i}$ to both sides of (1) we still get a relation of the type (1) or zero; thus we can obtain a relation (1) with only one term $\beta_{1}$ on the right-hand side. If we have more than two terms on the left-hand side, by Lemma 5.1 we get that the sum of two $\alpha_{i}$ 's must be a root. If that root is in $\Delta(\mathfrak{n})$, we have found a relation of type given by Lemma 5.4(a); else we can substitute the two roots with their sum and thus reduce the number of terms on the left-hand side. In this fashion, we can reduce the number of summands on the left-hand side to two, which gives the desired relation.
(c) Let $\alpha_{1}, \alpha_{2}, \beta_{1}$ be the roots obtained in (b) and let $\mathfrak{t}$ be the subalgebra generated by $\mathfrak{k}, \mathfrak{g}^{ \pm \alpha_{1}}$, $\mathfrak{g}^{ \pm \alpha_{2}}$ and $\mathfrak{g}^{ \pm \beta_{1}}$. Lemma 5.7 implies that there exists an $\mathfrak{l} \cap \mathfrak{t}$-strictly infinite weight in $\mathfrak{t}$, which is the desired $\mathfrak{l}$-infinite weight.

### 5.4. Exceptional Lie algebras $G_{2}, F_{4}, E_{6}$ and $E_{7}$

### 5.4.1. Exceptional Lie algebra $G_{2}$

If $\mathfrak{k}_{s s}=\{0\}$ the existence of an l-infinite weight is guaranteed by Lemma 5.8. If $\mathfrak{k}_{s s} \neq\{0\}$ it is a straightforward check that, up to a $\mathfrak{g}$-automorphism, the only root subalgebra $\mathfrak{l}=\mathfrak{k} \ni \mathfrak{n}$ for which the cone condition fails is given by $\Delta(\mathfrak{k})=\left\{ \pm \gamma_{1}\right\}, \Delta(\mathfrak{n})=\left\{\gamma_{1}+3 \gamma_{2}, 2 \gamma_{1}+3 \gamma_{2}\right\}$, where $\gamma_{1}, \gamma_{2}$ are positive simple roots of $G_{2}$ such that $\gamma_{1}$ is long. For this subalgebra, $\left(\gamma_{1}+2 \gamma_{2}\right)+\left(\gamma_{1}+\gamma_{2}\right)=2 \gamma_{1}+3 \gamma_{2}$ is the desired $\mathfrak{l}$-(strictly) infinite weight.

Note that $G_{2}$ is the only simple Lie algebra of rank 2 which admits a non-solvable and nonreductive root Fernando-Kac subalgebra of infinite type (cf. [PSO2, Example 2]).
5.4.2. Exceptional Lie algebras $F_{4}, E_{6}, E_{7}$

For a fixed exceptional Lie algebra $\mathfrak{g}$, Lemma 5.8 allows us to assume that $\mathfrak{n} \cap C\left(\mathfrak{k}_{s s}\right)$ is the nilradical of a parabolic subalgebra of $C\left(\mathfrak{k}_{s s}\right)$ containing $C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{h}$. The following two lemmas can be proved using a computer; the algorithm we used is described in the next section.

Lemma 5.9. Let $\mathfrak{g} \simeq E_{6}$ or $E_{7}$ with a root subalgebra $\mathfrak{l}=\mathfrak{k} \ni \mathfrak{n}$ for which the cone condition fails. Suppose in addition that $\mathfrak{n} \cap C\left(\mathfrak{k}_{s s}\right)$ is the nilradical of some parabolic subalgebra in $\mathcal{C}\left(\mathfrak{k}_{s s}\right)$ containing $\mathfrak{h} \cap C\left(\mathfrak{k}_{s s}\right)$. Then there exists an $\mathfrak{l}$-strictly infinite relation (1) of one of the types listed for so(2n) in Lemma 5.5 or of the type:

| $\omega$ | Scalar products. <br> All non-listed scalar products are zero. | The roots from the <br> relation generate |
| :--- | ---: | :--- |
| $\mathfrak{g} \simeq E_{6}, E_{7}$ |  |  |
| $\alpha_{1}+\alpha_{2}+\alpha_{3}=\beta_{1}+\beta_{1}+\beta_{3}$ | $\left\langle\alpha_{1}, \beta_{2}\right\rangle$ $=\left\langle\alpha_{1}, \beta_{3}\right\rangle=\left\langle\alpha_{2}, \beta_{1}\right\rangle=\left\langle\alpha_{2}, \beta_{3}\right\rangle$ <br>  $=\left\langle\alpha_{3}, \beta_{1}\right\rangle=\left\langle\alpha_{3}, \beta_{2}\right\rangle=1$ | $A_{5}$ |

When $\mathfrak{g} \simeq E_{6}$, the above relation occurs only when $\Delta(\mathfrak{k}) \simeq A_{1}+A_{1}+A_{1}$.
For the next lemma, we need to define a special root subalgebra of $\mathfrak{g} \simeq F_{4}$. Fix the scalar product of the root system of $F_{4}$ so that the long roots have length 2. Let $\mathfrak{k}$ be defined by the requirement that $\Delta\left(\mathfrak{k}_{s s}\right)$ be of type $A_{1}+A_{1}$ where both $A_{1}$ roots are long (all such $\mathfrak{k}$ are conjugate, [Dyn72]). Then $C\left(\mathfrak{k}_{s s}\right)_{s s}$ is of type $C_{2} \simeq B_{2}$. Let $\gamma_{1}$ and $\gamma_{2}$ be the positive long roots of $\mathfrak{k}$ and $\beta_{1}$ and $\beta_{2}$ be the positive long roots of $C\left(\mathfrak{k}_{s s}\right)$. Let $\beta_{0}$ be the unique short root of $\Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)$ which has positive scalar products with both $\beta_{1}$ and $\beta_{2}$. The roots $\beta_{1}, \beta_{2}, \gamma_{1}$ and $\gamma_{2}$ are linearly independent. Let $\beta_{3}$ be given by the requirement $\left\langle\beta_{1}, \beta_{3}\right\rangle=0,\left\langle\beta_{2}, \beta_{3}\right\rangle=2,\left\langle\gamma_{1}, \beta_{3}\right\rangle=0,\left\langle\gamma_{2}, \beta_{3}\right\rangle=2$ and let $\beta_{4}$ be given by the requirement $\left\langle\beta_{1}, \beta_{4}\right\rangle=0,\left\langle\beta_{2}, \beta_{4}\right\rangle=2,\left\langle\gamma_{1}, \beta_{4}\right\rangle=2,\left\langle\gamma_{2}, \beta_{4}\right\rangle=0$. Then $\mathfrak{g}^{\beta_{3}}$ and $\mathfrak{g}^{\beta_{4}}$ generate two $\mathfrak{k}$ submodules of $\mathfrak{g}$, say $\mathfrak{n}^{\prime}$ and $\mathfrak{n}^{\prime \prime}$, each of dimension 2. Define $\mathfrak{n}$ as the linear span of $\mathfrak{n}^{\prime}, \mathfrak{n}^{\prime \prime}, \mathfrak{g}^{\beta_{0}}, \mathfrak{g}^{\beta_{1}}$ and $\mathfrak{g}^{\beta_{2}}$. Then $\mathfrak{n}$ is a nilpotent subalgebra of $\mathfrak{g}$, and is a $\mathfrak{k}$-module. Further, $\operatorname{dim} \mathfrak{n}=2+2+(1+1+1)=$ 7 and $C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}$ is the nilradical of a parabolic subalgebra of $C\left(\mathfrak{k}_{s s}\right)$. Set $\mathfrak{l}_{1}:=\mathfrak{k} \ni \mathfrak{n}$.

Lemma 5.10. Let $\mathfrak{g} \simeq F_{4}$. Suppose in addition that $\mathfrak{n} \cap C\left(\mathfrak{k}_{s s}\right)$ is the nilradical of some parabolic subalgebra of $\mathcal{C}\left(\mathfrak{k}_{s s}\right)$ containing $\mathfrak{h} \cap C\left(\mathfrak{k}_{s s}\right)$.
(a) If $\mathfrak{l}$ is not conjugate to $\mathfrak{l}_{1}$, there exists an $\mathfrak{l}$-strictly infinite relation (1) from the list of Lemma 5.5. Moreover, all relations from Lemma 5.5 except (21) do appear.
(b) If $\mathfrak{l}$ is conjugate to $\mathfrak{l}_{1}$, there exists an $\mathfrak{l}$-(non-strictly) infinite relation (1). This relation comes from an $\mathfrak{l}^{\prime}:=\mathfrak{l} \cap \mathfrak{t}$-strictly infinite relation in $\mathfrak{t}$, where $\mathfrak{t}$ is one of the two semisimple subalgebras of type $C_{3}+A_{1}$ generated by $\mathfrak{k}, C\left(\mathfrak{k}_{s s}\right)$ and the conjugate of either $\mathfrak{n}^{\prime} \cup \mathfrak{n}^{\prime-}$ or $\mathfrak{n}^{\prime \prime} \cup \mathfrak{n}^{\prime \prime-}$. The $\mathfrak{r}^{\prime}$-strictly infinite relation in $\mathfrak{t}$ can be chosen to be isomorphic to relation (16).

Combining Lemma 5.8 with Lemmas 5.10 and 5.9 we get the following.
Corollary 5.11. The failure of the cone condition for a root subalgebra $\mathfrak{l}$ of the exceptional Lie algebras of type $F_{4}, E_{6}, E_{7}$ implies the existence of an l-infinite weight.

### 5.4.3. Computer computations for the exceptional Lie algebras

This section sketches the algorithm we used to carry out the computer based proofs in Section 5.4.2.

The algorithm has as input the Cartan matrix of a semisimple Lie algebra $\mathfrak{g}$. For a given value of $\mathfrak{l}$, let $S$ be the set of weights of $\operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})$ for which $\left[\mathfrak{g}^{\alpha}, \mathfrak{n}\right] \subset \mathfrak{n}$ (see Definition 4.1). The output is the following:
(i) A list of all possible (up to an automorphism of $\Delta(\mathfrak{g})$ ) sets of roots of subalgebras $\mathfrak{l}=\mathfrak{k} \ni \mathfrak{n}$, for which $C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}$ is the nilradical of a parabolic subalgebra of $C\left(\mathfrak{k}_{s s}\right)$ containing $\mathfrak{h} \cap C\left(\mathfrak{k}_{s s}\right)$.
(ii) A sublist of the list in (i) for which the corresponding subalgebras do not satisfy the cone condition but there exists no l-strictly infinite weight of length less than or equal to max\{\#S, rk $\mathfrak{g}\}$.

Remark. This sublist turns out to be empty for $\mathfrak{g} \simeq E_{6}, E_{7}$ and contains one entry for $\mathfrak{g} \simeq F_{4}$. This entry corresponds to subalgebras conjugate to $\mathfrak{l}_{1}$, where $\mathfrak{l}_{1}$ is the subalgebra defined in Section 5.4.2.
(iii) A list complementary within (i) to the sublist (ii).

The algorithm follows.

- Enumerate (up to a $\mathfrak{g}$-automorphism) all reductive root subalgebras $\mathfrak{k}$ containing $\mathfrak{h}$, according to the classification in [Dyn72].
- Fix $\mathfrak{k}$. Compute the $\mathfrak{k}$-module decomposition of $\Delta(\mathfrak{g})$. Then $\mathfrak{n}$ is given by a set of $\mathfrak{k}$-submodules of $\mathfrak{g}$.
- Compute $\Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)$ (Lemma 2.1). Compute the group $W^{\prime}$ of all root system automorphisms of $\Delta(\mathfrak{g})$ which preserve $\Delta(\mathfrak{b} \cap \mathfrak{k})$. Note that $W^{\prime}=W^{\prime \prime \prime} \rtimes W^{\prime \prime}$ is the semidirect product of the Weyl group $W^{\prime \prime \prime}$ of $C\left(\mathfrak{k}_{s s}\right)$ with the group $W^{\prime \prime}$ of graph automorphisms of $\Delta\left(\mathfrak{k}_{s s}\right) \oplus \Delta\left(C\left(\mathfrak{k}_{s s}\right)\right) \cap \Delta(\mathfrak{b})$ which preserve $\Delta\left(\mathfrak{k}_{s s}\right)$ and $\Delta\left(C\left(\mathfrak{k}_{s s}\right)\right.$ and extend to automorphisms of $\Delta(\mathfrak{g})$.
- Introduce a total order $\prec$ on the set of all sets of $\mathfrak{k}$-submodules of $\mathfrak{g}$ in an arbitrary fashion.
- Enumerate all relevant possibilities for $\mathfrak{n}$ :
- Discard all sets of submodules $\mathcal{P}$ for which there exists $w \in W^{\prime}$ with $w \Delta(\mathcal{P}) \prec \Delta(\mathcal{P})$ (act element-wise).
- Discard all sets of submodules $\mathcal{P}$ whose union, intersected with $C\left(\mathfrak{k}_{s s}\right)$, does not correspond to a nilradical of a parabolic subalgebra of $C\left(\mathfrak{k}_{s s}\right)$.
- Fix $\mathfrak{n}$.
- Intersect the two cones $\operatorname{Cone}_{\mathbb{Q}}(\Delta(\mathfrak{n}))$ and $\operatorname{Cone}_{\mathbb{Q}}\left(\operatorname{Sing}_{\mathfrak{b n e}}(\mathfrak{g} / \mathfrak{l})\right.$ ) (by using the simplex algorithm over $\mathbb{Q}$ to solve the corresponding linear system of inequalities). If the cones intersect, proceed with the remaining steps.
- Generate the set of weights $S$.
- Generate all possible couples $\alpha_{1}, \alpha_{2} \in S$ ( $\alpha_{1}=\alpha_{2}$ is allowed) and compute whether $\alpha_{1}+\alpha_{2}$ has a strongly orthogonal decomposition with respect to $\Delta(\mathfrak{n})$. If no such strongly orthogonal decomposition exists, proceed with all triples, quadruples, $\ldots$, up to max\{\#S, rkg\}-tuples, until reaching a weight with a strongly orthogonal decomposition with respect to $\Delta(\mathfrak{n})$. If such a strongly orthogonal decomposition is found, add the found l-infinite weight and $\Delta(\mathfrak{l})$ to the list (iii), else add it to the list (ii).


## 6. Proof of Theorem 3.2

Before we prove Theorem 3.2, we need to prove the following.
Proposition 6.1. Suppose that $\mathfrak{l}$ satisfies the cone condition. Then $C\left(\mathfrak{k}_{s s}\right) \cap N\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)$ is a parabolic subalgebra of $C\left(\mathfrak{k}_{s s}\right)$. Equivalently, in view of Lemma 2.1, there exists $h \in \mathfrak{h}$ such that

$$
\begin{equation*}
C\left(\mathfrak{k}_{s s}\right) \cap N\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)=\mathfrak{q}_{h}:=\mathfrak{h}_{1} \oplus \bigoplus_{\substack{\alpha(h) \geqslant 0 \\ \alpha \pm \Delta\left(\mathfrak{l}_{s s}\right)}} \mathfrak{g}^{\alpha}, \tag{27}
\end{equation*}
$$

where $\mathfrak{h}_{1}=\{h \in \mathfrak{h} \mid \gamma(h)=0$ for all $\gamma \in \Delta(\mathfrak{k})\}$. In addition, $C\left(\mathfrak{k}_{s s}\right) \cap N(\mathfrak{n})=C\left(\mathfrak{k}_{s s}\right) \cap N\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)$.

Proof. Throughout the entire proof we use Lemma 2.1.
The equality $\operatorname{Cone}_{\mathbb{Z}}\left(\operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})\right) \cap \operatorname{Cone}_{\mathbb{Z}}(\Delta(\mathfrak{n}))=\{0\}$ implies that there exists $h \in \mathfrak{h}$ for which $\beta(h)>0, \forall \beta \in \Delta(\mathfrak{n})$ and $\alpha(h) \leqslant 0, \forall \alpha \in \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})$. Let $\mathfrak{q}_{h}$ be defined as in (27).

We claim first that $\mathfrak{q}_{h} \supset\left(C\left(\mathfrak{k}_{s s}\right) \cap N\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)\right) \supset\left(C\left(\mathfrak{k}_{s s}\right) \cap N(\mathfrak{n})\right)$. Suppose on the contrary that there exists $x:=\underbrace{g}_{\in \mathfrak{h}_{1}}+\sum_{\alpha \equiv \Delta\left(\mathfrak{k}_{s s}\right)} a_{\alpha} g^{\alpha} \in C\left(\mathfrak{k}_{s s}\right) \cap N\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)$ for which there is a root $\gamma \in \Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)$ such that $\gamma(h)<0$ and $a_{\gamma} \neq 0$. Then $\mathfrak{h} \subset N\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)$ implies that whenever $a_{\alpha} \neq 0$ we have $g^{\alpha} \in$ $N\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)$. In particular $\mathfrak{g}^{\gamma} \in N\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)$. As $C\left(\mathfrak{k}_{s s}\right)$ is reductive, $-\gamma \in \Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)$, and $-\gamma(h)>0$ implies $-\gamma \in \Delta(\mathfrak{n})$. Therefore $\mathfrak{g}^{-\gamma} \in C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}$ which contradicts the inclusion $\mathfrak{g}^{\gamma} \subset N\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)$.

We claim next that $\mathfrak{q}_{h} \subset C\left(\mathfrak{k}_{s s}\right) \cap N\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)$. Fix $\alpha \in \Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)$ for which $\alpha(h) \geqslant 0$. If $\beta \in$ $\Delta\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)$ and $(\alpha+\beta)$ is a root, then $(\alpha+\beta)(h)>0$. Therefore $\alpha+\beta \in \Delta\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)$ as all roots in $\Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)$ are $\mathfrak{b} \cap \mathfrak{k}$-singular. Therefore $g^{\alpha} \in N\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)$.

So far we have established that $\mathfrak{q}_{h}=C\left(\mathfrak{k}_{s s}\right) \cap N\left(C\left(\mathfrak{k}_{s s}\right) \cap \mathfrak{n}\right)$; we are left to prove that $\mathfrak{q}_{h} \subset C\left(\mathfrak{k}_{s s}\right) \cap$ $N(\mathfrak{n})$. Suppose, on the contrary, that there is $-\alpha \in \Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)$ such that $-\alpha(h)=0$ and $\gamma:=-\alpha+\beta \in$ $\Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{n})$ for some $\beta \in \Delta(\mathfrak{n})$. Since $-\alpha \neq \Delta(\mathfrak{k}),-\alpha, \alpha \in \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})$ and we have the relation

$$
\begin{equation*}
\alpha+\gamma=\beta . \tag{28}
\end{equation*}
$$

Clearly $\gamma \notin \Delta(\mathfrak{k})$. For the already fixed choice of $\alpha$, assume that $\gamma \in \Delta(\mathfrak{g}) \backslash \Delta(\mathfrak{l})$ is a root maximal with respect to the partial order defined by $\mathfrak{b} \cap \mathfrak{k}$, such that there exists a relation (28) as above. If $\gamma \in \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})$, this would contradict the cone condition; therefore there exists $\delta \in \Delta^{+}(\mathfrak{k})$ such that $\delta+\gamma$ is a root. The requirement that $\gamma \in \Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)$ forces $\delta$ to be strongly orthogonal to $\alpha$. Therefore $\delta$ has the same scalar product with $\gamma$ as it does with $\beta$, but at the same time $\delta+\gamma$ is a root and $\delta+\beta$ isn't (due to the maximality of $\delta$ ). We will prove that these requirements are contradictory. Let the simple component of $\mathfrak{g}$ containing $\alpha, \gamma$ and $\beta$ be $\mathfrak{s}$.

Case $1 . \mathfrak{s}$ is of type $A, D, E$ or $G_{2}$. The inequality $\langle\delta, \beta\rangle=\langle\delta, \gamma\rangle<0$ contradicts the maximality of $\gamma$ because if it held, we could add $\delta$ on both sides of (28). The inequality $\langle\delta, \gamma\rangle \geqslant 0$ implies $\langle\delta, \gamma\rangle=0$ (the sum of two roots with positive scalar product is never a root). In turn, this contradicts the condition that $\delta+\gamma$ is a root since in root systems of type $A, D, E$ and $G_{2}$, strong orthogonality is equivalent to orthogonality.
Case 2. $\mathfrak{s}$ is of type $C$. Without loss of generality we can assume that (28) is $\underbrace{\varepsilon_{j_{1}}+\varepsilon_{j_{2}}}_{\alpha}+\underbrace{\left(-\varepsilon_{j_{2}}+\varepsilon_{j_{3}}\right)}_{\gamma}=$ $\underbrace{\varepsilon_{j_{1}}+\varepsilon_{j_{3}}}_{\beta}$, where the indices $j_{1}, j_{2}, j_{3}$ are not assumed to be pairwise different. Then $\delta=$ $-\varepsilon_{j_{3}}+\varepsilon_{l}$ contradicts the maximality of $\gamma$ for all possible choices of the indices $j_{1}, j_{2}, j_{3}, l$. Furthermore, $\delta=\varepsilon_{j_{2}}+\varepsilon_{l}$ contradicts $\alpha \in \Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)$ for all possible choices of the indices $j_{1}, j_{2}, j_{3}, l$. Contradiction.
Case 3. $\mathfrak{s}$ is of type B.
Case 3.1. $\alpha$ and $\gamma$ are both short. Without loss of generality (28) becomes $\underbrace{\varepsilon_{1}}_{\alpha}+\underbrace{\varepsilon_{2}}_{\gamma}=$ $\underbrace{\varepsilon_{1}+\varepsilon_{2}}_{\beta}$. The maximality of $\gamma$ implies $\delta=\varepsilon_{1}-\varepsilon_{2}$ which contradicts $\alpha \in \Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)$.
Case 3.2. $\alpha$ is short and $\gamma$ is long. Without loss of generality (28) becomes $\underbrace{\varepsilon_{1}}_{\alpha}+\underbrace{\left(-\varepsilon_{1}+\varepsilon_{2}\right)}_{\gamma}=$ $\underbrace{\varepsilon_{2}}_{\beta}$. The maximality of $\gamma$ implies $\delta=\varepsilon_{1} \pm \varepsilon_{l}$ for some index $l$, which contradicts

Case 3.3. $\alpha$ is long and $\gamma$ is short. Without loss of generality (28) becomes $\underbrace{\varepsilon_{1}+\varepsilon_{2}}+\underbrace{\left(-\varepsilon_{2}\right)}=$ $\underbrace{\varepsilon_{1}}$. Thus $\delta=\varepsilon_{2}+\varepsilon_{l}$ for some index $l$ and $\alpha \in \Delta\left(C\left(\mathfrak{k}_{s S}\right)\right)$ implies $\delta=\varepsilon_{2}-\left(\varepsilon_{1}\right)$. Then $\underbrace{\varepsilon}_{\beta}$
$\beta+\beta+\delta=\alpha$ yields a contradiction.
Case 3.4. Both $\alpha$ and $\gamma$ are long. Without loss of generality (28) becomes $\underbrace{\varepsilon_{1}-\varepsilon_{2}}_{\alpha}+\underbrace{\varepsilon_{2}+\varepsilon_{3}}_{\gamma}=$ $\underbrace{\varepsilon_{1}+\varepsilon_{3}}_{\beta}$. The assumption that $\delta$ is short contradicts either $\alpha \in \Delta\left(C\left(\mathfrak{k}_{s s}\right)\right)$ or the maximality of the choice of $\gamma$. The fact that all roots participating in (28) together with the root $\delta$ are long is contradictory. Indeed, otherwise we could use the exact same data to obtain a relation (28) in type $D$.
Case 4. $\mathfrak{s}$ is of type $F_{4}$. Suppose on the contrary that there exist roots $\alpha, \beta, \gamma, \delta$ for which (28) holds and $\delta \equiv \alpha, \delta \equiv \beta, \delta \perp \gamma$. The same conditions would continue to hold in the root subsystem $\Delta^{\prime} \supset \beta$ generated by $\alpha, \gamma, \delta$. Since $\Delta^{\prime}$ is of rank 3 , setting $\Delta\left(\mathfrak{n}^{\prime}\right):=\{\beta\}, \Delta\left(\mathfrak{k}_{s S}^{\prime}\right)=\{ \pm \delta\}$ we get data whose existence we proved impossible in the preceding cases. Contradiction.

Proof of Theorem 3.2. First, suppose $\operatorname{Cone}_{\mathbb{Z}}\left(\operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})\right) \cap \operatorname{Cone}_{\mathbb{Z}}(\Delta(\mathfrak{n})) \neq\{0\}$. Then $\mathfrak{l}$ is a FernandoKac subalgebra of infinite type by Lemma 4.6 and Section 5.

Second, suppose $\operatorname{Cone}_{\mathbb{Z}}\left(\operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})\right) \cap \operatorname{Cone}_{\mathbb{Z}}(\Delta(\mathfrak{n}))=\{0\}$ but $\left[C\left(\mathfrak{k}_{s S}\right) \cap N(\mathfrak{n})\right]$ has a Levi subalgebra that has a simple component of type $B$, $D$, or $E$. Let $h \in \mathfrak{h}$ be such that $\gamma(h)>0$ for all $\gamma \in \operatorname{Cone}_{\mathbb{Z}}(\Delta(\mathfrak{n}))$ and $\gamma(h) \leqslant 0$ for all $\gamma \in \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})$. According to Proposition $6.1,\left[C\left(\mathfrak{k}_{s s}\right) \cap N(\mathfrak{n})\right]=$ $\left[C\left(\mathfrak{k}_{s s}\right) \cap N\left(C\left(\mathfrak{k}_{s S}\right) \cap \mathfrak{n}\right)\right]=\mathfrak{q}_{h}$, where $\mathfrak{q}_{h}$ is defined as in Lemma 6.1. Assume on the contrary that there exists an irreducible $(\mathfrak{g}, \mathfrak{l})$-module with $\mathfrak{g}[M]=\mathfrak{l}$. Pick an arbitrary $\mathfrak{b} \cap \mathfrak{l}$-singular vector $v$ and consider the $\mathfrak{q}_{h} \cap C\left(\mathfrak{k}_{s s}\right)_{s s}$-module $N$ generated by $v$. We have that $N$ is a strict $\left(\mathfrak{q}_{h} \cap C\left(\mathfrak{k}_{s s}\right)_{s s}, \mathfrak{h} \cap C\left(\mathfrak{k}_{s s}\right)_{s s}\right)$ module ("torsion-free" according to the terminology of [Fer90]). Then, according to [Fer90, Theorem 5.2], it cannot have finite-dimensional $\mathfrak{h} \cap C\left(\mathfrak{k}_{s s}\right)_{s s}$-weight spaces. In particular there are infinitely many $u_{1}, \ldots \in U\left(C\left(\mathfrak{k}_{s s}\right)\right)$ such that $u_{1} \cdot v, \ldots$ are linearly independent and of same $\mathfrak{h}$-weight. Then $u_{i} \in U\left(C\left(\mathfrak{k}_{s s}\right)\right)$ implies $u_{1} \cdot v, \ldots$ are all $\mathfrak{b} \cap \mathfrak{k}$-singular, which contradicts the fact that $M$ is of finite type over $\mathfrak{k}$ (see [PSZ04, Theorem 3.1]).

Third, suppose $\operatorname{Cone}_{\mathbb{Z}}\left(\operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})\right) \cap \operatorname{Cone}_{\mathbb{Z}}(\Delta(\mathfrak{n}))=\{0\}$ and $C\left(\mathfrak{k}_{s s}\right) \cap N(\mathfrak{n})$ has simple Levi components of type $A$ and $C$ only. We will prove that $\mathfrak{l}$ is Fernando-Kac subalgebra of finite type by the construction [PSZ04, Theorem 4.3]. Since the cones do not intersect, there exists a hyperplane in $\mathfrak{h}^{*}$ given by an element $h \in \mathfrak{h}$ such that $\Delta(\mathfrak{n})$ lies in the $h$-strictly positive half-space, and $\operatorname{Cone}_{\mathbb{Z}}\left(\operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})\right.$ ) lies in the $h$-non-positive half-space. Clearly we can assume $h$ to have rational action on $\mathfrak{h}^{*}$.

We will now introduce a "small perturbation" procedure for $h$ to produce an element $h^{\prime}$ such that $\gamma\left(h^{\prime}\right) \neq 0$ for all $\gamma \in \Delta(\mathfrak{k})$. Suppose $\gamma \in \Delta(\mathfrak{b} \cap \mathfrak{k})$ is a root with $\gamma(h)=0$. Define $g \in \mathfrak{h}$ by the properties $\gamma(g)=1, \gamma^{\prime}(g)=0$ for all $\gamma^{\prime} \perp \gamma$. Now choose $t$ to be a sufficiently small positive rational number $\left(t \leqslant \frac{1}{2} \min _{\beta \in \Delta(\mathfrak{g}), \beta(h) \neq 0}|\beta(h)|\right.$ serves our purpose). Set $h_{1}:=h-t g$. Then all $h$-positive (respectively $h$-negative) vectors remain $h_{1}$-positive (respectively $h_{1}$-negative) vectors. The only roots $\alpha$ whose positivity would be affected by the change those with $\alpha(h)=0,\langle\alpha, \gamma\rangle \neq 0$. By the preceding remarks,
 non-positive half-space. Suppose on the contrary we had a vector $\alpha \in \operatorname{Sing}_{\mathfrak{b} \cap \mathfrak{k}}(\mathfrak{g} / \mathfrak{l})$ that now lies in the $h_{1}$-positive half space. By the preceding remarks $\alpha(h)=0$. Therefore $\alpha(g)=-\frac{1}{t} \alpha\left(h_{1}\right)<0$ which implies $\langle\alpha, \gamma\rangle<0$ and thus $\alpha+\gamma$ is a root. Contradiction.

If there is a root of $\mathfrak{k}$ that vanishes on $h_{1}$, we apply the above procedure again, and so on. The number of roots $\alpha \in \Delta(\mathfrak{k})$ for which $\alpha\left(h_{1}\right)=0$ is smaller than the corresponding number for $h$. Therefore after finitely many iterations we will obtain an element, call it $h^{\prime}$, for which $\gamma\left(h^{\prime}\right) \neq 0$ for all $\gamma \in \Delta(\mathfrak{k})$ and

$$
\begin{equation*}
\alpha\left(h^{\prime}\right)=0 \quad \text { for all } \alpha \text { for which } \mathfrak{g}^{\alpha} \in C\left(\mathfrak{k}_{s s}\right) \tag{29}
\end{equation*}
$$

Now define

$$
\mathfrak{p}:=\bigoplus_{\alpha\left(h^{\prime}\right) \geqslant 0} \mathfrak{g}^{\alpha}, \quad \mathfrak{p}_{h}:=\bigoplus_{\alpha(h) \geqslant 0} \mathfrak{g}^{\alpha} .
$$

Then $\mathfrak{p}_{\text {red }} \subset\left(\mathfrak{p}_{h}\right)_{\text {red }}=\mathfrak{h}+\mathfrak{q}_{h}$, where $\mathfrak{q}_{h}$ is the subalgebra defined in Lemma 6.1. By Lemma 6.1, we get $\mathfrak{q}_{h}=C\left(\mathfrak{k}_{s s}\right) \cap N(\mathfrak{n})$ and the latter is direct sum of simple components of type $A$ and $C$ by the centralizer condition. Thus $\mathfrak{p}_{\text {red }}$ is a sum of root systems of type $A$ and $C$ (since types $A$ and $C$ contain root subsystems of type $A$ and $C$ only). We can now pick a $\left(\mathfrak{p}_{\text {red }}, \mathfrak{h}\right)$-module $L$ for which $\mathfrak{p}_{\text {red }}[L]=\mathfrak{h}$ (see [BL82], [Mat00, Sections 8, 9]), and we can extend $L$ to a $\mathfrak{p}$-module by choosing trivial action of the nilradical of $\mathfrak{p}$. The choice of $h^{\prime}$ allows us to apply [PSZO4, Theorem 4.3] to get a $\mathfrak{g}$-module $M$ for which $\mathfrak{g}[M]$ is the sum of $\mathfrak{k}$ and the maximal $\mathfrak{k}$-stable subspace of $\mathfrak{p}[L]=\mathfrak{h} \ni \mathfrak{n}_{\mathfrak{p}}$. The fact that at least one weight of each irreducible direct summand of $\mathfrak{g} / \mathfrak{l}$ (namely, its $\mathfrak{b} \cap \mathfrak{k}$-singular weight) is outside of $\mathfrak{p}[L]$ implies that the maximal $\mathfrak{k}$-stable subspace of $\mathfrak{p}[L]$ is $\mathfrak{n}$. This completes the proof.
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[^0]:    E-mail address: todor.milev@gmail.com.

[^1]:    ${ }^{1}$ The program and its source code are publicly available under the name "vector partition" program.

[^2]:    2 E. Dynkin [Dyn72, Table 9] uses the notation " $D_{3}$ " for such subalgebras. $D_{3}$ is defined as a root subsystem of type $A_{3}$ of root system of type $B$ or $D$, which cannot be extended to a root subsystem of type $A_{4}$.

