In situ measurement of the strains within a mechanically loaded polygranular graphite
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ABSTRACT

Neutron diffraction and synchrotron X-ray diffraction and imaging have been applied to study, in situ, the mechanical response to tensile and bending loading of polygranular Gilsocarbon nuclear grade near-isotropic graphite (grade IM1-24). Digital image correlation of X-ray radiographs and digital volume correlation of tomographs allow measurement of bulk elastic moduli and examination of the heterogeneity of deformation in the microstructure. Both the neutron and X-ray studies show the application of tensile strain reduces the bulk elastic modulus. A permanent set is observed to develop with applied tensile strain. The elastic strains within the graphite crystals were measured by diffraction; a cross-correlation analysis method has been applied for greater speed, robustness and improved precision in the measurement of the change in basal plane separation distance. In compression, a linear relation is observed between the elastic strains in the graphite crystals and the applied strain. In tension, this relationship is non-linear. The results are discussed with respect to the distribution of elastic and inelastic strain within the graphite microstructure. It is deduced that the significant residual elastic strains in the as-manufactured graphite are relaxed by microcracking as tensile strain is applied.

© 2015 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

In contrast to the naturally occurring mineral graphite [1], artificial polygranular graphite is a material that can be tailored to a wide range of applications. These include crucibles and components with high thermal shock resistance at elevated temperatures [2]; targets for particle accelerators [3]; various electrical and energy storage applications [4,5]; and even light-weight, high thermal conductivity engine pistons [6]. One significant use is in nuclear fission systems [7], where polygranular graphite must maintain its moderating, physical, and mechanical properties under a radiation environment even at high temperatures [8]. For nuclear applications, the graphite is typically manufactured from calcined cokes, re-impregnated with coal or petroleum pitches, so that after graphitization at temperatures in excess of 2500 °C the resulting heterogeneous microstructure comprises filler particles within a matrix containing ground filler "flour" and graphitized pitch. The overall material contains pores and flaws arising from manufacture. Early nuclear graphites had quite anisotropic properties due to the alignment of elongated 'needle' coke particles during moulding or extrusion [9]. A subsequently developed graphite, with near-isotropic structures and properties, is currently used in the UK Advanced Gas-cooled Reactors (AGR) [10] and graphite is a key structural material for advanced Generation IV nuclear fission reactors such as the VHTR (Very High Temperature Reactor) [11,12]. This paper examines the UK AGR graphite, which is a moulded isotropic coarse grained IM1-24 grade, made from Gilsocarbon filler particles (size ~500 μm) re-impregnated with a binder pitch [13]. Similar isotropic polygranular nuclear graphites can be coarse or fine grained. For example, the coarse grained H-451 (particle size ~ 500 μm [14]) is the reference material for the High-Temperature Gas-Cooled Reactor (HTGR or...
VHTR) applications [15], while other graphites considered for high temperature fission reactors include the coarse grained NBG-18 [16] (particle size ~ 300 μm) and IG-110, which has a fine-grained (particle size ~ 25 μm) filler [17]: IG-11 is an unpurified grade of IG-110 [18,19].

The mechanical properties of non-irradiated polygranular nuclear graphite include non-linear elastic deformation and the development of permanent set after straining (e.g. Ref. [20]). The linearity of the elastic deformation, the magnitude of elastic modulus and the strength all increase with fast neutron irradiation [10]. Nuclear graphite also exhibits effects of size and stress state on strength [21]. For instance, specimens tested in bending usually fail at higher strains than tensile specimens, but the reason for the difference remains unresolved even after corrections are made for the non-linearity of the stress–strain curves [22]. In addition, size effects are not fully explained by Weibull-type approaches that consider the relative stressed volumes in the strain gradient (e.g. Ref. [23]). For safety-critical nuclear applications, there is a need for accurate prediction of structural graphite component strengths and their statistical variation [24]. This needs to be supported by a deeper understanding of how these complex graphite deform and fractures. Various approaches considering, for example, the micro-scale of the heterogeneous microstructure [22] and weakest-link concepts have been developed that conservatively predict the failure strength of full-scale components from small test specimens, e.g. Refs. [15,24,25]. Their further development and experimental validation will require a detailed study of the processes of strain and damage development within the graphite microstructure.

It has been proposed that the mechanical properties of polygranular graphites are affected by internal strains within its microstructure. For instance, the permanent set that develops in granular graphites are affected by internal strains within its microstructure. For instance, specimens tested in bending usually fail at higher strains than tensile specimens, but the reason for the difference remains unresolved even after corrections are made for the non-linearity of the stress–strain curves [22]. In addition, size effects are not fully explained by Weibull-type approaches that consider the relative stressed volumes in the strain gradient (e.g. Ref. [23]). For safety-critical nuclear applications, there is a need for accurate prediction of structural graphite component strengths and their statistical variation [24]. This needs to be supported by a deeper understanding of how these complex graphite deform and fractures. Various approaches considering, for example, the micro-scale of the heterogeneous microstructure [22] and weakest-link concepts have been developed that conservatively predict the failure strength of full-scale components from small test specimens, e.g. Refs. [15,24,25]. Their further development and experimental validation will require a detailed study of the processes of strain and damage development within the graphite microstructure.

It has been proposed that the mechanical properties of polygranular graphites are affected by internal strains within its microstructure. For instance, the permanent set that develops in polygranular graphite after the application of strain can be removed by thermal annealing [26], which has been suggested to relieve internal residual stresses. Complex patterns of residual elastic strains (i.e. residual stress), which arise from the significant anisotropy of the graphite crystals, are expected in as-manufactured nuclear graphite [27] as originally predicted by Mrozowski [28]. Their existence has recently been demonstrated in IM1-24 and NBG-18 graphite [29] by Raman spectroscopy, where a significant mean tensile strain was measured in the filler particles and a lower mean compressive strain in the surrounding matrix. The latter strains were higher in magnitude by factor of up to ~2–3 adjacent to cracks and pores. An increase in strength following pre-strain at high temperatures (~2500 °C) close to the graphitization temperature was observed in early studies [30] of a coarse-grained reactor grade graphite (H4LM grade, similar to IM1-24); this was deduced to relieve residual stress and also reduce the effects of the microcracking, which was expected to occur from the thermal strains of graphitisation. Relief of residual stress was also proposed as a contributing mechanism in studies of the effect of temperature on compressive and tensile strengths of coarse grained isotropic graphites that were similar to IM1-24 [31,32]. Further evidence, attributed to microcracking and strain accommodation by basal plane slip, comes from acoustic emissions [33,34], which have been observed to occur continuously during both compressive and tensile loading of IM1-24. The elastic modulus of nuclear graphite also changes with applied stress; compression tests of a graphite with a microstructure similar to IM1-24 reduced the elastic modulus [35]. The effect was attributed to localized cracking, which was judged to be finely dispersed since preloading in compression at high stresses had little effect on the tensile strength. Similar studies in the fine-grained IG-11 found a greater contribution from tensile pre-strain than compression, although both reduced the dynamic elastic modulus measured under load [36]. Mercury porosimetry of the pre-strained samples measured an increase in the pore content under tension and a decrease under compression. These effects were attributed to the larger number of microcracks formed due to tensile stress, with a secondary effect of plastic strain by basal slip. In summary, although it is well accepted that internal stresses and local deformation processes such as microcracking occur and that these affect the bulk properties of graphite, there have been few reported experiments that evaluate either the stresses and strains within graphite, or their development during loading.

Polygranular graphite is treated as a linear elastic material in engineering design; its structural integrity may be conservatively assessed using either linear elastic fracture mechanics [14,37] or more advanced developments such as strain energy density [38] and continuum mechanics [39]. Nuclear graphite is, however, a heterogeneous quasi-brittle material. For both coarse and fine grained non-irradiated isotropic graphite there is non-linear elastic behaviour (as discussed above), a rising fracture resistance curve with crack propagation (J–R curve) [40–43], and also the development of a micro-cracked fracture process zone [44–46] that has been observed in NBG-18 and IM1-24, for instance. The strength of nuclear graphite, particularly in small test specimens, is quite sensitive to microstructure: in situ observations show that damage initiates from the larger porosity [20,21,47]. The microstructure, particularly the distribution of porosity, affects the crack path [44,48] and also the development of the microcracked fracture process zone [49,50]. Such microcracked fracture process zones are common to quasi-brittle materials as diverse as high toughness monolithic and composite ceramics [51], polymeric [52] and natural biological composites [53], geological minerals [54] and even volcanic structures [55]. The fracture process zone is a key factor in the size effect of strength [56]. For instance, small test specimens from nuclear graphite, which are extracted either from operating reactors or used in a material test reactor (MTR) accelerated experiments, provide data that may be used to predict the performance of structural components [57–59]. Whilst the magnitude of non-linear effects will be reduced in irradiated graphite, the need for high confidence in the margin of safety provided by such structural integrity assessments is a strong impetus for the development of non-linear elastic fracture mechanics models, for which the tensile behaviour of the material in the fracture process zone is fundamental [60–62]. Experimental methods that study damage development under tension are thus important to a wide range of problems.

Strain measurement by the two-dimensional digital image correlation (DIC) technique has been used for quantitative in situ studies of damage nucleation and propagation in a range of materials [63,64]. The measured displacement field, which can be obtained with high precision, is readily converted into a strain field. DIC, however, is confined to the surface of specimens. Measurements of the displacement field within a material by the three-dimensional digital volume correlation (DVC) technique, applied to high resolution computed tomography [65–67], can provide quantitative information of the processes of damage development and the strains within materials [68]. Image correlation measures total strains, and to study the elastic strains it is necessary to apply scattering techniques such as diffraction. Although widely applied to monolithic materials (e.g. Refs. [69–71]), the structures of heterogeneous materials (such as graphite) present difficulties due to load partitioning and interphase strains [72–74], which can give a complex relation between the applied stress and measured elastic strains.

The low attenuation by graphite of both high energy X-rays and neutrons allows the observation, by diffraction, of the strains within bulk samples. In this study, both have been used to assess
their relative precision and to validate independently the relation between the applied deformation and the elastic strains. X-rays also are well suited to total strain measurement by image correlation of high-resolution radiographs and tomographs in graphite [46]. Certainly the brightness of synchrotron radiation enables in situ studies with the necessary short times needed to capture images. Neutron imaging has low spatial resolution, and so was not used for similar work.

The objective of this work, which supports ongoing studies of the damage developed at stress concentrations and propagating cracks [45,46], is to better understand how the microstructure of a coarse grained polygranular graphite accommodates applied strain, and the effect of this applied strain on its mechanical properties. The relation between applied strain and residual inelastic deformation, and the difference in behaviour under tension and compression, are of particular interest. To study this, it is necessary to be able to observe, in situ, the relationship between the applied strains, the total strains in the microstructure of the material and the elastic strains in the crystals.

2. Experimental

2.1. Material

The material, supplied by EDF Energy, is a moulded IM1-24 Gilsoarbon (GCMG grade) polygranular nuclear graphite, manufactured by Graftech (formally UCAR), which has weakly-anisotropic properties. Depending on orientation, the elastic Young’s modulus is reported to be between approximately 11.6 and 11.9 GPa, with a Poisson ratio of 0.2 and a tensile strength between 19 and 20 MPa at a strain of approximately 2500 µε [75]. It is one of the graphite grades used in the core of the UK Advanced Gas-cooled Reactor fleet. The same grade, from different billets, has been studied in previous work by the authors [45,46,76]. All the specimens in this work were obtained from the same billet.

2.2. Synchrotron X-ray: tensile loading

The experiment to study tensile behaviour was conducted at the Joint Engineering, Environmental and Processing (JEEP) imaging beamline at the Diamond Light Source in the UK [77], using a mono-chromatic X-ray beam energy of 80 keV. The test specimen (ASTM C565 geometry [78]) with diameter 6.3 mm and gauge length 44.4 mm, Fig. 1a) was mounted vertically within a loading rig. A tensile load was applied under displacement control via a computer controlled stepper motor, with the balancing compressive load taken by an external polycarbonate tube (diameter 65 mm, thickness 10 mm). The specimen alignment was aided by a spherical bearing at each end of the load train. Several tungsten carbide balls (~0.25 mm dia.) provided fixed fiducial markers on the specimen surface to allow adjustments of the field of view during the experiment to accommodate vertical specimen movements under load. The balls were fixed using a small amount of cyanoacrylate adhesive, applied with a needle tip.

X-ray diffraction patterns were recorded using a Thales Pixon RF4343 42 cm × 42 cm detector (2880 × 2881 pixels, 16 bit depth), located at a distance of 2.55 m from the specimen. Ceria powder was used to calibrate the detector distance from the rotation axis of the specimen stage. Radiographs were recorded using a PCO.4000 CCD camera (4008 × 2672 pixels, 16 bit depth), with optics selected to image 7.2 × 3.2 mm (‘module 3’, pixel size 1.8 µm) or 16 × 11 mm (‘module 2’, pixel size 4.8 µm); the specimen to camera distance for imaging was 35 cm. Slits reduced the incident X-ray beam to a size of 1.5 × 1.5 mm for the diffraction observations. The slits were removed for radiography and tomography and the exposure time, both for diffraction and radiography, was 1 s. Computer scripts were used to control the experiment, in particular automating the changeover between imaging and diffraction modes that required around 30 s. Tomography was performed with 3600 radiographs over a 180° rotation using module 3; a standard back-filtered projection algorithm was used for the image reconstructions [79]. The obtained data is essentially a three-dimensional map of the X-ray attenuation of the microstructure.

The diffraction data sets were images of the diffraction rings up to a Bragg diffraction angle (2θ) of approximately 5.5°, which measure the separation, d_hkl, of the diffracting planes in the crystal. The basal plane ring, denoted using hexagonal Miller-Bravais indices as (002), occurs at 2.55° and has the highest expected intensity. The d_{002} ring was the only ring analysed since the basal plane elastic modulus is the lowest in the graphite crystal by a significant factor [80]. The crystal anisotropic elastic moduli of graphite vary between 36 GPa, perpendicular to the basal plane, to 1060 GPa within the plane, due to the weak van der Waals forces between the basal planes. Data averaging by binning was performed after fitting an ellipse to find the ring centre for the d_{002} diffraction peak. To achieve this, the image was divided into radial sectors at 1° bin intervals of the azimuth angle, and a radial intensity profile for each vector [81]. In the conventional method of analysis, the intensity profiles are fitted with a Gaussian or pseudo-Voigt peak to identify the peak positions: the diffraction angle (2θ) is the distance between the ring centre and the peak, and the change in this is used to calculate the strain [82]. However, in this work a cross-correlation data analysis method was implemented to evaluate the peak shift and hence to improve the precision of strain measurement, which was assessed to have an uncertainty of approximately 12 µε [See Appendix for details of this method]. Notably, this method provided measurements of peak shifts independent of diffraction line profile shape. This was deemed to be important for these data, which displayed broadened line profiles affected by the specimen geometry. Such broadened profiles would not be well determined by a pseudo-Voigt or a similarly analytic fitting function, without resorting to more complex convolution operations. The reference radial intensity profile (i.e. with a small pre-load of 10 N) of the d_{002} peak was compared with the radial intensity profile under load to obtain the peak shift in both the vertical (axial strain, 0° azimuth) and horizontal (transverse strain, 90° azimuth) directions.

The intrinsic measurement error was evaluated by retrieving the relative d_{002} change of pairs of diffraction patterns, between which the specimen had been translated several millimetres, rotated 90° and then returned to its original location and orientation, without a change in load. Three repeated measurements at two different locations in two orientations gave a standard error of 0.0092 pixels for the apparent change in ring radius, equivalent to a change in d_{002} of 4.9 × 10^{-5} Å (one ångström or 1 Å is 0.1 nm). The strain measurement error is thus 14 µε, which is consistent with the expected uncertainty (see Appendix).

Movements perpendicular to the detector have a geometric magnifying/diminutive effect; specimen displacement was corrected by direct measurement via digital image correlation (DIC) of radiographs. These measurements were acquired before, or after, each set of diffraction observations with the specimen at the same load and rotated at 90°. The multi-pass DIC analysis used the LaVision StrainMaster DaVis software (Version 7.2) with decreasing subsets of 512 × 512 pixels (2 passes) and 256 × 256 pixels (3 passes), both at an overlap of 50%. A DIC assessment of radiographs recorded with a controlled displacement obtained a standard error of 0.8 µm, so that the corresponding uncertainty in the correction of the shift in d_{002} was 10^{-6} Å, i.e. an insignificant strain error of approximately 0.3 µε. The movements increase in magnitude with
Fig. 1. Schematics of a) tensile specimen, indicating positions of X-ray diffraction measurements (H1 & H2) and tomography; b) neutron beamline arrangement of four-point bending specimen and time of flight detector banks; c) bend specimen, indicating positions of strain gauge and neutron diffraction measurement positions (p1–p6). (A colour version of this figure can be viewed online.)

2.3. Neutron diffraction: bending loading

The experiment to study behaviour in four-point bending was conducted at ENGIN-X, which is a time of flight (TOF) neutron diffractometer at the Rutherford Laboratory in the UK. The diffractometer is a high resolution instrument optimized for strain studies and has a high neutron flux over the 1 to 4 Å wavelength range [83]. The primary flight path for the neutron beam (L1) is ~50 m and the secondary flight path (L2) is ~1.53 m. This corresponds to the distance between the centroid of the instrumental gauge volume (IGV) within of the specimen and the banks of detectors. A 4 × 4 × 4 mm IGV was selected to optimize count times with an acquisition time per measurement position of 20 min. ENGIN-X has two detector banks that are centered about the IGV and at 20 = 90° to the incident beam (Fig.1b). Bank 1 provides TOF data along the length of the specimen (i.e. the in-plane strain), whereas Bank 2 provides the out-of-plane strain. The plane in this case is defined as that in which the bending takes place.

The TOF spectra recorded by the detectors in each bank are transformed into a common inter-plane spacing scale to obtain the diffraction spectrum [84]. Standard calibrations were performed with a Ceria powder sample. Conventionally, the Bragg diffraction peak position is obtained by a least squares refinement fit of a pseudo-Voigt function convolved with a leading and trailing exponential function (accounting for the inherent asymmetric diffraction line profiles of the neutron diffraction data) to allow the crystal strain to be measured from the relative change in peak position. For consistency with the X-ray diffraction analysis, only the d002 peak for Bank 1 was considered using the same correlation-based method to determine the shifts with applied load. Initial spectra recorded at each position of the IGV in the free-standing condition provided the reference. A comparison between the conventional and correlation-based methods is given in the Appendix. The expected error of the neutron strain measurements is 50 με [85].

The test specimen, a rectangular graphite beam (10 × 20 × 150 mm length), was subject to four-point loading (outer span 138 mm, inner span 50 mm). Neutron diffraction measurements were obtained at six locations p1 to p6, as shown in Fig. 1c, where p1 and p6 are 8 mm from the neutral axis. The flexure rig applies load via a finely-threaded bolt and has no direct load measurement, so strain gauges with a measurement area of 2.5 × 4 mm were attached to the upper and lower surfaces of the specimen to monitor the longitudinal surface strains. Tests of several identical specimens of the same graphite, performed with the addition of strain gauges attached to the cross-section, verified the linear variation of strain, and also the symmetry of the tensile and compressive surface strains measured at a distance of 10 mm from the neutral axis. The surface strain gauges remained stable to better than 5 με over the 2 h period of each neutron data acquisition. The applied in-plane strains at the IGV locations could then be obtained by linear interpolation between these surface strain gauge measurements.

The flexure load was incrementally cycled by adjustment of the
bolts and the response was monitored using the surface strain gauges to attain peak strains of approximately 900, 1500 and 1800 με. Up to eight observations were made in each cycle as the load was increased in stages, and then decreased again to the unloaded state. In the fourth and final cycle, the specimen was loaded to failure in stages of approximately 200–500 με. The final fracture propagated from the tensile surface at a strain of ~3200 με.

3. Results

3.1. Material microstructure

A section of the three-dimensional microstructure, observed by computed tomography, is shown in Fig. 2. This example illustrates the characteristic coarse ellipsoidal Gilsocarbon filler particles, with a typical size of up to approximately 1 mm, within a matrix of graphitized pitch and finer ‘flour’ particles produced by the grinding of larger filler particles during manufacture. Porosity, which is in dark contrast due to the lower X-ray attenuation, exists on a wide range of length scales from around 0.5 mm down to below the resolution limit of a few μm. However, the microstructure of this grade of graphite contains pores down to the nanometre length [13,86]. The large pores play an important role in the nucleation of fracture [46,87]. The small bright, highly attenuating, regions are probably due to concentrations of metallic impurities such as iron that remain after graphite manufacture [88], although phase contrast from the edges of pores will have similar appearance and is also a possible cause, as a phase retrieval algorithm was not used in the tomographic reconstruction of these data. The orientation of the sample relative to the axis of the original billet is not known, nor is it apparent from visual examination of the microstructure.

3.2. Synchrotron X-ray: tensile loading

Maps of the vertical axial strain obtained in each cycle are presented in Fig. 3a, at the peak load, and in Fig. 3b after unloading. This strain was measured by digital image correlation of the radiographs, where the contrast is due to the graphite porosity that provides the necessary ‘speckle’ for image correlation (an example radiograph is shown in the bottom right image of Fig. 3b). The strains were measured with respect to a reference radiograph recorded at the start of the experiment at a small preload of 10 N. The multipass DIC analysis used a decreasing subset size of 512 × 512 pixels (2 passes) and 256 × 256 pixels (3 passes), both with an overlap of the 50%. The displacement fields were corrected for rigid body movement and rotation by finding the rotation centre and angle that minimized the standard deviation of the displacement field. A typical rotation was centred approximately 35 cm above the field of view (i.e. close to the top of the loading rig), with a rotation angle of 0.03°. The axial strain is visualized as the gradient of the vertical component of the displacement field; the strain maps in Fig. 3 were those obtained with the specimen in the 90° rotation position. The positions of the diffraction measurements (H1 and H2), defined by the slits, are marked by solid line boxes and the tungsten carbide fiducial balls, seen in the reference radiograph (Fig. 3b, bottom right), were masked in the DIC analysis. The strain maps in Fig. 3a show, qualitatively, a progressive increase in the axial strain in the loaded state. The patterns of strain are heterogenous, and remain similar in distribution as their magnitude increases. The corresponding strain maps obtained in the unloaded state (Fig. 3b) show a similar pattern of residual heterogenous strains to the loaded state, which also increase in magnitude as the peak initial applied load increased.

The average strains in the imaged region were obtained directly from the displacement field, and will be referred to in this paper as the bulk strains, for convenience. The net displacements were calculated between sets of opposing points, (i) to (vii), across the observed field, which are numbered on the radiograph in Fig. 3b. These provide measurements in the vertical and horizontal directions across the region that is indicated by a dotted box in each strain map. The average strain was calculated simply as the displacement difference relative to the separation between the measurement points, which was approximately 2.5 mm. The average bulk axial strains during loading and unloading, as a function of the applied tensile stress, are presented in Fig. 4. The error bars show the standard deviation, and the apparent hysteresis in each load cycle is within the measurement uncertainty. The bulk axial tensile strain increases linearly with stress in each cycle (Table 1). Data were obtained similarly from module 3 radiographs recorded in the 0° rotation direction and also from the module 2 radiographs, which had a measurement point separation (i.e. gauge length) of approximately 5 mm. The elastic moduli, which were measured as a linear fit to the stress/strain plot during unloading (to avoid the effect of non-linearity with loading), are also reported in Table 1, and these show a tendency to decrease with increasing peak stress. Interestingly, the moduli obtained from the longer gauge length measurements are more scattered than those measured over the shorter gauge length; the latter always fall within the uncertainty margins of the former. The strain measurements between each of the seven opposing points are presented individually in Fig. 5, both at the peak of each cycle and after unloading. There is a progressive increase in the axial and transverse bulk strains at the peak of each successive load cycle (the error bars are calculated from the DIC displacement uncertainty). Failure occurred during cycle 7; the data presented for this final cycle were obtained after failure, and are significantly more localised than the previous cycles. The unloaded axial strains vary consistently across the specimen, being tensile towards one side and compressive to the other (Fig. 3b). The transverse strains show similar behaviour to the axial strains, with compressive transverse strains corresponding to tensile axial strains and vice
versa. The ratio of the average transverse bulk strain to the average axial bulk strain remains approximately constant as the load is increased (Fig. 6), with consistent data obtained in both the 0° and 90° rotations. A linear fit provides a Poisson’s ratio of 0.20 ± 0.03, which is in good agreement with independent measurements [75]. The two outlying data points are from the highest strains measured in cycle 7 after failure. The ratio of transverse to axial bulk strains in the unloaded state (Fig. 6b) is scattered due to the small values of transverse strain, and shows no obvious trend. Similarly, there is no clear trend between the local values of transverse strain obtained under load and after unloading (Fig. 6c).

A volume of the reconstructed tomograph is shown in Fig. 7a; the lighter horizontal bands are a ‘streak’ artifacts from the highly attenuating tungsten carbide fiducial balls. These move together
with the specimen, and had no measurable effect on the digital volume correlation (DVC) analysis, which was performed with the LaVision DaVis software (Version 8) using the following parameters: 2 passes with an interrogation subset of 256/256/256 voxels at 50% overlap, followed by 3 passes at 75% overlap with a 128/128/128 voxel subset. As with the radiographs, the porosity of the microstructure provides the necessary ‘speckle’ for the image correlation. The reference tomograph was recorded at a tensile load of 10 N, and was correlated with the tomograph obtained at a tensile load of 250 N, i.e. at a stress of approximately 7.5 MPa. After removal from the obtained displacement field of the rigid body translations and small rotations (of approximately 0.02°), using the methods described in Ref. [89], the axial strains were calculated from the relative change in displacement across the volume (Fig. 7b). The obtained average axial bulk strain of 727 με is consistent with the radiograph data (i.e. Fig. 4); there is a total variation of about 60 με across the volume, which is comparable to that observed in the analysis of the radiographs (Fig. 5). The average gradient of the strain variation in Fig. 7c is 40 με/mm in a direction intermediate between the x and y-axes (obtained by fitting a plane to the data). The transverse strains were examined in the same manner, but were too small to be measured with sufficient reliability to extract the Poisson’s ratio.

Fig. 7. The variation of axial and transverse strains across the gauge area, measured by image correlation of radiographs (module 3) for the 90° rotation at location H1 in the tensile specimen. The strains under load are presented in (a) for axial tensile strain and b) transverse strain. The corresponding strains after unloading are presented in (c) and (d). The measurement locations, (i) to (vii) are indicated in Fig. 3b (bottom right). The error bars are obtained from the image correlation measurement uncertainty (one standard deviation). Note the differences in scale of the vertical strain axes. (A colour version of this figure can be viewed online.)

Table 1

Tensile experiment data for peak stress, strain and elastic modulus at location H1 in the 90° rotation, measured by image correlation with module 3 images (2.48 mm gauge length), and elastic modulus measured similarly with module 2 images (4.97 mm gauge length) at the same location. The moduli are measured by a linear fit to the stress and strain data during unloading only.

<table>
<thead>
<tr>
<th>Cycle</th>
<th>Peak applied tensile stress (MPa)</th>
<th>Peak tensile strain (με) (Gauge length 2.48 mm)</th>
<th>Elastic modulus (GPa) (Gauge length 2.48 mm)</th>
<th>Elastic modulus (GPa) (Gauge length 4.97 mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4.23</td>
<td>380 ± 120</td>
<td>11.95 ± 0.78</td>
<td>14.94 ± 5.68</td>
</tr>
<tr>
<td>2</td>
<td>7.52</td>
<td>790 ± 70</td>
<td>11.19 ± 0.32</td>
<td>9.94 ± 2.66</td>
</tr>
<tr>
<td>3</td>
<td>10.47</td>
<td>1140 ± 70</td>
<td>10.07 ± 0.26</td>
<td>8.98 ± 1.63</td>
</tr>
<tr>
<td>4</td>
<td>12.25</td>
<td>1430 ± 100</td>
<td>10.71 ± 0.12</td>
<td>9.17 ± 1.21</td>
</tr>
<tr>
<td>5</td>
<td>12.99</td>
<td>1630 ± 70</td>
<td>9.75 ± 0.21</td>
<td>9.35 ± 1.04</td>
</tr>
<tr>
<td>6</td>
<td>15.68</td>
<td>1960 ± 160</td>
<td>10.45 ± 0.86</td>
<td>—</td>
</tr>
</tbody>
</table>
scatter about the bulk average strain, with a tendency for higher strains to develop in the matrix. Although the local strains do vary systematically with position (Fig. 8b–d), the scatter of strain was predominantly due to heterogeneity in the microstructure, particularly from the filler particles.

An example X-ray diffraction pattern from the tensile experiment is shown in Fig. 9a, together with a line profile at the 0° azimuth angle (Fig. 9b). The measured changes in d₀₀₂, referred to here as the ‘crystal strains’ for convenience, are compared with the bulk strain data in Fig. 10. The crystal strains are identified for the two positions (H1 and H2) and the specimen two rotation angles (0° and 90°) that sample four different gauge volumes of microstructure. The reported errors include the combined effects of the measurement and correction uncertainties described earlier.
The axial and transverse changes in the crystal strains were obtained at the 90° and 0° azimuth angles.

The axial crystal strains in the tensile specimen increase with increasing bulk strain (Fig. 10a); the data are presented for the change in d_{00.2} at the 90° azimuth angle, concurrent with the measured bulk tensile strain. The transverse crystal strains (at the 0° azimuth) appear to become less compressive as the measured transverse bulk strains due to Poisson contraction increase in magnitude (Fig. 10b). The crystal strain data are shown as a function of the peak tensile bulk strain, i.e. the loaded data are measured at the peak strain, and unloaded data are shown as function of the peak strain applied before unloading. This reveals that on the first load cycle the axial crystal strain does not increase significantly, but on unloading there is a significant decrease of the axial d_{00.2} by approximately 3 × 10^{-4} Å, which is equivalent to a strain of 85 με. In the subsequent cycles, the axial crystal strain under load increases with the applied tensile bulk strain whereas the unloaded crystal strain returns to close to the initial value, and does not measurably change further. The transverse crystal strains also show different behaviour in the first load cycle; they decrease when first loaded, while the axial crystal strains do not increase. The transverse crystal strains then do not change measurably when the load is removed and remain effectively constant in the subsequent cycles with increasing axial crystal strain (Fig. 10d). The outlier data with high tensile transverse bulk strain for the H2 position at the 0° rotation in the final load cycle (Fig. 10b) were recorded just before the specimen had failed.

3.3. Neutron diffraction: bending loading

An example neutron time-of-flight diffraction spectrum for Bank 1 (in-plane or longitudinal strain) for the bending loading

![Image](bending_loading_spectrum.png)

Fig. 9. Example of X-ray diffraction data; a) image of the diffraction rings, b) a line profile of the intensity across the diffraction rings (at 0° azimuth angle). The diffraction peaks at 00.2, 10.0, 00.4 and 10.1 are indicated. (A colour version of this figure can be viewed online.)
As with the X-ray data, only the changes for the lowest stiffness basal plane are considered here. Measurements at each of the six positions in the initial free standing condition provided the reference, against which the change in $d_{00.2}$ was measured. The obtained data for change in $d_{00.2}$ as a function of bulk longitudinal strain at the IGV position are presented in Fig. 12, and are also compared with the data from the tensile specimen, obtained by synchrotron X-ray diffraction. Within the scatter, the data from different measurement positions provide self-consistent measurement of the relation between crystal and bulk in-plane strain. There is good agreement between the neutron and X-ray measurement. Indeed, both show a tendency for non-linear behaviour with tensile strains, while the neutron data in the compressive region are essentially linear. A least-squares linear fit to the neutron data with compressive applied strains is shown in Fig. 12.

The initial tests of fully strain gauged flexure specimens, off the beamline, provided data for the relation between applied load and the surface strain gauges. The example data in Fig. 13 show a linear increase of the surface strains with applied bending stress, which experiment is shown in Fig. 11. As with the X-ray data, only the changes for the lowest stiffness basal plane are considered here. Measurements at each of the six positions in the initial free standing condition provided the reference, against which the change in $d_{00.2}$ was measured. The obtained data for change in $d_{00.2}$ as a function of bulk longitudinal strain at the IGV position are presented in Fig. 12, and are also compared with the data from the tensile specimen, obtained by synchrotron X-ray diffraction. Within the scatter, the data from different measurement positions provide self-consistent measurement of the relation between crystal and bulk in-plane strain. There is good agreement between the neutron and X-ray measurement. Indeed, both show a tendency for non-linear behaviour with tensile strains, while the neutron data in the compressive region are essentially linear. A least-squares linear fit to the neutron data with compressive applied strains is shown in Fig. 12.

The initial tests of fully strain gauged flexure specimens, off the beamline, provided data for the relation between applied load and the surface strain gauges. The example data in Fig. 13 show a linear increase of the surface strains with applied bending stress, which
was calculated from the applied load and simple slender beam theory [90]. A residual strain remains after unloading in each cycle, and this increases with the peak applied bending surface strain. That experiment also provided typical data for the unloading elastic modulus, and these are reported from the surface strain gauges in Table 2. In this example, the specimen failed in the fourth cycle at the peak bending stress — prior to this, the elastic modulus in bending was approximately constant.

The magnitudes of the residual strains after unloading, for both the flexure and tensile diffraction experiments, are presented in Fig. 14. For the flexure specimen, there is a clear trend of increasing residual bulk in-plane strain with increasing magnitude of applied strain (tensile and compressive). These data are from the strain gauges on the tensile and compressive surfaces (Fig. 14a). Corresponding behaviour is also observed in the tensile specimen; bulk tensile pre-strain leads to a small permanent tensile bulk strain (Fig. 14b). The diffraction data show different trends: for the tensile pre-strain leads to a small permanent tensile bulk strain and vice versa (Fig. 14a). Conversely, for the tensile specimen, other than the decrease after the first cycle, there is no significant residual crystal strain measured (Fig. 10c).

4. Discussion

The bulk elastic moduli and the Poisson’s ratio obtained by image correlation analysis of radiographs are in good agreement with the expected values for this graphite [75], which gives high confidence in the accuracy of displacement measurements by this technique. The tensile experiment also demonstrates the expected degradation of elastic modulus with increasing applied tensile strain due to damage [35,36] (Table 1). The generally lower modulus obtained for the longer measurement gauge length can be attributed to microstructure heterogeneity. In contrast, the elastic modulus in bending is not measurably affected by loading (Table 2). The difference in the response between tensile and flexure specimens is due to the strain gradient in the latter specimen, in which the larger volume that experiences non-damaging low strains dominates the overall stiffness.

The maximum strain of the bending specimen, which is approximately 40% larger than the maximum average strain sustained in the tensile test is in the expected range of 40–70% [23], although the tensile strain is 20% lower than expected for this grade [75]. The image correlation analysis undertaken on the tensile test specimen tomographs reveals there is a degree of specimen flexure, despite the use of a self-aligning jig (Fig. 7b). The ASTM standard C565 [78] for graphite tensile strength measurement does not specify a quantitative limit for flexure. But ASTM C749 for measurement of the tensile stress/strain of graphite [91], permits bending stresses at the surface (described as ‘parasitic’ stresses that are due to misalignment) of up to 5% of the mean stress; the average strain gradient (Fig. 7b) is equivalent to a 17% parasitic surface strain, which would account for the lower than average tensile strength.

Both the tensile and flexure experiments demonstrate the expected development of ‘permanent set’ encountered when testing non-irradiated graphite [20] (Figs. 5 and 14). The image correlation analysis of radiographs shows this occurs at the microstructure length-scale (Fig. 3), and the image correlation of tomographs of selected volumes confirms this strain localization is due to the heterogeneous microstructure (Fig. 7a). It is noteworthy that this localized strain, observed in the tensile specimen, is not recovered fully when the load is removed, demonstrating that some microstructure regions deform in-elastically. This is attributed to a small misalignment of the tensile specimen, which causes the gradient of total strain across the specimen observed in Fig. 7b, together with a similar gradient of the inelastic bulk axial strain under load. On unloading, this introduces a residual compressive axial bulk strain, and an associated residual tensile transverse bulk strain (as observed in Fig. 5b and c), similar to the residual strains that arise when the bend specimens tested in flexure.

The diffraction analyses, which measure the elastic strain in the graphite crystals as the change in \( d_{002} \), provide several interesting observations. There is very good agreement between the neutron and X-ray measurements, since both show non-linear behaviour of the crystal strains as a function of the applied tensile strain. The neutron data show the deformation is more linear in the compressive region (Fig. 12), obtained in the bend specimen geometry. Such non-linearity in the response of this and related graphites has been proposed to be due to an inelastic mechanism such as microcracking or plastic deformation by basal slip [33]. Both would reduce the increase inelastic strain with increasing applied

![Fig. 12. The change in \( d_{002} \) with the bulk strain at the measurement position for both neutron diffraction (flexure specimen) and X-ray diffraction (tensile specimen). A linear least-squares fit to the neutron data for compressive bulk strain is shown (gradient 9 × 10^{-3} \text{A}/\mu\text{e})]. The error bars for the change in \( d_{002} \) are the measurement uncertainty equivalent to a strain error of 50 \( \mu \text{e} \) (see Appendix). (A colour version of this figure can be viewed online.)
strain, though the clear effect on tensile behaviour observed here suggests that microcracking dominates in tension, as expected [36].

It is significant that in first load cycle of the tensile experiment the axial elastic strain, measured as the change in d_{002} in the tensile direction, does not increase with the applied strain, and it decreases after unloading. Although the elastic strain that is measured under load subsequently increases with applied tensile strain, the residual elastic strain upon unloading is zero; i.e. d_{002} returns to a value close to that of the as-received material. Similarly, the transverse elastic strain, which is measured as the change in d_{002} at the 0° azimuth angle, is compressive for the first load cycle, does not change measurably when the load is removed, and then returns to zero on the next loading, at which it remains thereafter. In the bending specimen, the residual elastic strains tend to become compressive with increasing tensile permanent set, and vice versa (Fig. 14). This behaviour is a simple consequence of the elastic spring-back with a gradient of permanent deformation — tensile plastic strain leads to compressive elastic spring-back. Unfortunately, the neutron data are not sufficiently sensitive to record the elastic strain decrease on first loading that is observed by X-ray diffraction in the tensile experiment.

The elastic strain behaviour in the tensile experiment requires further explanation. As graphitization takes place at temperatures in excess of 2500 °C, and due to the graphite crystal structure being highly anisotropic due to the weak interplanar forces of the basal planes, significant thermal residual stresses develop within the graphite microstructure as it cools to ambient temperature. This is the origin of Mrozowski cracks on (00.1) planes [28]. The microstructure may be regarded to be in a state of equilibrium between these stresses and the critical stresses for micro-cracking and basal slip, which act to relax the thermal stresses that are due to the thermal strains. Experimental measurements show that tensile residual stress exists in the Gilsocarbon filler particles of this graphite grade, with compression in the matrix [29]. An increase in

---

Table 2
The effect of applied peak stress on elastic modulus, measured in bending loading and unloading (from Fig. 13).

<table>
<thead>
<tr>
<th>Cycle</th>
<th>Peak bending stress (MPa)</th>
<th>Peak strain [με] (Tensile surface)</th>
<th>Peak strain [με] (Compressive surface)</th>
<th>Elastic modulus (GPa) (Loading, tensile surface)</th>
<th>Elastic modulus (GPa) (Unloading, tensile surface)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>9.36</td>
<td>904 ± 5</td>
<td>−833 ± 5</td>
<td>10.38 ± 0.19</td>
<td>11.12 ± 0.34</td>
</tr>
<tr>
<td>2</td>
<td>14.17</td>
<td>1506 ± 5</td>
<td>−1389 ± 5</td>
<td>10.59 ± 0.15</td>
<td>10.53 ± 0.21</td>
</tr>
<tr>
<td>3</td>
<td>17.40</td>
<td>1800 ± 5</td>
<td>−1697 ± 5</td>
<td>10.87 ± 0.21</td>
<td>10.59 ± 0.22</td>
</tr>
<tr>
<td>4</td>
<td>26.40</td>
<td>2950 ± 5</td>
<td>−2741 ± 5</td>
<td>9.89 ± 0.12</td>
<td>−</td>
</tr>
</tbody>
</table>

---

Fig. 13. Example data for the variation of bulk in-plane surface strain with bending stress for a flexure loaded specimen (identical sample to that examined by neutron diffraction). The sample failed in cycle 4 under load. (A colour version of this figure can be viewed online.)
applied strain would lead to further micro-cracking, and the permanent set in the tensile experiment data confirms that inelastic deformation occurs as the applied strain increases. The image correlation of radiographs demonstrates that this is localized at the millimeter length scale of the microstructure, and that some of this strain is not recoverable. This appears to provide a reasonable cause for the negligible change in the axial d_{002} when the tensile load is first applied, where the static value represents the lattice strain of the elastic stress that is in equilibrium with the critical stresses for microcracking and slip. On removal of the applied load, the axial crystal elastic stress is relaxed, and d_{002} decreases in this direction. Compressive transverse crystal strain in the first loading is consistent with the compressive transverse bulk strain from the Poisson contraction. This simple explanation implies, however, that axial d_{002} should not continue to increase as the applied tensile strain increases, which is contrary to the observations. It does not explain why d_{002} returns to the original value when unloaded in the subsequent cycles. Moreover, the transverse crystal strains under load would be expected to become increasingly compressive, and this is not observed. Microcracking, as a mechanism to relieve tensile strain in brittle heterogeneous materials [92] has been proposed to saturate with increasing tensile strain [93]. This may explain the stability of the unloaded d_{002} and the gradual increase in d_{002} with applied load is observed in Fig. 10c. However, the mechanisms may relate closely with the complex connected network of crystals that are arranged in the constituents of the graphite microstructure at a length-scale equal to or below the meso-scale. The diffraction analysis, which has a large gauge volume, samples microstructure that contains both fuller particles and matrix to provide an average effect of the localized strains. A higher resolution analysis, utilizing micro-Raman spectroscopy for surface observations or micro-scale testing of graphite samples of isolated matrix regions and fuller particles using synchrotron diffraction, might provide the necessary understanding.

5. Conclusion

- Neutron and X-ray diffraction experiments provide insights to the response to loading of the IM1-24 polygranular Gilsocarbon microstructure. Synchrotron X-Rays have very high signal to noise ratio, compared with neutrons, and this provides greater measurement precision.
- When measured over a sufficient gauge length of several mm image correlation with radiographs and tomographs can measure bulk elastic properties with a precision similar to strain gauges. Over a shorter gauge length, more qualitative data are obtained due to the heterogeneity of inelastic and elastic deformation.
- Both neutron and X-ray studies show the application of tensile strain reduces the bulk elastic modulus.
- In compression, a linear relation is observed between the elastic strains in the graphite crystals and the applied strain. In tension, this relationship is non-linear.
- The microstructure of the studied graphite contains significant residual elastic strains, which appear to be relaxed by the application of tensile strain. It is deduced this is accompanied by microcracking.
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Appendix. Cross-correlation analysis of diffraction peak shifts

A cross-correlation method has been implemented in this work to improve the speed and precision of the measurement of sub-pixel shifts of a diffraction peak. Cross-correlation has been proposed previously for the analysis of strains by X-ray diffraction due to its insensitivity to peak shape and ability to work with less information [94], but it is not routinely used. In general cross-correlation is used in the analysis of small shifts with high precision in high-resolution EBSD (electron backscatter diffraction) analysis [95]. The approach implemented here is based on analysis of the cross-correlation product between the reference diffraction peak, which is obtained with the specimen in the initial unloaded state and the loaded peak.

These data are subsequently referred to as the ‘original signal’ and ‘delayed signal’, the difference between these can be regarded as a ‘time delay’. The expression for the cross-correlation between the two signals is given in Equation (A1); \( f \) and \( g \) respectively are the original and delayed signal. For \( g(t) = f(t - \delta) \), the convolution product is maximised at \( \delta = 0 \).

\[
(f * g)(\tau) \overset{\text{def}}{=} \int_{-\infty}^{\infty} f(t)g(t + \tau) \, dt \tag{A1}
\]

Due to the nature of the signal sampling, \( f \) and \( g \) are discrete functions; so determining the argument of the maximum of the cross-correlation product will only provide the integer part of the delay value. However, an iterative least-square peak fitting method, applied to the cross-correlation function between the original and delayed signal, allows determination of the delay with higher precision. We have found that performing the latter step with the Fourier transform of the correlation function achieves greater speed (approximately a factor of 150 times, compared to cross-correlation in the time domain) and robustness to signal noise (compared to conventional analysis methods). The shape of the cross-correlation peak is a function of signal shape, so the nature of the peak used during the fitting should be adapted to those signals (i.e. pseudo-Voigt in the case of diffraction).

In the implementation of this ‘XCORR’ method, a first pass analysis in the time domain allows retrieval of the integer part of the delay value by finding the cross-correlation function maximum. This integer delay is then corrected using the delayed signal within Fourier space by applying a phase shift (Equation (A2)); this step could be considered to be a ‘time-domain registration’ of the signals, similar to the pre-analysis step of displacement registration that is used in image correlation techniques.

\[
x[n] \leftrightarrow X[k]
\]

\[
x[n - D] \leftrightarrow e^{-j2\pi\frac{nD}{N}}X[k]
\tag{A2}
\]

The sub-sampling time delay appears as the gradient of the phase of the convolution product in the Fourier domain. It can be extracted by a simple linear fit, weighted by the signal amplitudes for noise reduction purposes [90].

The analysis method is insensitive to the magnitude of the time delay, but is dependent of the peak shape, which differs for neutron and X-ray diffraction data (Fig. A1). The full width of the \( d_{002} \) peak is of the order of 0.15 Å, and the neutron data are at discrete intervals of \( 4 	imes 10^{-4} \) Å, whereas the intervals of the X-ray data are \( 5.3 \times 10^{-3} \) Å around the position of the \( d_{002} \) peak. The pixel size actually varies across the full diffraction spectra due to the intersection of the diffraction cone with the image plane, but the effect is negligible around individual peaks. The neutron TOF bins are regarded as equivalent to pixels; both are data at discrete intervals. The signal to noise ratios (SNR) for the neutron and X-ray peaks are 23.3 dB and 46.7 dB respectively, measured by determining the noise power as the variance on the profile baseline and the signal peak as the mean square of the data [97]. In the analysis of the diffraction data using Bragg’s Law, it is necessary to know the interplanar separation, \( d_{(hkl)} \), of the reference peak in order to calculate its change using the measured change in diffraction angle, \( \Delta \theta \), which is provided by the cross-correlation ‘time delay’. This was obtained by application of the conventional least-square peak fitting method to find the peak position, from which \( d_{002} \) was calculated using the Ceria calibration. For the X-ray data, the ring diameter was measured to obtain \( 4\theta \).

To assess the sensitivity of the above cross-correlation analysis with respect to the conventional analysis, e.g. as described in Ref. [98], a benchmark shift of 0.5 pixels was applied to synthetic pseudo-Voigt peaks that were of similar width to either the X-ray or neutron data in terms of the number of discrete data points across the peak. Additive white Gaussian noise was applied to both the peaks, and the peak shift was then measured; the error from the known shift provides the measurement uncertainty. The effect of varying the SNR is presented in Fig. A2, which also shows the influence of signal pre-conditioning methods that are commonly used in data treatment, e.g. Ref. [99] (only the X-ray examples are presented for clarity); median (order 10) and wavelet filters (Symlet 8 with Stein’s unbiased risk estimate thresholding) were applied. The changes in the peak shape by filtering are detrimental to measurements made with the conventional method, especially in the case of wavelet filtering that induces artifacts in the peak shape. The outcome demonstrates that the cross-correlation method is more robust. For the X-ray peaks, cross-correlation achieved better precision than the conventional method for signal to noise ratios above 30 dB, with comparable results below this. The two methods are closely equivalent for the neutron peaks since these are relatively broad compared to the X-ray data, which causes the slightly greater error.

This analysis provides an estimate of the measurement uncertainty in the experimental data for the change in \( d_{002} \), via the error in the determination of the benchmark peak shift for an equivalent SNR. At 25 dB, which is representative of the neutron data, the error in the \( d_{002} \) shift is \( 7.86 \times 10^{-5} \) Å and \( 7.9 \times 10^{-5} \) Å respectively for the conventional and the XCORR method with a neutron peak. The strain measurement error is approximately 25 με. This is within the expected precision of 50 με for neutron diffraction [85]. The latter includes additional errors due to positioning that are not accommodated in this assessment of the intrinsic measurement uncertainty.

At 45 dB, which is representative of the X-ray data, the uncertainty in the \( d_{002} \) shift for an X-ray peak is \( 3.9 \times 10^{-5} \) Å for cross-correlation and \( 5.3 \times 10^{-5} \) Å for the conventional method. The expected strain uncertainties are thus 12 με and 18 με respectively. This is quite consistent with the variability that is observed with Azimuth angle around the full \( d_{002} \) diffraction ring (Fig. A3). In this example the variances, relative to smooth fits through the data, are \( 3.5 \times 10^{-2} \) Å and \( 3.9 \times 10^{-2} \) Å for the cross-correlation and conventional analyses respectively. The agreement between the expected and measured errors is attributed to the fine correction for specimen positioning by the use of digital image correlation of radiographs, as described in the main text; this correction could not be applied to the neutron observations.

Interestingly, cross-correlation tends to report lower shifts than the conventional analysis as the smaller values are approached at the \( 0^\circ \) and \( 180^\circ \) azimuth angles. Comparisons of the \( d_{002} \) peak shifts obtained by the conventional method and the cross-
correlation methods, for all of the data obtained in the graphite tensile and bending experiments, are presented in Fig. A4; the equivalence of the analysis methods for neutron and X-ray diffraction is clear. As in Fig. A3, the shifts measured by cross-correlation tend to be lower than the conventional method at smaller values. The reason for this small bias, which is of the order of the measurement uncertainty, is not certain, but it may be an artifact of the assumed peak shape. The cross-correlation analysis method has been used in this work due to its greater speed, robustness and improved precision, at least for the X-ray data.

Fig. A1. Examples of the d_{00.2} diffraction peak measured by neutron diffraction (data at intervals of 4 × 10^{-4} Å) and synchrotron X-ray diffraction (data at intervals of ~5.3 × 10^{-3} Å at the peak).

Fig. A2. The error (uncertainty) in the calculated peak shift (a benchmark shift of 0.5 pixel), as a function of signal to noise ratio, for the conventional and cross-correlation (XCORR) analysis methods applied peaks representative of X-ray and neutron d_{00.2} diffraction. The effect of filters, applied to the X-ray peaks, is also presented.

Fig. A3. An example of the calculated change in d_{00.2} as a function of azimuth angle about the X-ray 00.2 diffraction ring, analysed by cross-correlation (XCORR) and the conventional method; in both cases, a 4° bin size was used. These data are for position H1, in the 0° orientation, and were obtained by comparison of diffraction image at a stress of 12.3 MPa, compared to the original unloaded state. Sample movements have been corrected for.
Fig. A4. Comparison of the shift in $d_{002}$ measured by the conventional and cross-correlation methods for a) neutron diffraction, and b) synchrotron X-ray diffraction. The error bars are the expected uncertainty in the analysis, obtained for the signal to noise ratio of the $d_{002}$ peak (Fig. A2).

References


Materials Performance Centre, School of Materials, University of Manchester, Manchester, United Kingdom.


