Fatigue life prediction using multiaxial energy calculations with the mean stress effect to predict failure of linear and nonlinear elastic solids
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A B S T R A C T  
An approach is presented that enables the calculation of elastic strain energy in linear and nonlinear elastic solids during arbitrary thermomechanical load cycles. The approach uses the simple fact that the variation of both strain and complementary energies always forms a rectangular shape in stress–strain space, hence integration is no longer required to calculate the energy. Furthermore, the approach considers the mean stress effect so that predictions of fatigue damage are more realistically representative of real-life experimental observations. By doing so, a parameter has been proposed to adjust the mean stress effect. This parameter is based on the well-known Smith–Watson–Topper energy criterion, but allows consideration of other arbitrary mean stress effects, e.g. the Bergmann type criterion. The approach has then been incorporated into a numerical method which can be applied to uniaxial and multiaxial, proportional and non-proportional loadings to predict fatigue damage. The end result of the method is the cyclic evolution of accumulated damage. Numerical examples show how the method presented in this paper could be applied to a nonlinear elastic material.
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Introduction

Mechanical components are usually subjected to variable loads during operation. These cause stresses, strains and temperature rises in the component as a reaction to such loading. Depending on the size of the load and the exposure (operating) time, fluctuating stress–strain fields in a component can eventually lead to a crack where the damage is greatest – the critical location, which will continue to grow under continued loading and eventually result in the failure of the component [1–5]. Although various mechanisms lead to the deterioration of mechanical products once they are put into operation, fatigue is still one of the main sources of failure for products that operate over longer amounts of time, e.g. months, years or hundreds of thousands of load cycles [6,7]. Fatigue mechanisms prosper due to the changeable load and environmental conditions and can ultimately lead to a complete stoppage of functionality of these products [7–11].

Predicting fatigue damage of a product is therefore not only important directly prior to manufacture but is an integral step in the early stages of product development. However, the identification of critical locations and the quality of the prediction, e.g. the predicted number of cycles to failure, will only be as good as the following: level of complexity of the temperature dependent stress–strain calculation; reproduducibility of the damage accumulation modelling; level of detail included in the fatigue damage prediction; and accuracy of the input data of the material properties [9,11]. The final experimental verification of the prediction is always valuable before the component enters the manufacturing stage but prior to this stage, computer aided predictions are necessary as a means of reducing financial outlay and shortening development times [6,12].

The majority of fatigue damage predictions are still based on uniaxial approaches or transformations of multiaxial stress–strain states into equivalent (uniaxial) cases either assuming a failure theory (e.g. signed von Mises stress) or applying the critical plane approach [5,12–17]. They usually give satisfactory predictions, especially if they incorporate various influences on the fatigue damage prediction such as e.g. the mean stress correction [5,17–21]. However, under more complex conditions some of the commonly used techniques may no longer be capable of producing accurate predictions [16,17,19,21]. Alternatively, the invariance of the energy (which is independent of the coordinate system of observation) and its dissipation during cyclic loading have proven to be a suitable tool for predicting fatigue damage regardless of the type of loading (mechanical, thermal, uniaxial, multiaxial proportional or non-proportional) [13,18,22,23]. Therefore energy-based models for fatigue damage predictions have been a good counterweight to equivalent prediction models. However, according to the available literature, there have been attempts to include the mean...
stress correction in the energy-based methods e.g. [18,22], but to date no established criterion has been accepted as e.g. are the Sm–Watson–Topper (SWT) or Bergmann mean stress criteria for the uniaxial strain–stress states [5,16,18,24,25].

First, strain energy and its complementary energy must be calculated for every time instant during the load cycle which can be exactly reproduce the well-known uniaxial SWT correction [24–26] or can be adapted for another experimentally observed influence on the mean stress level, i.e. a Bergmann type correction [25] by introducing an additional parameter \( \alpha \). The approach presented here is incorporated into a robust method based on Prandtl operators [6,10,12,23] that estimates the accumulated thermomechanical fatigue damage at any time instant during the load history by calculating the cyclic fatigue damage evolution.

Energy calculation

The material response under cyclic loading is assumed to be temperature dependent and nonlinear elastic. This means that it is independent of the load history (path independent) and that the stress tensor \( \sigma_0 \) and strain tensor \( \varepsilon_0 \) form a nonlinear constitutive law

\[
\sigma(t_i) = \sigma_0(D_{ijkl}(T_i), \varepsilon_0(t_i))
\]

which depends on a temperature dependent stiffness tensor \( D_{ijkl} \) and temperature \( T_i = T(t_i) \) for every time instant \( t_i; s = 1, \ldots, n_s \). It will be assumed here that both stress and strain tensors \( \sigma_0 \) and \( \varepsilon_0 \) for every time instant have been determined in advance according to a nonlinear elastic model as the material response modelling is not the main focus of the paper. As the approach is general, the stress and strain tensor can be considered as multiaxial and non-proportional. In the equations below, the time and temperature dependence will be omitted for simplicity though they are considered throughout the calculation. Additionally, all the quantities in this paper apply only to elastic materials, e.g., \( \varepsilon_0 = C_0^{-1} U_0 = U_0^{el} \), hence “el” superscripts will be omitted for clarity.

First, strain energy and its complementary energy must be defined. These phenomena are crucial for the calculations to follow. Eqs. 1–13 refer to [27] where the reader can find further details on the strain and complementary energies.

For a given stress state \( \sigma_0 \), an infinitesimal amount of strain energy per unit volume \( dW \) (referred to as strain energy hereafter) during a load cycle can be calculated as

\[
\begin{align*}
\sigma_{ijkl} & = D_{ijkl} \varepsilon_{ijkl} \\
\varepsilon_{ijkl} & = \frac{1}{2} (\varepsilon_{ij} \delta_{kl} + \varepsilon_{kl} \delta_{ij}) \\
W & = \frac{1}{2} \sigma_{ijkl} \varepsilon^{ijkl} \\
D_{ijkl} & = \text{linear elastic stiffness} \\
\varepsilon_{ijkl} & = \text{second and fourth order tensor indices} \\
i, j, k, l & = \text{index for number of reversal points in residuum (only in Appendix B)} \\
i & = \text{index for number of fictive yield energies} \\
n_f & = \text{number of temperature divisions} \\
p & = \text{index of principal components} \\
R_e & = \text{strain ratio} \\
R_p & = \text{stress ratio} \\
s & = \text{time index} \\
S & = \text{logical operator (only in Appendix B)} \\
t & = \text{time} \\
T & = \text{temperature} \\
u & = \text{yield surface} \\
U_s & = \text{total elastic energy amplitude} \\
U_{\varepsilon_p} & = \text{total elastic principal energy amplitude} \\
U_{\varepsilon_p}^{el} & = \text{total equivalent elastic principal energy amplitude} \\
U_{\varepsilon_p}^{n} & = \text{total equivalent principal energy} \\
U_{\varepsilon_p}^{p} & = \text{total equivalent elastic principal energy} \\
U_{\varepsilon_p}^{q} & = \text{total equivalent elastic principal energy amplitude} \\
U_{\varepsilon}^{el} & = \text{total equivalent elastic principal energy} \\
U_{\varepsilon}^{p} & = \text{total equivalent elastic principal energy amplitude} \\
U_{\varepsilon}^{q} & = \text{total equivalent elastic principal energy} \\
U_{\varepsilon}^{n} & = \text{total equivalent elastic energy} \\
U_{\varepsilon}^{p} & = \text{total elastic mean energy} \\
U_{\varepsilon}^{n} & = \text{total principal mean energy} \\
U_{\varepsilon}^{p} & = \text{total principal mean energy} \\
U_{\varepsilon}^{q} & = \text{total equivalent principal energy} \\
U_{\varepsilon}^{n} & = \text{total equivalent principal energy} \\
W & = \text{strain energy per unit volume} \\
W_a & = \text{strain energy amplitude} \\
W_{\varepsilon_p} & = \text{principal strain energy amplitude} \\
W_{\varepsilon_p}^{el} & = \text{equivalent elastic principal strain energy amplitude} \\
W_{\varepsilon_p}^{n} & = \text{equivalent principal strain energy} \\
W_{\varepsilon_p}^{p} & = \text{equivalent elastic principal strain energy} \\
W_{\varepsilon}^{el} & = \text{equivalent elastic principal strain energy} \\
W_{\varepsilon}^{p} & = \text{equivalent elastic principal strain energy amplitude} \\
W_{\varepsilon}^{q} & = \text{equivalent elastic principal energy} \\
W_{\varepsilon}^{n} & = \text{equivalent elastic energy} \\
W_{\varepsilon}^{p} & = \text{elastic mean strain energy} \\
W_{\varepsilon}^{n} & = \text{elastic principal mean strain energy}
\end{align*}
\]

Here we present how energy-based fatigue damage predictions can be applied to a given variable multiaxial thermomechanical loading and nonlinear elastic solid, and hence show how they could be applied to materials such as metals, rubbers, polymer networks, liquid crystal elastomers and new biological materials under large strains. Furthermore, the approach is extended to consider the mean energy influence of the load cycles which can be estimated using the accumulated thermomechanical fatigue damage at any time instant during the load history by calculating the cyclic fatigue damage evolution.
\[ dW = \sigma_y d\varepsilon_y. \]  

Integrating the contributions of strain energy \( dW \) over a range from the beginning of loading to a given strain \( \varepsilon_y \), the total strain energy can be calculated as

\[ W = \int_0^{\varepsilon_y} \sigma_y d\varepsilon_y. \]  

As the material is elastic, the path independence can be considered and hence the differential of the strain energy can be written as

\[ dW = \frac{\partial W}{\partial \varepsilon_y} d\varepsilon_y. \]  

and inserting Eq. (2) into Eq. (4) we obtain

\( (\sigma_y - \frac{\partial W}{\partial \varepsilon_y}) \, d\varepsilon_y = 0 \)

or

\[ \sigma_y = \frac{\partial W}{\partial \varepsilon_y}. \]  

Eq. (6) suggests that the stress tensor is a constitutive law dependent function of the strain energy.

For every strain energy, complementary energy per unit volume (referred to as complementary energy hereafter) can be introduced (see Fig. 1) whereby

\[ C = \sigma_y \varepsilon_y - W. \]  

The complementary energy also depends only on the observed state therefore its differential can be calculated as

\[ dC = d\sigma_y \varepsilon_y + \sigma_y d\varepsilon_y - dW. \]  

Inserting Eqs. (4) and (6) into Eq. (8), the differential of the complementary energy is observed as

\[ dC = \varepsilon_y \partial \sigma_y. \]  

By integrating the differentials of the complementary energy \( dC \) over a range from the beginning of loading to a given stress \( \sigma_y \), the total complementary energy can be calculated as

\[ C = \int_0^{\sigma_y} \varepsilon_y d\sigma_y. \]  

As the constitutive law is path independent, the differential of the complementary energy can then be written as

\[ dC = \frac{\partial C}{\partial \sigma_y} d\sigma_y \]

and by placing Eq. (9) into Eq. (11) one can obtain

\[ (\varepsilon_y - \frac{\partial C}{\partial \sigma_y}) \, d\sigma_y = 0 \]

or

\[ \varepsilon_y = \frac{\partial C}{\partial \sigma_y}. \]  

Eq. (13) proves that the strain tensor is a constitutive law dependent function of the complementary energy. Adding both strain and complementary energies of the \( i \)th and \( j \)th tensor components together, they always form a rectangular shape in any time instant as shown in Fig. 1.

Stress and strain tensors at any time instant can be expressed in the coordinate system of principal directions as a principal stress tensor \( \sigma_p \) and principal strain tensor \( \varepsilon_p \), where \( p = 1, 2, 3 \) represents the indices of the principal values. Despite the transformation both strain and complementary energies remain the same as they are invariant, i.e. the amount of energy cannot be influenced by the coordinate system [27].

Next, the mean stress effect and the multiaxiality of the stress–strain states are addressed. The components of the principal stress tensor \( \sigma_p \) which occur at any point in a material during loading can always be decomposed into mean \( \sigma_{mp} \) (static) and amplitude (dynamic) segments \( \sigma_{ap} \) as shown in Fig. 1. The same is valid for the strain tensor components. For every principal component at any instant in time, the origins of both stress \( \sigma_{ap} \) and strain \( \varepsilon_{ap} \) can be determined. Thus by knowing the current state of a material, the correct calculation of the amplitudes \( \sigma_{ap} \) and \( \varepsilon_{ap} \) and the mean \( \sigma_{mp} \) are possible.

According to the SWT criterion [18,24,25], the mean stress effect of an arbitrary load cycle in an observed time instant \( t_i \) can be described as

\[ \sigma_{ap}^* \sigma_{ap} = \sigma_{max,p} \sigma_{ap} \]  

where \( \sigma_{max,p} = \sigma_{mp} + \sigma_{ap} \) is the maximum stress tensor, \( \sigma_{ap} \) is the amplitude tensor and \( \sigma_{ap}^* \) is the equivalent linear amplitude tensor originating from a fully reversed cycle without mean stress and resulting in the same damage as the combination of \( \sigma_{mp} \) and \( \sigma_{ap} \). Obviously Eq. (14) can only be valid for positive values of the maximum stress tensor component. The relations between equivalent linear stress and strain tensors are

\[ \sigma_{ap}^* \sigma_{ap} = D_{ppqq}^* \sigma_{ap}^* \varepsilon_{ap}^* \quad \sigma_{mp} = D_{ppqq}^* \sigma_{ap}^* \varepsilon_{ap}^* \quad \sigma_{ap} = D_{ppqq}^* \sigma_{ap}^* \varepsilon_{ap}^* \]

hence Eq. (14) can be rewritten as the following expressions

\[ \sigma_{ap}^* D_{ppqq}^* \sigma_{ap}^* \varepsilon_{ap}^* = \sigma_{mp} D_{ppqq}^* \varepsilon_{ap}^* + \sigma_{ap} D_{ppqq}^* \varepsilon_{ap}^* \]

\[ D_{ppqq}^* \sigma_{ap}^* D_{ppqq}^* \varepsilon_{ap}^* = D_{ppqq}^* \sigma_{mp} D_{ppqq}^* \varepsilon_{ap}^* + D_{ppqq}^* \sigma_{ap} D_{ppqq}^* \varepsilon_{ap}^* \]

\[ \sigma_{ap}^* D_{ppqq}^* \varepsilon_{ap}^* = \sigma_{mp} D_{ppqq}^* \varepsilon_{ap}^* + \sigma_{ap} D_{ppqq}^* \varepsilon_{ap}^* \]

\[ \sigma_{ap}^* \sigma_{ap}^* = \sigma_{mp}^* \sigma_{ap}^* + \sigma_{ap}^* \sigma_{ap}^* \]

which confirm the observation, that the background of the mean stress correction according to the Smith–Watson–Topper criterion.
is the energy calculation and consists of the mean energy contribution and the energy amplitude contribution [18].

Equating areas considering either linear or nonlinear material response, it can be seen in Fig. 2 that

$$\sigma^{\text{p}}_{\alpha p} = \sigma^{\text{p}}_{\alpha p} - \Delta \sigma^{\text{p}}_{\alpha p}$$

(17)

which enables to apply the energy calculation from Eq. (16) also to a nonlinear material response. A similar approach for equating linear and nonlinear energies can be found in e.g. [28]. Substituting the left side of Eq. (17) with Eq. (16) gives

$$\sigma^{\text{p}}_{\alpha p} = \sigma^{\text{p}}_{\text{m}} + \sigma^{\text{p}}_{\text{r}}$$

(18)

Furthermore, if the ranges $\Delta \sigma^{\text{p}}_{\alpha p} = 2 \sigma^{\text{p}}_{\alpha p}$ and $\Delta \sigma^{\text{p}}_{\alpha p} = 2 \sigma^{\text{p}}_{\alpha p}$ are considered rather than the amplitudes $\sigma^{\text{p}}_{\alpha p}$ and $\sigma^{\text{p}}_{\alpha p}$, Eq. (18) can be multiplied by a factor of 2. Hence the total principal energy is expressed as

$$2 \sigma^{\text{p}}_{\alpha p} \Delta \sigma^{\text{p}}_{\alpha p} = 2 \sigma^{\text{p}}_{\text{m}} \Delta \sigma^{\text{p}}_{\alpha p} + 2 \sigma^{\text{p}}_{\text{r}} \Delta \sigma^{\text{p}}_{\alpha p}$$

(19)

$$W_{\alpha p} + C_{\alpha p} = W_{\text{m}} + C_{\text{m}} + W_{\text{r}} + C_{\text{r}}$$

$$U_{\text{p}} = U_{\text{m}} + U_{\text{r}}$$

as shown in Fig. 3. The quantities $\sigma^{\text{p}}_{\alpha p} \Delta \sigma^{\text{p}}_{\alpha p}$, $\sigma^{\text{p}}_{\text{m}} \Delta \sigma^{\text{p}}_{\alpha p}$ and $\sigma^{\text{p}}_{\text{r}} \Delta \sigma^{\text{p}}_{\alpha p}$ represent the total equivalent principal energy amplitude $U_{\alpha p}$, the total mean principal energy $U_{\text{m}}$ and the total principal energy amplitude $U_{\text{r}}$, respectively, each one containing information on strain and complementary energies $W$ and $C$. As is the case for Eq. (14), Eq. (19) is valid only if $\sigma^{\text{p}}_{\text{m}} + \sigma^{\text{p}}_{\text{r}} > 0$, otherwise $U_{\text{p}} = U_{\text{m}} = U_{\text{r}} = 0$.

Adding the range of the total equivalent principal energy amplitude $\Delta U_{\alpha p} = 2 \sigma^{\text{p}}_{\alpha p}$ to the current origin of total equivalent principal energy $U_{\alpha p}$, the total equivalent principal energy $U_{\text{p}}$ can be obtained as

$$U_{\text{p}} = U_{\text{m}} + U_{\text{r}}.$$  

(20)

By summing all the total equivalent principal energies, the total equivalent energy $U_{\alpha}$ can then be obtained as

$$U_{\alpha} = \sum_{\alpha} U_{\text{p}}$$  

(21)

and corresponds to the equivalent energy state of the observed material point with stress tensor $\sigma_{\alpha}$ and strain tensor $\epsilon_{\alpha}$.

Finally, according to Eqs. (19) and (21) we can conclude that the total equivalent energy amplitude $D_{\alpha} = D(U_{\alpha})$ can be given in terms of damage due to the total mean energy $D_{\text{m}} = D(U_{\text{m}})$ and damage due to the total energy amplitude $D_{\text{r}} = D(U_{\text{r}})$,

$$D(U_{\text{p}}) = D(U_{\text{m}}) + D(U_{\text{r}}).$$  

(22)

Considering the composition of the total energy from the strain and the complementary part as shown in Eq. (19), Eq. (22) becomes

$$D(U_{\text{p}}) = D(W_{\text{m}}) + D(C_{\text{m}}) + D(W_{\text{r}}) + D(C_{\text{r}}).$$  

(23)

Now considering that the displacement and damage of material are caused by strain energy only [29–31], the damage contribution of the complementary energies equals 0, so

$$D(U_{\alpha}) = D(W_{\alpha}).$$  

(24)

Equating Eq. (22) with (24) shows that damage contributions of the total and strain energies are equal,

$$D(U_{\alpha}) = D(W_{\alpha}) = D(W_{\text{m}}) = D(W_{\text{r}}).$$  

(25)

Hence the total equivalent energy according to Eq. (21) can be directly used to predict fatigue life. It is shown in Appendix A that Eq. (25) is in accordance with the conventional strain energy calculation considering the contributions of mean and amplitude load levels.

Additionally, if a mean stress parameter $\alpha$ is introduced to the total energy calculation in Eq. (19), it is possible to adjust the importance of the mean stress effect by the equation

$$U_{\alpha} = U_{\text{m}} + U_{\text{r}}.$$  

(26)

If $\alpha = 1$, the Smith–Watson–Topper’s mean stress correction is considered, if $\alpha = 0$, no mean stress correction will be calculated.
For $0 < \alpha < 1$, an arbitrary mean stress correction is considered, e.g. the Bergmann type [25] which can be based on experimental observations, e.g. by fatigue tests at different mean stress values.

### Energy life curves

$S - N$ and $\varepsilon - N$ curves are gained from high-cycle fatigue (HCF) and low-cycle fatigue (LCF) tests, respectively. The controlled variables, i.e. stress in HCF tests and strain in LCF tests, alternate between limit states continuously until failure of the specimen according to the stress ratio $R_e$ or the strain ratio $R_s$, respectively. As the material response is nonlinear elastic as well as different in tension and compression, the stress and strain ratios are usually not equal. Energy life curves are created from $\sigma - \varepsilon$ curves and either $\varepsilon - N$ or $S - N$ curves at distinct constant temperatures. If the $\varepsilon - N$ curve for a strain ratio $R_e$ and temperature $T$ is available, the number of cycles to failure $N$ can be obtained for a given strain $\varepsilon$ as shown in Fig. 4(a). From the $\sigma - \varepsilon$ curve in Fig. 4(b), the stress $\sigma$ for a given strain $\varepsilon$ is retrieved and both the mean energy $U_m$ and the energy amplitude $U_a$ are calculated according to Eq. (19). Considering Eqs. (19) and (20) for the experimental values of stress and strain as well as the chosen mean stress parameter $\alpha$, the equivalent energy $U_{eq}^{cycle}$ can be calculated from

$$U_{eq}^{cycle} = 2 \begin{cases} \sigma e_{e_4} R_e = -1 \\ \sigma e_{e_4} + \alpha \sigma m e_{a_4} \ \text{otherwise.} \end{cases}$$

(27)

It turns out that $U - d$ curves which follow from this calculation should be transformed into energy life $U - d$ curves as

$$d = 1/N$$

(28)

to avoid numerical difficulties due to unlimited number of cycles to failure for equivalent energies beneath the endurance limit. The equivalent cycle damage $d$ is always bounded between the values of 0 and 1 and is therefore more convenient than the number of cycles to failure for further analyses. The energy life $U - d$ curve is presented in Fig. 4(c). However it should be noted that caution must be taken when determining $r_m$, $\sigma_a$ and $\sigma_m$. The mean stress parameter $\alpha$ must be the same as that used during the energy calculation otherwise erroneous fatigue damage predictions may occur. Eq. (27) is also valid only if $\sigma_m + \sigma_a > 0$, otherwise $U_{eq}^{cycle} = 0$.

If the $S - N$ curve for the stress ratio $R_s$ at temperature $T$ is available, the number of cycles to failure $N$ is obtained for a given stress $\sigma$. The strain $\varepsilon$ and strain ratio $R_s$ are then obtained from the experimental $\sigma - \varepsilon$ curve. The rest of the transformation into a $U - d$ curve is the same as for the $\varepsilon - N$ curve. The transformation shown in Fig. 4 is mandatory for each test temperature.

### Continuous energy and damage calculations

For simple load cycles the calculations of the total mean and amplitude energies are fairly straightforward. But if real-life situations of arbitrarily loaded components are being analysed, their values are not so obvious. Therefore the approach has been incorporated into a method which enables the continuous calculation of $\sigma_{ap}$ and $\sigma_{ap}$ based on memory rules that provide information of the equivalent elastic stress and strain amplitude, and the total energy at every time instant. A flow chart illustrating the stages of the method is given in Fig. 5.

The method is similar to the one presented in [26] but with an additional outer loop to consider all principal directions and is then followed by a damage calculation based on Prandtl operators. A pseudo code illustrating the continuous total energy calculation is given in Appendix B.

The procedure depicted in Fig. 5 is carried out as follows:

1. Stress and strain tensors $\sigma_i(t_i)$ and $\varepsilon_i(t_i)$, the mean stress parameter $\alpha$ as well as uniaxial $\sigma - \varepsilon$ and $S - N$ or $\varepsilon - N$ curves are required as input data.
2. $U - d$ curves for test temperatures are created (as outlined in Section “Energy life curves”).
3. $U - d$ curves are discretised into fictive yield energies $u_j = 1, \ldots, n_t$ which allows the utilisation of the Prandtl spring-slider model in Fig. 6 for the fatigue damage calculation. A similar procedure can be found in [6,12].
4. Prandtl densities $\delta_j(T_k)$: $j = 1, \ldots, n_t$; $k = 1, \ldots, n_r$ are determined as

$$\delta_j(T_k) = \frac{1}{u_{j+1} - u_j} \left( \frac{d_0(T_k)}{4} - \sum_{i=1}^{n_r} \delta_i(T_k)(u_{i+1} - u_i) \right).$$

(29)

5. Principal stresses $\sigma_p(t_i)$ and principal strains $\varepsilon_p(t_i)$ are then searched for.
6. For every principal component $p$ and time instant $t$, origins of both stress $\sigma_p(t_i)$ and strain $\varepsilon_p(t_i)$, and the origin of total equivalent principal energy $U_{eqp}(t_i)$ are determined, indicating the current cyclic state of the material based on the identification of rainbow and Clarmor–Seege load cycles [26]. This allows calculation of the amplitudes $\sigma_{ap}(t_i)$ and $\varepsilon_{ap}(t_i)$ and the mean $\sigma_{ap}(t_i)$.
7. The total equivalent principal energy amplitude $U_{eqp}(t_i)$ is calculated from Eq. (26).
8. The total equivalent principal energy $U_{eqp}(t_i)$ is calculated using Eq. (20).

---

![Figure 4](image-url)

**Fig. 4.** (a) $\varepsilon - N$ curve for $R_s = 0$ [32], (b) $\sigma - \varepsilon$ response [8] with calculated energies and (c) transformed $U - d$ curve for $\alpha = 1$. 
9. The total equivalent energy \( U_e(t_s) \) is gained from Eq. (21).

10. The Prandtl spring-slider model is loaded by the total equivalent energy \( U_e(t_s) \) and the back stresses \( U_d(t_s) \) on individual springs are calculated as

\[
U_d(t_s) = \max \left\{ U_e(t_s) - u_j \min \left\{ U_e(t_s), \delta_i(t_{s}), U_d(t_{s-1}) \right\} \right\}
\]

and the damage operator \( D(t_s) \) representing the cyclic damage evolution as

\[
D(t_s) = \sum_{j=1}^{n_s} D_j(t_s).
\]
12. Accumulated fatigue damage \( D(t_i) \) is expressed as the variation of the damage operator over time as

\[
D(t_i) = \sum_{i=1}^{n} [D(t_i) - D(t_{i-1})].
\]  
\( (33) \)

Compared to the conventional energy calculation, the proposed method does not involve integration so it is more time efficient, which is particularly beneficial if FE models with a vast number of nodes and elements and longer load histories are being analysed. Considering the path independence of the energy, only the reversal points can be used for the energy calculation. In this case however, the nonlinear information between reversal points is irretrievable. As the strain and complementary energies always form a rectangular shape in space, the procedure is valid for any arbitrary nonlinear elastic material response.

**Numerical examples and discussion**

A solid block (Fig. 7), representing a fragment of an arbitrary mechanical component, consisting of 4500 brick elements and 5376 nodes, has been chosen to illustrate the method presented in Section “Continuous energy and damage calculations”. The material used for numerical examples is a blend of filled natural rubber, poly-butadiene rubber and styrene-butadiene rubber, synthesised via free-radical polymerisation as an emulsion in water. It is used in industry as a part of the composite that is used for producing air spring bellows. For further details on the material used in this study the reader is referred to [8,32]. A two-parameter Mooney–Rivlin material model [8] has been used to describe the nonlinear elastic stress–strain response of the rubber in a finite element calculation. The \( r/c_0 \) curve and the \( e/c_0 \) curve with its energy equivalent \( U/c_0 \) curve are given in Fig. 4. Two load histories have been considered: a uniaxial load history (Fig. 7), to give a simple demonstration of how the method might be used and to illustrate the relation with the uniaxial SWT parameter; and a multiaxial load history (Fig. 8) to give a fuller numerical example demonstrating the ability of the method. Node 321 and element 286, both indicated in Fig. 7, have been chosen for fatigue analysis for both load histories. For simplicity, a constant temperature of 25 °C is assumed throughout.

The base of the block is fixed in its normal direction whereas the block can freely move in either transverse direction. The top side of the block is loaded with displacements in normal and/or transverse directions as shown in Figs. 7 and 8. The displacements of node 321 which represent the variable load history are also given in Figs. 7 and 8.

The calculated stress–strain histories, and the corresponding principal values and the energy calculation are given in Figs. 9–12. Whilst the convention on sorted principal stresses \( \sigma_1 \geq \sigma_2 \geq \sigma_3 \) is used here, it is not mandatory. Principal stresses and strains in element 286 are given in Fig. 9 for the uniaxial case and in Fig. 10 for the multiaxial case. The energy variation and the
predicted damage of the chosen component are given in Fig. 11 for the uniaxial case and in Fig. 12 for the multiaxial case.

An initial comparison of Figs. 9 and 10 shows that more steps are needed for a multiaxial load history FE analysis to converge than for the uniaxial case (the number of circles in Figs. 9 and 10 represents the number of steps performed in the analysis). Displacements which are transverse to the loading direction occur in the uniaxial load case as a consequence of Poisson’s ratio, but

![Graphs showing stress, strain, and energy calculations for uniaxial and multiaxial cases.](image-url)
produce no additional stresses in the material. In the multiaxial load case however, displacements in the lateral directions will produce additional normal and shear stresses. In the uniaxial case, only one principal stress is strongly expressed; that is the maximum principal stress in tension between time intervals of 0 to 3 and 7 to 8 s and the minimum principal stress in compression between 3 to 7 s. In the multiaxial case all three principal stresses will simultaneously occur depending on the loading.

Fig. 10. Energy calculation for the multiaxial load history. Stresses, strains and their origins together with the mean stresses, stress amplitudes and the total principal energies with their origins are calculated for $t = i$, $i = 1, 2, \ldots, 8$ s. The number of circles represents the number of steps performed in the analysis.
The origins for stresses, strains and equivalent energies shown in Figs. 11 and 12, allow a visual check of the mean and amplitude calculation. The first principal stress \( \sigma_1 \) in Fig. 9 increases from 0 to 1 s whereas its origin \( \sigma_{0,1} \) decreases for the same amount in the opposite direction as an alternating cycle is assumed at the beginning. To confirm this it can be seen that the amplitude \( \sigma_{a,1} \) is rising from 0 to 1 s whereas the mean stress \( \sigma_{m,1} \) remains at zero. There is a reversal point at 1 s so \( \sigma_1 \) starts decreasing from here on and the origin \( \sigma_{0,1} \) is set to the value of \( \sigma_1 \) at 1 s. At 2 s the origin \( \sigma_{0,1} \) is set to the value of \( \sigma_1 \) at 2 s as \( \sigma_1 \) starts increasing again. When the first principal stress \( \sigma_1 \) exceeds its value at 1 s, a closed loop starting at 2 s is obtained so the material follows the original path which started at the beginning (t = 0). Consequently the origin jumps to the opposite side, the stress amplitude increases and the mean stress value is set to 0. Similar behaviour is noticed throughout the history for the first, second and third principal directions. Furthermore, the stress, strain and equivalent energy calculations for the multiaxial load history given in Fig. 10 follow the same behaviour, i.e. bigger closed loops of the first principal stress are obtained just before 3 and 7 s. Jumps in origins of stresses and equivalent energies may occur during the amplitude and mean calculation as is observed for the first principal stress \( \sigma_1 \) between 4 and 5 s (Fig. 9). The reason for the jumps of origin lies in the strain-dependence of reversal points as the strain is their driving quantity [26], and it has been shown that by knowing the reversal points of the strain alone allows for the identification of not only the strain amplitude, but also the mean stress and the stress amplitude. Here this also applies to the calculation of the principal energy amplitude and principal mean energy. When \( \varepsilon_1 \) starts decreasing at 4 s in Fig. 9, its origin lies at the level of \( \varepsilon_1 \) at 4 s so the origins of \( \sigma_1 \) and \( U_e \) also lie at their respective values of \( \sigma_1 \) and \( U_e \) at 4 s. But when \( \varepsilon_1 \) reaches a reversal point before 5 s, a small nested cycle is closed and the origin is therefore shifted to the previous reversal point, in this case to the one at 3 s. According to the strain-driven reversal points the origins of \( \sigma_1 \) and \( U_e \) at this particular moment also change to the values of the reversal points at 3 s.

From Figs. 11 and 12 it can be seen that the equivalent energy of the block increases or decreases not only depending on the product of the principal stresses and strains, but also the mean stress influence. On the contrary, the accumulated fatigue damage \( D_e \) always increases and is therefore a good indicator of the damaged state of the block. In the uniaxial case where the second and for some time the third principal stresses remain at zero, though the principal strains vary throughout the analysed load history, the equivalent energy as a product of these quantities remains zero and does not contribute to the total damage. The fatigue damage in the uniaxial case is therefore only due to either the first principal stress and strain when the solid is loaded in tension; or the third principal stress and strain when loaded in compression. This is in accordance with uniaxial stress–strain theory.

In the multiaxial case however, the second and the third principal strains are not merely a consequence of the block contracting during loading but also actively producing stresses as the solid is loaded in all directions. Higher loads also cause higher damage which can easily be seen by comparing the stress, strain, energy and damage jumps between 6 and 7 s with the remainder of the loading for the uniaxial case in Figs. 9 and 11 and between 2 to 3 s and 6 to 7 s for the multiaxial case in Figs. 10 and 12.

The influence of the mean stress level can be noted in Figs. 11 and 12. Two limit contributions are depicted, with \( x = 0 \) (no mean stress correction, thin lines) and \( x = 1 \) (mean stress correction, thick lines). If no mean stress is considered, smaller fluctuations of the energy variations \( U_e \) are observed as compared to the considered mean stress correction. But if the mean stress is not considered for the determination of the \( U - d \) curve (Fig. 4), the amplitudes become more influential. Therefore more than 5 times higher fatigue damage is observed if the mean stress is not considered throughout the calculation in both, the uniaxial and the multiaxial case. Furthermore, the simulated multiaxial history would cause approximately 35% more damage compared to the simulated uniaxial history. Setting \( x \) between 0 and 1 changes the amount of accumulated fatigue damage.

**Conclusions**

The approach presented here enables energy-based fatigue damage calculations including the mean stress effect that resembles the equivalent uniaxial approach with the Smith–Watson–Topper or the Bergmann damage parameter. If the mean stress effect is not considered, the approach produces the same result as the conventional energy-based approach but in a significantly shorter time as the calculation rests on the subtraction of two energy states rather than the integration process between them. The mean stress effect is considered with the parameter \( x \). Numerical examples show high dependence of the fatigue damage on the consideration of the mean stress effect in both uniaxial and multiaxial cases. Further validations of the method are on-going.
\begin{verbatim}
1: \( p = 1 \)
2: while \( p \leq 3 \) do
3:     \( i = 1; \ f = 0; \ \varepsilon_{\text{sum}, p} = 0 \)
4:     while \( i \leq n \) do
5:         \( j = 1; \ S = j > 2 \)
6:         if \( j > 2 \) and \( |\varepsilon_{p,j-1}^m - \varepsilon_{p,j}^m| \leq |\varepsilon_{p,j-1}^m - \varepsilon_{p,j}^m| \) and \( |\varepsilon_{p,j-1}^m - \varepsilon_{p,j}^m| \geq |\varepsilon_{p,j-1}^m - \varepsilon_{p,j}^m| \) then
7:             \( \varepsilon_{\text{sum}, p} = \varepsilon_{p,j}^m; \ \sigma_{p,j}^m(t) = -\sigma_{p,j}^m(t); \ U_{\omega,p}(t) = U_{\omega,p}(t) \)
8:         else
9:             \( \varepsilon_{\text{sum}, p} = \varepsilon_{p,j}^m; \ \sigma_{p,j}^m(t) = \sigma_{p,j}^m(t); \ U_{\omega,p}(t) = U_{\omega,p}(t) \)
10:        end if
11:        \( j = j - 2; \ S = j > 2 \)
12:     else
13:         if \( j > 2 \) and \( \varepsilon_{p,j-1}^m \varepsilon_{p,j}^m < 0 \) and \( \varepsilon_{p,j}^m \varepsilon_{p,j}^m < 0 \) and \( \varepsilon_{p,j}^m \varepsilon_{p,j}^m \geq |\varepsilon_{p,j}^m| \) and \( |\varepsilon_{p,j}^m| \geq |\varepsilon_{p,j}^m| \) then
14:             \( \varepsilon_{\text{sum}, p} = \varepsilon_{p,j}^m; \ \sigma_{p,j}^m(t) = -\sigma_{p,j}^m(t); \ U_{\omega,p}(t) = U_{\omega,p}(t) \)
15:         \( j = j - 2; \ S = false \)
16:     else
17:         if \( \varepsilon_{p,j}^m \geq \varepsilon_{\text{sum}, p} \) then
18:             \( \varepsilon_{\text{sum}, p} = \varepsilon_{p,j}^m; \ \sigma_{p,j}^m(t) = \sigma_{p,j}^m(t); \ U_{\omega,p}(t) = U_{\omega,p}(t) \)
19:         else
20:             \( \varepsilon_{\text{sum}, p} = \varepsilon_{p,j}^m; \ \sigma_{p,j}^m(t) = \sigma_{p,j}^m(t); \ U_{\omega,p}(t) = U_{\omega,p}(t) \)
21:         end if
22:         \( \varepsilon_{\omega,p}(t) = \varepsilon_{p,j}^m + \sigma_{p,j}^m(t); \ \sigma_{\omega,p}(t) = \sigma_{p,j}^m(t) \)
23:         \( S = false \)
24:         if \( \sigma_{\omega,p}(t) > 0 \) then
25:             \( U_{\omega,p}(t) = 2\sigma_{\omega,p}(t)\varepsilon_{\omega,p}(t) \)
26:         end if
27:         \( U_{\omega,p}(t) = \text{sign}(\varepsilon_{\omega,p}(t)) \left( U_{\omega,p} + \alpha U_{\omega,p} \right) \)
28:     else
29:         \( U_{\omega,p}(t) = 0 \)
30: end if
31: \( U_{\omega,p}(t) = U_{\omega,p}(t) + 2U_{\omega,p}(t) \)
32: if \( S = false \) then
33:     if \( \varepsilon_{p,j}^m \) is reversal point then
34:         \( j = j + 1; \ v_{p,j}^m = \varepsilon_{p,j}^m(t); \ \sigma_{v,p}^m = \sigma_{p,j}^m(t); \ U_{v,p}^m = U_{v,p}(t) \)
35:     end if
36: end if
37: \( i = i + 1 \)
38: end if
39: \( p = p + 1 \)
40: end while
41: \( i = 1 \)
42: while \( i \leq n \) do
43:     \( U_{i}(t) = U_{i}(t) + U_{i}(t) + U_{i}(t) \)
44: \( i = i + 1 \)
45: end while
\end{verbatim}

Fig. 13. Pseudo code illustrating the continuous total energy calculation.
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Appendix A. Equivalence with the SWT parameter

If the total equivalent principal strain energy amplitude of a load cycle \( W_{ep} \) consists of the principal strain energy amplitude \( W_{ap} \) and the mean principal strain energy \( W_{mp} \), the following relation holds

\[
W_{ep} = W_{ap} + W_{mp}. \quad (A.1)
\]

By the definition of strain energy in Eq. (3) and assuming a constant temperature it can be shown that the principal strain energy amplitude can be calculated as

\[
W_{ap} = W_{ap}(\dot{\varepsilon}_a) = \int_0^{\dot{\varepsilon}_a} \sigma_a \text{d}\dot{\varepsilon}_a = \int_0^{\dot{\varepsilon}_a} D_{ppq} \dot{\varepsilon}_a^q \text{d}\dot{\varepsilon}_a = \frac{1}{2} D_{ppq} \dot{\varepsilon}_a^q \dot{\varepsilon}_a = \frac{1}{2} \sigma_a \dot{\varepsilon}_a, \quad (A.2)
\]

and the mean principal strain energy as

\[
W_{mp} = W_{mp}(\dot{\varepsilon}_m) = \int_0^{\dot{\varepsilon}_m} \sigma_m \text{d}\dot{\varepsilon}_m = \int_0^{\dot{\varepsilon}_m} D_{ppq} \dot{\varepsilon}_m^q \text{d}\dot{\varepsilon}_m = \frac{1}{2} D_{ppq} \dot{\varepsilon}_m^q \dot{\varepsilon}_m = \frac{1}{2} \sigma_m \dot{\varepsilon}_m. \quad (A.3)
\]

With \( \dot{\varepsilon}_a \) and \( \dot{\varepsilon}_m \) being interchangeable integration variables and \( p, q = 1, 2, 3 \), Eqs. (A.2) and (A.3) can then be rewritten as

\[
W_{ap} = \frac{1}{2} \sigma_a \dot{\varepsilon}_a, \quad (A.4)
\]

and

\[
W_{mp} = \frac{1}{2} \sigma_m \dot{\varepsilon}_m. \quad (A.5)
\]

The total equivalent principal strain energy amplitude according to the general expression in Eq. (A.1) is thus

\[
W_{ep} = \frac{1}{2} \sigma_a \dot{\varepsilon}_a + \frac{1}{2} \sigma_m \dot{\varepsilon}_m. \quad (A.6)
\]

which is equal to the Smith–Watson–Topper mean stress criterion given by Eq. (16), rearranged and divided by 2.

Appendix B. Method for continuous total equivalent energy calculation

Steps 6–9 of the method for calculating the continuous total equivalent energy as presented in Section “Continuous energy and damage calculations” are given in Fig. 13. The strain reversal points are calculated prior to initiation of the counters \( p \) and \( j \) in lines 1 and 3. The counters represent the current principal direction, time instant and the number of reversal points in the residuum, respectively. The maximum absolute principal strain \( \varepsilon_{max,p} \) is also initiated.

Next, for every principal direction in line 2 all the data points in the load history in line 4 are processed. When a data point is processed it is moved to the residuum.

If the number of reversal points in residuum \( j > 2 \), line 5 is checked to see whether residuum strains \( \varepsilon_{max,p} \), \( \varepsilon_{max,q} \), and strain \( \varepsilon_p(t_i) \) form a rainflow cycle [33]. If a rainflow cycle is not found the Clormann–Seeger cycle [34] is searched for in line 13. If \( j \leq 2 \) nor a rainflow cycle, nor a Clormann–Seeger cycle is found, line 17 is checked to see if \( \varepsilon_p(t_i) \) has exceeded the current maximum absolute principal strain – this condition is always fulfilled for the first point in the load history \( \varepsilon_{max} = 0 \). If none of the above conditions is met, strain origin \( \varepsilon_p(t_i) \), stress origin \( \sigma_p(t_i) \) and the origin of total equivalent principal energy \( U_{ep}(t_i) \) are set to the \( j \)th residuum in line 20. The amplitude and mean values of stress and strain are determined in line 22. If the maximum stress in line 23,

\[
\sigma_{max}(t_i) = \sigma_p(t_i) + [\sigma_p(t_i)], \quad (B.1)
\]

is greater than zero, the total equivalent principal amplitude in line 27 equals

\[
U_{ep}(t_i) = \text{sign}(\varepsilon_p(t_i)) (U_{ap} + 2U_{mp}) \quad (B.2)
\]

otherwise \( U_{ep}(t_i) = 0 \) in line 29. The total equivalent principal energy in line 31 referring to time \( t_i \) is then

\[
U_{ep}(t_i) = U_{ap}(t_i) + 2U_{mp}(t_i). \quad (B.3)
\]

Logical operator \( S \) is a switch that defines which point represents the origin in a given time instant. If it is set to false in line 32, line 33 is checked as to whether \( \varepsilon_p(t_i) \) is a reversal point. The first and last points in the load history are also treated as reversal points. If \( \varepsilon_p(t_i) \) is a reversal point, then \( j \) is incremented and residuum strain \( \varepsilon_{max,p} \), residuum stress \( \sigma_{max} \) and residuum total equivalent principal energy \( U_{ep} \) are set to the \( j \)–th values in line 34. After all the data points have been processed, the total equivalent energy is calculated in line 43.
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