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#### Abstract

In modeling swarms of autonomous robots, individual robots may be identified as cognitive agents. We describe a model of population of simple cognitive agents, naïve creatures, learning to safely cross a cellular automaton based highway. These creatures have the ability to learn from each other by evaluating if creatures in the past were successful in crossing the highway for their current situation. The creatures use "observational social learning" mechanism in their decision to cross the highway or not. The model parameters heavily influence the learning outcomes examined through the collected simulation metrics. We study how these parameters, in particular the knowledge base, influence the creatures' success rate of crossing the highway.
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## 1 Introduction

For the development of swarms of autonomous robots, which may require them to learn how to accomplish some tasks in unknown dynamically changing environments, it is important to study the process of learning through observation and repetition, [1]- [3]. Since autonomous robots may be identified with cognitive agents, [4]- [7], this type of study may be carried out through modeling and simulation, which allows to test various ideas before building actual robots. Thus, avoiding or minimizing any mistakes of major consequences.

In this work, we investigate the performance of a simple learning algorithm based on an "observational social learning" mechanism, [1], [8]- [10] where each cognitive agent learns by observing the outcomes from the actions of cognitive agents that have already attempted to carry out a task and imitating the successful ones. The principles of the "observational social learning" mechanism have been applied in the context of multi-agent learning and to develop new optimization algorithms [11]- [14], among others for the purpose of finding more effective optimizers than swarm

[^0]intelligence algorithms. With the goal in mind of possible hardware implementations, our interest is in identifying the simplest possible architecture still capable of producing meaningful results for the desired task, thus "our emphasis is on minimal entities, both in terms of storage and in terms of logical primitives (e.g., conjunction, disjunction, and negation)". This is the benefit of the proposed and explored learning al gorithm in [15]- [20], which we investigate further in this paper.

We consider the model of naïve creatures learning to cross a highway introduced and described in [15]- [20]. In this model, creatures use a simple decision making formula and build their knowledge base ( KnB ) by observing the performance of the creatures that attempted to cross the highway earlier. We investigate the effects of creatures' KnB accumulation through learning and its interaction with other model parameters on creatures' success rate of crossing a highway. In particular, we investigate the effects of the transferring of the KnB after building it through many populations of creatures within the same environment (i.e., the highway with the same vehicle traffic density) as opposed to building it through only a single population of creatures within the same environment.

The paper is organized as follows: Section II describes the model; Section III describes simulation setup and resulting data; Section IV discusses the effects of creatures' KnB accumulation and its interaction with other model parameters on creatures' success rate of crossing a highway, and Section V reports our conclusions and outlines future work.

## 2 M odel of Creatures with Fear and Desire Learning to Cross a Highway

We review here only the main features of the model, which has been developed and described in [15]- [20], we refer the reader for details there. We assume here that (1) the environment is a single Iane unidirectional highway without any intersection; (2) a creature is "an autonomous entity, capable of interacting with its environment and other agents", which has a strong instinct to survive; (3) all creatures are born on one side of the highway and want to cross it without being killed by the oncoming vehicles.

W e assume that each creature is capable of: (1) matching simple patterns; (2) evaluating distances in an approximate way; (3) evaluating the velocity of moving vehicles in an approximate way; (4) assigning a discrete number to an approximate class; (5) witnessing what had happened to the creatures that previously crossed the highway at this crossing point (with exclusion of the first creature); (6) evaluating what they witnessed in (5), i.e. if the crossing was successful or not; (7) imitating the creatures which crossed successfully; (8) deciding not to cross and wait for better conditions or to look for a different crossing point when unsuccessful crossings outnumber the successful ones. All of these allow each crossing point (CP) to build one knowledge base (KnB) during the experiment that is available to all creatures at that CP.

W e model the highway traffic by adopting the Nagel-Schreckenberg cellular automaton model, see for details [21]- [24]. The model consists of four steps that are applied simultaneously to all cars: acceleration, safety distance adjustment, randomization, and change of position. The cars are generated at "starting cells" randomly with car creation probability (Car Prob.) and are assigned a random speed between zero and the maximum allowed speed for cars, which is set in the configuration file. A s customary in the traffic modeling literature, each cell represents a segment of a highway of 7.5 m in length, [21].

In our study at each time step, creatures are generated only at the CP set at the initialization step and are placed into the queue at this CP. Each generated creature falls with equal probability ( 0.25 ) into one of the four categories: (1) no fear nor desire; (2) only fear; (3) only desire; (4) both fear and desire. The creatures' attributes play a role in their decision making process on whether or not to cross
the highway through the values of fear (aversion to risk taking) and desire (propensity to risk taking) that creature may experience.

The creatures attempt to cross the highway having a limited horizon of vision and perceiving only fuzzy levels of distance (e.g., "close", "medium", "far") of cars within this horizon and their speeds (e.g., "slow", "medium", "fast", "very fast"). The ranges for these qualitative categories are set in the simulator's configuration file. The creatures may build up in the queue as a result of not crossing at each time step. If the simulation setup permits, after deciding not to cross the highway, a creature may move randomly along the highway horizontally in either traffic direction to a new CP or it may stay at the same CP with equal probability of $1 / 3$. The number of horizontal cells a creature may move in onetime step is 1 and the maximum distance the creature may deviate from its original CP in both directions is 5 . If the creature at the top of a queue leaves the queue, the creature that was behind moves to the top of the queue. When a creature crosses the highway at a given CP, information is recorded into the knowledge base ( KnB ) of all the creatures at this CP . The KnB table's rows and columns index the different combinations of the qualitative distance (such as "close", "medium", "far") and velocity (such as "slow", "medium", "fast", "very fast") categories, as perceived by the creatures. Each KnB table entry is calculated by: the number of the "successful crossings" minus the number of the "unsuccessful crossings" for that particular (distance, velocity) pair up to this time.

The KnB table is initialized as "tabula rasa", i.e. with all its entries set to 0 , allowing creatures to cross the highway regardless of the observed (distance, velocity) levels until the first successful crossing of a creature, or five consecutive unsuccessful crossings, whichever comes first. If a creature successfully crosses the highway, the perceived (distance, velocity) score in the KnB table is increased by one point. If the creature was killed, it is decreased by one point.

A fter the initialization of simulation, each creature at the top of the queue consults the KnB table to decide if it is safe or not to cross. Its decision is based on the implemented intelligence/decision making algorithm, which for a given (distance, velocity) pair combines the "success ratio" of crossing the highway for this (distance, velocity) pair with the creature's fear and/or desire values, as follows.

For each (distance, velocity) pair at each time step, the numerator in the success ratio is the current value from the KnB table entry. Recall that it is the number of "successful crossing" minus the number of "unsuccessful crossings" for this (distance, velocity) pair up to this time. The denominator is the total number of creatures that have crossed successfully the highway regardless of the (distance, velocity) combination up to this time; i.e. it is the number describing the creatures' entire population success up to this time. If for some (distance, velocity) configuration at the simulation start, all creatures are killed, ratio becomes "-5/0". In this case, we set the success ratio to zero since "division by zero" is undefined.

A randomly generated creature will base its decision on the formula: (1) "success ratio + value of desire- value of fear", if it has both fear and desire; (2) "success ratio - value of fear", if it has only fear; (3) "success ratio + value of desire", if it has only desire; (4) "success ratio", if it has no fear and no desire. If a creature and a given (distance, velocity) combination yield from the formula, a value that is less than zero, then the creature will not attempt to cross the highway under this condition and it will wait for a configuration for which the value of the formula is non-negative or it may decide to move to another crossing point.

The main simulation loop of the model consists of: (1) generation of cars at each lane of the highway using the Car Prob.; (2) generation of creatures at each CP with their attributes; (3) update the car speeds according the Nagel-Schreckenberg model; (4) movement of the creatures from the CP queues into the highway (if the decision algorithm indicates this should occur); (5) update of locations of the cars on the highway. This includes passing other cars in the case of multi-lane highway. It also includes the logic to check if any creature has been killed; (6) advancement of the current time step. A fter the simulation has been completed, the results are written to output files using an output function.

## 3 Simulation Setup and Simulation Data

A single run of the simulation lasts for a number of time steps set up at the initialization step. V arious output files are generated, e.g. (1) file containing the total number of creatures that have successfully crossed the highway, the total number of creatures that were killed while crossing, and the number of queued creatures at the end of the simulation; (2) file containing time dependent data, i.e. at the end of each discrete time step, the number of creatures that have successfully crossed the highway up to this time, the number of creatures that were killed while crossing up to this time, and the number of queued creatures at this time; (3) file containing the state of the KnB table at each time step. A large amount of data files is generated when the simulation is looped many times both at a particular configuration of the adjustable simulation parameters/factors (to create repetitions) and also at different configurations of the parameters (in order for comparison).

We consider the data generated from the simulation looped many times. The parameters that remain constant are: one lane highway with a length of 120 cells ( 900 meters long), 1511 time steps, 30 repetitions, random deceleration equal to 0 (there are no erratic drivers), and a 3 by 4 KnB table with an extra entry. The KnB table has 3 groupings of distance and 4 groupings of speed. The creatures in this case specifically perceive: (1) "close" for a vehicle being 0 to 3 cells away, "medium" if it is 4 or 5 cells away, "far" if it is 6 or 7 cells away and "out of range" if it is 8 or more cells away, regardless of the velocity of the vehicle, and this is encoded in the extra entry; (2) "slow" when the perceived velocity of a vehicle is 0 to 3 cells per time step, "medium" when it is 4 or 5 cells per time step, and "fast" when it is 6 or 7 cells per time step and "very fast" when it is 8 to 11 cells per time step. A vehicle's max speed is at 11 cells per time step.

There are 6 parameters that vary through the main simulation loop. These parameters are: (1) car creation probability (Car Prob.); (2) crossing point (CP); (3) value of fear, (4) value of desire; (5) the KnB transfer direction (KnB Transf.), and (6) horizontal creature movement (H oriz. Cre.).

The Car Prob. determines the density of the vehicle traffic and it varies between the values: 0.1, $0.3,0.5,0.7$, and 0.9 . A vehicle is generated at the start of the highway at each time step with a given Car. Prob.

The CP determines the location at which the creature will cross the highway and it varies betw een the values: 40, 60, and 80 (the cell number of the highway). The distance from where the vehicles are generated is important because it will affect the nature of the vehicle traffic. For example, there will likely be more vehicles travelling at max speed and in a more homogenous manner near CP 80 than at CP 40.

The value of fear and value of desire parameters both vary between the values: $0,0.25,0.5,0.75$, and 1 . Being a part of the decision formula, these values influence the creatures' decision making process of whether or not to cross.

The KnB Transf. parameter varies from: "none", "forward", and "backward", and determines whether or not the KnB table at the end of one run of the simulation is transferred to the beginning of the simulation at a different traffic environment (i.e., with a different value of Car Prob.). When KnB Transf. is set to "none", the KnB table is not transferred from an environment with one car traffic density to an environment with another car traffic density. When KnB Transf. is set to "forward", the KnB table is transferred from a less dense traffic environment to the one with immediately denser traffic. In this case, the simulations start in the environment with Car Prob. 0.1 and with KnB table containing all entries of 0 . Thus, the data with Car Prob. equal to 0.9 starts with the KnB accumulated over the other four less dense traffic environments. When KnB Transf. is set to "backward", the KnB table from a denser traffic environment carry over to the one with immediately less dense traffic. In this case, the simulations start in the environment with Car Prob. 0.9 with KnB table containing all entries of 0 . Thus, in the "backward" case, the KnB table in the environment with Car Prob. equal to 0.1 is accumulated from the other four traffic environments with higher car density. This transfer of KnB in either direction happens after building the KnB by a single population of creatures within a
given environment (Framework (I)). See the left side of Figure 1 for an illustration of the difference between the KnB Transf. "none" and the KnB Transf. "forward" cases.

Under a different scenario (Framework (II)), the transferring of the KnB in either direction happens after building the KnB by several populations of creatures within a given car traffic density environment. Thus in Framework (II), the KnB tables are always transferred from the current repetition to the next repetition within any particular configuration of the parameters' values. In this framework, even when KnB Transf. is "none", the K nB is still transferred at the end of a simulation from one repetition to the next one within each environment with the same car traffic density. In Framework (II), when K nB Transf. is "forward" ("backward"), the K nB is additionally transferred at the end of all the repetitions in the environment with lower (higher) Car Prob. to the one with an immediately higher (immediately lower) Car Prob. The distinction between Framework (I) and Framework (II) is important as the amount of learning under each Framework is different and affects the creatures' success in crossing the highway. In Framew ork (II), the K nB tables become much more developed as there is much more transferring of the KnB tables occurring. See Figure 1 for an illustration of the differences betw een the two framew orks.


Figure 1: Illustration of the differences between the two frameworks of the data, i.e. Framework (I) and Framework (II), when K nB Transf. is either "none" or "forward". The left side illustrates the data under Framework (I), while the right side illustrates the data under Framework (II). The unfilled circles are a representation of a simulation specified by its location determining the value of Car Prob. and the repetition number. The blue and red filled circles mark simulations that start with a blank knowledge base table. The blue and red arrows display the flow in the transfer of the knowledge base. Blue items represent the scenario when $\mathrm{K} n \mathrm{~B}$ Transf. is "none" while red items represent the scenario when K nB Transf. is "forward".

The Horiz. Cre. varies form 0 and 1 and determines whether or not the creatures are allowed to move horizontally in either traffic direction to a different crossing point, if they decide to not cross the highway. The creatures are only allowed to move to a different crossing point if Horiz. Cre. equals 1.

Every combination of the 6 parameters/factors is considered with 30 repeats each. The "summary" files of each configuration are collected into one large dataset containing 67,500 rows. The columns include the value for each configuration parameter and also the main response variables: the number of successful creatures, the number of killed creatures, and the number of queued creatures at the end of the simulation. The dataset is created using $R$ code.

## 4 Effects of K nB Transfer on Creatures' Success Rate

We investigate the cumulative number of successful creatures at every time step for both of the frameworks. Here, we examine only the configurations with crossing point 60 , fear value 0.5 , and desire value 0.5 . The focus of this analysis is on observing the rate of the creatures' success in crossing the highway throughout time among the different configurations examined: whether or not it is constant, or perhaps increasing due to the learning/update of the KnB table after every time step.

The number of time steps for each run of the simulation is 1511 time steps. The response recorded at each time step is the number of successful creatures up to the current time step. Taking the difference of this response for adjacent time steps provides the number of successful creatures after each time step. The sums of these values are calculated for each group of 100 consecutive time steps so that the time is divided into 15 sections of time. Essentially, we computed the number of successful creatures at each section of time to examine. We ignore the data values of the last 11 time steps for each run.

This new dataset is visualized using line plots with the time sections on the $x$-axis and the number of successful creatures on the $y$-axis. The line plots are organized in a table/matrix such that the rows indicate the value of Car Prob. and the columns indicate the value of KnB Transf. that the data is filtered by. There are four groups of plots, each being a combination of Horiz. Cre. and framework. For each individual line plot, the data for all 30 repetitions are all shown by light green lines while the average of these lines at each time section is indicated by a darker green line. The dashed horizontal line is the grand average number of successful creatures.

Figure 2 and Figure 3 display the line plots for the data under Framework (I) while Figure 4 and Figure 5 display the line plots for the data under F ramew ork (II). Figure 2 shows that the creatures are no longer successful in crossing the highway after the initial relatively small number of time intervals when Horiz. Cre. Equals 0 under Framework (I). Their success rate drops almost to zero after this initial period, regardless if KnB transfer takes place or not in most cases. However, Figure 4 shows that, when Horiz. Cre. Equals 0 under Framework (II) and when the KnB is more developed through transferring to different traffic environments in both cases, i.e. the "forward" and "backward" direction, this trend disappears and the creatures are consistently successful with crossing the highway at 50 per time section, i.e. per 100 time steps (see column two and three of Figure 4). Since a creature is generated at each time step and each creature takes 2 time steps to cross the highway, the maximum number of creatures are crossing the highway per time section, i.e. the creatures never need to wait for a car and always cross the highway successfully in those scenarios with 50 successful crossings every time section. This consistency does not hold as often when KnB transfer does not take place, see first column of Figure 4. We see that there are still some results where the success rate drops after some short initial period.

When under Framework (I) and when the creatures are allowed to move to another crossing point (i.e., when Horiz. Cre. 1), the creatures do not suddenly stop becoming successful, see Figure 3, as in the case when they are not allowed to change their crossing point (i.e., when Horiz. Cre. 0), see Figure 2. The rates of success are higher as more creatures can cross at once. It is likely the case that, in the scenarios of low success where creatures are not allowed to move to a different crossing point, a creature exhibiting fear is jamming the queue. This mechanism most likely is also responsible for the drop in the creatures' success rate under the Framework (II) when KnB "none", see Figure 4. However, both transfers of KnB, "forward" and "backward", mitigate this effect in the Framework (II), as can be seen by comparing, respectively, second and third columns of Figure 4 with those of Figure 2. Under Framework (I) when Horiz. Cre. is 1, KnB Transf. is "none", and Car Prob. is 0.9, there is an outlier repetition that has a higher number of successful creatures, achieving success rates similar to what is achieved with a forward transferred KnB from the different consecutive traffic environments.

Plot of Success over Time Section: Horiz. Cre. 0, Crossing Point 60, Fear $=0.5$, Desire $=0.5$
















Figure 2: Line plots for data under Framework (I) with Horiz. Cre. equal to $0, C P$ equal to 60 , fear value equal to 0.5 , desire value equal to 0.5 organized by Car Prob. and KnB Transf., the values of which are indicated by the rows and columns, respectively.

## Plot of Success over Time Section: Horiz. Cre. 1, Crossing Point 60, Fear $=0.5$, Desire $=0.5$



Figure 3: Line plots for data under Framework (I) with Horiz. Cre. equal to $1, \mathrm{CP}$ equal to 60 , fear value equal to 0.5 , desire value equal to 0.5 organized by Car Prob. and K nB Transf., the values of which are indicated by the rows and columns, respectively.

Plot of Success over Time Section: Horiz. Cre. 0, Crossing Point 60, Fear $=0.5$, Desire $=0.5$
















Figure 4: Line plots for data under Framework (II) with Horiz. Cre. equal to $0, C P$ equal to 60 , fear value equal to 0.5 , desire value equal to 0.5 organized by Car Prob. and KnB Transf., the values of which are indicated by the rows and columns, respectively.

Plot of Success over Time Section: Horiz. Cre. 1, Crossing Point 60, Fear $=0.5$, Desire $=0.5$


Figure 5: Line plots for data under Framework (II) with Horiz. Cre. equal to $1, C P$ equal to 60, fear value equal to 0.5 , desire value equal to 0.5 organized by Car Prob. and K nB Transf., the values of which are indicated by the rows and columns, respectively.

The line plots for the data under Framework (II) show that the extra learning/transferring of the KnB after each repetition is allowing the simulations to achieve a higher number of successful creatures more often. This is revealed through comparing respectively, Figure 4 and Figure 5 to Figure 2 and Figure 3, and it shows that the additional training of creatures' populations within the same environment produces better results in all cases of KnB transfer scenarios. These observations are consistent with results of previous work [19] and [20].

## 5 Conclusions and Future W ork

The presented case study shows that a more developed KnB improves creatures' success rate of crossing the highway and allowing the creatures to move to other crossing points intuitively increases the number of successful creatures. However, this creates more variability in most cases. The coupling of creatures' movement with more KnB accumulation, as the result of the KnB being passed from one environment to another one, is particularly beneficial on creatures' success rate under Framework (I). This benefit is not as noticeable under the Framework (II), as the creatures' KnB base is already much more developed through training and learning within the same environment. A limitation of this case study is the narrow scope of the analysed data, because we only considered fear and desire values of 0.5 , and one selected initial crossing point. We plan to continue our analyses by exploring the effects of other model parameters and different decision making formulas on creatures' success rate of crossing the highway.
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