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The Segre embedding of $\mathbb{P}^{1} \times \mathbb{P}^{1}$ as a smooth quadric $Q$ in $\mathbb{P}^{3}$ corresponds to the surjection of the four-dimensional polynomial ring onto the Segre product $S$ of two copies of the homogeneous coordinate ring of $\mathbb{P}^{1}$. We study Segre products of noncommutative algebras. If in particular $A$ and $B$ are two copies of a quantum $\mathbb{P}^{1}$ then $S=\bigoplus_{i}\left(A_{i} \otimes_{k} B_{i}\right)$ is a twisted homogeneous coordinate ring of the quadric $Q$. The main result of this paper is the classification of all embeddings of the Segre product of two quantum planes into so-called quantum $\mathbb{P}^{3}$ s. These are (the Proj of) A rtin-Schelter regular algebras $R$ of global dimension four with the Hilbert series of a commutative polynomial ring and which map onto $S$. If $R$ is not a twist of a polynomial ring, then the point scheme of $R$ either is the union of the quadric $Q$ with a line or is only the quadric $Q$. In the first case, $R$ is a central extension of a three-dimensional Artin-Schelter regular algebra and a twist of an algebra mapping onto the (commutative) homogeneous coordinate ring of $Q$; in the second case, such an algebra $R$ is the first known example of a four-dimensional Artin-Schelter regular algebra which is not determined by its point scheme. © 1996 A cademic Press, Inc.

## 1. INTRODUCTION

On the level of projective spaces (over an algebraically closed field $k$ ), the Segre embedding is given by

$$
\begin{aligned}
\phi: \mathbb{P}^{n} \times \mathbb{P}^{m} & \hookrightarrow \mathbb{P}^{n+m+n m} \\
\left(\left(x_{0}, \ldots, x_{n}\right),\left(y_{0}, \ldots, y_{m}\right)\right) & \rightarrow\left(x_{0} y_{0}, x_{1} y_{0}, \ldots, x_{n} y_{m}\right)
\end{aligned}
$$

[^0]The map $\phi$ is injective and its image is a subvariety of $\mathbb{P}^{n m+n+m}[10$, Exercise I.2.14]. In this way one defines the Segre product of two projective varieties $X \subseteq \mathbb{P}^{n}$ and $Y \subseteq \mathbb{P}^{m}$ as the image $X \circ Y$ of $X \times Y$ in $\mathbb{P}^{n m+n+m}$ under the map $\phi$.

On the level of graded $k$-algebras, one has a Segre product in the following way. For $A$ and $B$ commutative $\mathbb{N}$-graded $k$-algebras with $A_{0}=B_{0}=k$, we define the Segre product (called the cartesian product in [10, Exercise II.5.11]) to be the graded $k$-algebra $A \circ B:=\oplus_{i}\left(A_{i} \otimes_{k} B_{i}\right)$. Before we see how this relates to the Segre embedding, we recall the following definition.

Given a commutative graded $k$-algebra $R$ such that $R_{0}=k$, one can associate to it the commutative projective scheme $X=\left(\operatorname{proj} R, O_{X}\right)$ (cf. [10, Chap. II.2]). If $R$ is finitely generated by homogeneous elements of degree one, then, by Serre's theorem [10, Prop. II.5.15], the geometry of $X$ may be described in terms of the quotient category $R$-gr/tors since $R$-gr /tors $\cong \operatorname{coh} X$, where coh $X$ is the category of coherent sheaves on $X$ and $R$-gr/tors is the category of finitely generated left $R$-modules modulo torsion modules. A general definition of tors will be given later, but if $R$ is noetherian, (which will be the case for all algebras we consider in the sequel), tors consists of the finite-dimensional left $R$-modules.

In the commutative setting the Segre product may be viewed as a product because the commutative scheme $\operatorname{proj}(A \circ B)$ is isomorphic to the fibred product proj $A \times_{k}$ proj $B$; cf. [10, Exercise II.5.11]. The fibred product of two schemes is a scheme [10, Thm. 3.3] and there are projection homomorphisms from the fibred product to proj $A$ and proj $B$.

Let $A=k[x, y]$ and $B=k[u, v]$ be two polynomial rings in two variables (two copies of the homogeneous coordinate ring of the projective line $\mathbb{P}^{1}$ ). The Segre embedding $\phi$ embeds $\mathbb{P}^{1} \times \mathbb{P}^{1}$ as a smooth quadric $Q=\mathscr{V}(X Y-U Z)$ in $\mathbb{P}^{3}$ (where $U=x \otimes u, X=y \otimes u, Y=x \otimes v$, and $Z=y \otimes v$ ), while the Segre product $A \circ B$ is the (commutative) homogeneous coordinate ring of $Q$; that is, $A \circ B=k[U, X, Y, Z] /\langle X Y-U Z\rangle$. Furthermore, the surjection $k[U, X, Y, Z] \rightarrow A \circ B$ implies that we have a projective embedding $\operatorname{proj}(A \circ B) \hookrightarrow \operatorname{proj} k[U, X, Y, Z]=\mathbb{P}_{k}^{3}$. The aim of this paper is to determine to what extent the previous constructions may be repeated for noncommutative graded algebras.

The definition of the Segre product of two noncommutative graded algebras will be the same as that in the commutative setting. M otivated by Serre's theorem, we take the noncommutative scheme proj $R$ to be the quotient category $R$-gr/tors. If one considers $R$-modules that are not necessarily finitely generated then the quotient category is denoted Proj $R$ as in [6]. We will show in Theorem 2.4 that (with some conditions on $A$ and $B$ ), there is a category equivalence $\operatorname{Proj} A \circ B \cong \operatorname{Proj} A \otimes B$ and maps Proj $A \circ B \rightarrow \operatorname{Proj} A$, $\operatorname{Proj} A \circ B \rightarrow \operatorname{Proj} B$ in the sense of [6, Sect. 2]. The
same result holds for proj. The latter two maps are analogous to the projection maps in the case of the commutative fibred product described above; however, $\operatorname{Proj}(A \circ B)$ is not a categorical product of $\operatorname{Proj} A$ and Proj $B$.

The main result of this paper is a "quantization" of the embedding of two copies of $\mathbb{P}^{1}$ into $\mathbb{P}^{3}$ as a smooth quadric. We take a quantum $\mathbb{P}^{1}$ to be the Proj of an Artin-Schelter regular algebra of global dimension two (quantum plane or Jordan plane). If $A$ and $B$ are such Artin-Schelter regular algebras, then $A \circ B$ is a twisted homogeneous coordinate ring [3, 5] of a smooth quadric $Q$ (a quantum quadric) in $\mathbb{P}^{3}$; cf. Section 3 . In the case in which $A$ and $B$ are quantum planes, we classify in Section 4 the graded algebras $R$ which map onto $A \circ B$ with the property that $R$ is Artin-Schelter regular of global dimension four with the Hilbert series of a polynomial ring in four variables. Since such properties of $R$ are shared by the polynomial ring on four variables, we view Proj $R$ as being a quantum $\mathbb{P}^{3}$ containing a copy of the Segre product of the two quantum $\mathbb{P}^{1}$ 's. This classification relies on Schelter's computer program "A ffine," and so relevant calculations are omitted from this paper (therefore a proof that all embeddings are classified cannot be provided here). M otivated by the current study, the authors consider a more general setting in [21], in which $A \circ B$ is replaced by any twisted homogeneous coordinate ring of a smooth quadric in $\mathbb{P}^{3}$ and different techniques are employed.

O ur main result, Theorem 4.3, classifies the algebras $R$ into the following categories.

- Twists [4, Sect. 8] of the four-dimensional polynomial ring.
- Twists of algebras $R^{\prime}$ which map onto the commutative homogeneous coordinate ring of $Q$. Such $R^{\prime}$ are determined by the geometric data ( $Q \cup L, \sigma$ ), where $L$ is a line which either meets $Q$ in two points (counted with multiplicity) or is embedded on $Q$, and $\sigma \in \operatorname{Aut}(Q \cup L)$ has the property that $\left.\sigma\right|_{Q}$ is induced via the Segre embedding from automorphisms of the two copies of $\mathbb{P}^{1}$. In certain cases there are restrictions on $\sigma$, which are discussed in Theorem 4.3. In [20], the case in which $L$ meets $Q$ in two distinct points has been studied in detail and $O_{q}\left(M_{2}(\mathbb{C})\right.$ ), the coordinate ring of quantum $2 \times 2$ matrices, is such an algebra [20, Ex. 1.5]. H owever, the embedded line and tangent line cases are new. Furthermore such $R^{\prime}$ have two central elements in degree one (the linear terms determining the line $L$ ) and are therefore central extensions of threedimensional Artin-Schelter regular algebras, which were studied in [11].
- Algebras $R$ which have associated geometric data $(Q, \sigma)$, where $\sigma \in \operatorname{Aut}(Q)$ is induced as before via the Segre embedding from automorphisms of the two copies of $\mathbb{P}^{1}$, but this time $R$ is not determined by the
geometric data (since these data determine $A \circ B$ ). The relations of such algebras $R$ will be given explicitly in Theorem 4.3. The importance of these algebras is that they are the first known examples of four-dimensional Artin-Schelter regular algebras which are not determined by their point scheme and automorphism. It is also interesting that they have no normal elements in degree one (unlike the central extensions of the three-dimensional Artin-Schelter regular algebras above) and that they cannot be twisted to an algebra mapping onto the commutative homogeneous coordinate ring of $Q$. A more detailed study of these algebras is presented in [22].

To conclude, Theorem 4.7 describes the line modules over these algebras.

## 2. THE NONCOMMUTATIVE SEGRE PRODUCT

Let $A=k \oplus A_{1} \oplus A_{2} \oplus \ldots$ and $B=k \oplus B_{1} \oplus B_{2} \oplus \ldots$ be connected $k$-algebras ( $\mathbb{N}$-graded with $k=A_{0}=B_{0}$ ) over an algebraically closed field $k$.

Definition 2.1. The Segre product $A \circ B$ of the $\mathbb{N}$-graded algebras $A$ and $B$ is the $\mathbb{N}$-graded $k$-algebra $A \circ B=\bigoplus_{i \geq 0}(A \circ B)_{i}$ with $(A \circ B)_{i}=$ $A_{i} \otimes_{k} B_{i}$.

The Segre product $M \circ N$ of a graded left $A$-module $M$ and a graded left $B$-module $N$ is the $\mathbb{N}$-graded left $(A \circ B)$-module $M \circ N=\oplus_{i>0}\left(M_{i}\right.$ $\otimes_{k} N_{i}$ ), where the action of $a_{i} \otimes b_{i} \in(A \circ B)_{i}$ on $m_{j} \otimes n_{j} \in(M \circ N)_{j}$ is given by $a_{i} n_{j} \otimes b_{i} m_{j}$.

The notation $A \circ B$ was used in [15, Sect. 3.2]. Closely related to $A \circ B$ is the tensor product $A \otimes_{k} B$. A part from the usual $\mathbb{N}$-grading, given by $\left(A \otimes_{k} B\right)_{n}=\oplus_{i+j=n} A_{i} \otimes B_{j}$, several other gradings can be put on $A \otimes_{k}$ $B$. The following two are used in the sequel:

- an $\mathbb{N}^{2}$-bigrading given by $\left(A \otimes_{k} B\right)_{(i, j)}=A_{i} \otimes_{k} B_{j}$ and
- a $\mathbb{Z}$-grading given by $\left(A \otimes_{k} B\right)_{n}=\oplus_{m \geq 0}\left(A_{n+m} \otimes_{k} B_{m}\right)$.

For this $\mathbb{Z}$-grading, $A \circ B$ is the degree zero part of $A \otimes_{k} B$.
As mentioned in the Introduction, it was Serre's theorem [10, Prop. II.5.15] that led to the definition of a noncommutative scheme in [1, D ef. 1.2; 6]. Following the notation of [6], one defines for $R$ a left noetherian $\mathbb{N}$-graded $k$-algebra:
$R$-Gr := the category of $\mathbb{N}$-graded left $R$-modules and
$R$-gr := the category of finitely generated $\mathbb{N}$-graded left $R$-modules.

In both cases the morphisms in the category are the degree zero homomorphisms.

A $n$ element $m$ of a graded module $M$ is called torsion if $R_{\geq s} m=0$ for some $s$ in $\mathbb{N}$. Let $\tau(M)$, the torsion submodule of $M$, be the graded $R$-submodule formed by all torsion elements in $M$. A module $M$ is then torsion if $M=\tau(M)$ and torsion-free if $\tau(M)=0$. The torsion modules form a full subcategory in $R$-Gr (resp. $R$-gr), called Tors (resp. tors). As Tors and tors are dense subcategories of $R$-Gr and $R$-gr, we can construct:
$\operatorname{Proj} R:=$ the quotient category $R-\mathrm{Gr} /$ Tors,
$\operatorname{proj} R:=$ the quotient category $R$-gr/tors.
Remark 2.2.

1. In [6, Sect. 2], Proj $R$ is the pair ( $R$-Gr/Tors, $\mathscr{R}$ ), where $\mathscr{R}$ is the image of ${ }_{R} R$ in $R$-Gr/Tors. The canonical polarization, given by the shift operator $s,(s(M))_{n}=M_{n+1}$, is also omitted here.
2. If $R$ is left noetherian and connected then $R$ is locally finite ( $\operatorname{dim}_{k} R_{n}<\infty$ for all $n$ in $\mathbb{N}$ [6, Prop. 2.1]) and tors consists of all finite-dimensional modules.
3. If $R$ is not noetherian, then $\tau(M)$ must be defined as the smallest submodule of $M$ such that $M / \tau(M)$ is torsion free; cf. [19, Chap. 6].
4. By [6, Prop. 2.5], any $\mathbb{Z}$-graded left noetherian algebra $R$ satisfies the category equivalences $\operatorname{Proj} R \simeq \operatorname{Proj} R_{\geq 0}$ and $\operatorname{proj} R \simeq \operatorname{proj} R_{\geq 0}$. Therefore we assumed from the beginning that $R$ is $\mathbb{N}$-graded.

For this definition of Proj and proj to be applied to $A \otimes B$ and $A \circ B$, both algebras must be (left) noetherian. In general it is not known under what assumptions the tensor product of two noetherian algebras is again noetherian. However, from Section 3 on, $A \otimes B$ will be an iterated Ore extension, hence noetherian, and therefore $A \otimes B$ is assumed to be noetherian for the rest of this section. This implies that $A \circ B$ is also noetherian because $A \circ B=(A \otimes B)_{0}$, and by [16, Lemma II.3.2]. The foregoing may then be applied to the $\mathbb{N}$-graded $A \circ B$ : if $(A \circ B)_{\geq s}=$ $\oplus_{i \geq s}\left(A_{i} \otimes B_{i}\right)$ then an element $n$ of a left graded ( $A \circ B$ )-module is torsion if $(A \circ B)_{\geq s} n=0$ for some $s$ in $\mathbb{N}$. For the bigraded $A \otimes_{k} B$ we define $\left(A \otimes_{k} B\right)$-BiGr (respectively ( $A \otimes_{k} B$ )-bigr) as the category of $\mathbb{N}^{2}$-bigraded left $A \otimes_{k} B$-modules (respectively the finitely generated ones). If $\left(A \otimes_{k} B\right)_{(\geq s, \geq s)}=\oplus_{i \geq s, j \geq s}\left(A_{i} \otimes_{k} B_{j}\right)$ then an element $m$ of a left bigraded $\left(A \otimes_{k} B\right)$-module is torsion if $\left(A \otimes_{k} B\right)_{(\geq s, \geq s)} m=0$ for some $s$ in $\mathbb{N}$. In this way it is clear what is meant by Tors for both categories $(A \circ B)$ - Gr and $(A \otimes B)$-BiGr, thus defining $\operatorname{Proj}(A \circ B)$ and $\operatorname{Proj}\left(A \otimes_{k} B\right)$ (similarly for tors and proj).

Notation. The Segre product $A \circ B$ will also be denoted by $S$ and the tensor product $A \otimes_{k} B$ by $T$. We write $A_{+}=\oplus_{i>0} A_{i}, B_{+}=\oplus_{i>0} B_{i}$, $S_{+}=(A \circ B)_{+}=\oplus_{i>0}(A \circ B)_{i}$ (the positive parts w.r.t the $\mathbb{N}$-grading) and $T_{++}=\left(A \otimes_{k} B\right)_{++}=\oplus_{\alpha, \beta>0}\left(A \otimes_{k} B\right)_{(\alpha, \beta)}=A_{+} \otimes_{k} B_{+} \quad$ (the positive part of $A \otimes_{k} B$ w.r.t. the double grading).

Lemma 2.3. If $A$ and $B$ are connected $k$-algebras, generated by homogeneous elements of degree one, then

1. $\forall n \in \mathbb{N}: T_{(\geq n, \geq n)}=\left(T_{++}\right)^{n}=T\left(S_{+}\right)^{n}=\left(S_{+}\right)^{n} T$
2. $\forall n \in \mathbb{N}$ : $T_{n} T_{-n}=T_{-n} T_{n}=\left(S_{+}\right)^{n}=S_{\geq n}=\left(T_{0}\right)_{\geq n}$.

Note that $T$ is not strongly graded [16, Sect. I.3] because $T_{n} T_{-n} \neq T_{0}$.
Theorem 2.4. If $A$ and $B$ are connected $k$-algebras, left noetherian, generated in degree one, and such that $A \otimes_{k} B$ is left noetherian, then the following equivalences of categories hold:

$$
\operatorname{Proj}\left(A \otimes_{k} B\right) \approx \operatorname{Proj}(A \circ B) \quad \text { and } \quad \operatorname{proj}\left(A \otimes_{k} B\right) \approx \operatorname{proj}(A \circ B)
$$

Proof. A s before, put $T=A \otimes_{k} B$ and $S=A \circ B$. Each doubly graded $T$-module $M=\bigoplus_{\alpha, \beta \geq 0} M_{(\alpha, \beta)}$ is also a $\mathbb{Z}$-graded $T=\bigoplus_{n \in \mathbb{Z}} T_{n}$-module by $M=\oplus_{n \in \mathbb{Z}} M_{n}=\oplus_{n \in \mathbb{Z}}\left(\oplus_{m \in \mathbb{N}} M_{(n+m, m)}\right)$.

To obtain the category equivalence $\operatorname{Proj} T \approx \operatorname{Proj} S$, define two functors

$$
\begin{aligned}
F: T-\mathrm{BiGr} & \rightarrow S-\mathrm{Gr} \\
M & \rightarrow M_{0}
\end{aligned}
$$

and

$$
\begin{aligned}
G: S-\mathrm{Gr} & \rightarrow T-\mathrm{BiGr} \\
N & \rightarrow T \otimes_{S} N .
\end{aligned}
$$

Then $T \otimes_{S} N$ is a doubly graded left $T$-module by

$$
\begin{aligned}
T_{(\alpha, \beta)} \cdot\left(T \otimes_{S} N\right)_{(\gamma, \delta)} & =T_{(\alpha, \beta)} \cdot\left(\bigoplus_{(j \in \mathbb{N}, j \leq \gamma, \delta)} T_{(\gamma-j, \delta-j)} \otimes_{S} N_{j}\right) \\
& \subseteq \bigoplus_{(j \in \mathbb{N}, j \leq \gamma, \delta)} T_{(\alpha+\gamma-j, \beta+\delta-j)} \otimes_{S} N_{j} \\
& \subseteq\left(T \otimes_{S} N\right)_{(\alpha+\gamma, \beta+\delta)}
\end{aligned}
$$

as well as a $\mathbb{Z}$-graded $T$-module with $\left(T \otimes_{S} N\right)_{n}=T_{n} \otimes_{S} N$ and $T_{m}\left(T \otimes_{S}\right.$ $N)_{n} \subset\left(T \otimes_{S} N\right)_{n+m}$.

The first step is to show that $F$ and $G$ define functors on the quotient categories Proj $T$ and Proj $S$. Suppose, for example, that $N$ is torsion in
$S$-Gr; then there exists for all $n$ in $N$ an $m_{n}$ such that $S_{\geq m_{n}} n=0$. Take an element $g=\sum_{i=1}^{l} t_{i} \otimes_{S} n_{i}$ in $G(N)$ and $m_{n_{i}}$ such that $S_{\geq m_{n}} n_{i}=0$ for all $i$ in $\{1, \ldots, l\}$. If $m$ is the maximum of those $m_{n_{i}}$, then by Lemma 2.3, $T_{(\geq m, \geq m)} g \subset T_{(\geq m, \geq m)} \otimes_{S} \quad \sum n_{i}=T S_{\geq m} \otimes_{S} \quad \sum n_{i}=T \otimes_{S} \quad \sum S_{\geq m} n_{i}=0$. Therefore every element of $G(N)$ is torsion and the functor $G$ passes to the quotient categories. Clearly the same holds for the functor $F$.

The natural equivalence $F \circ G \approx$ Id on Proj $S$ follows from $(F \circ G)(N)$ $=\left(T \otimes_{S} N\right)_{0}=S \otimes_{S} N \approx N$.
It remains to show that $G \circ F \approx$ Id on $\operatorname{Proj} T$ or that $T \otimes_{S} M_{0} \approx M$ in $\operatorname{Proj} T$. (Note that if $S$ were the degree zero part of a strongly graded ring, then the statement would be true in $T$-gr; cf. [16, Thm. I.3.4]. The weaker situation in Lemma 2.3 forces us to pass to the quotient category of $T-\mathrm{Gr}$.)

Define the bigraded degree $(0,0)$ and $\mathbb{Z}$-graded degree 0 map $\phi: T \otimes_{S}$ $M_{0} \rightarrow M$ by $\phi\left(t \otimes m_{0}\right)=t \cdot m_{0}$. If $K=\operatorname{Ker} \phi$ and $C=$ Coker $\phi$, then $K$ and $C$ are objects of $T$-BiGr as well as $T$ - Gr . We show that $K$ is torsion in Proj $T$ (similarly for $C$ ), hence $\phi$ is an isomorphism in Proj $T$. First of all, $K_{0}=\operatorname{Ker} \phi_{0}=0$ because $\phi_{0}$ is the isomorphism $T_{0} \otimes_{S} M_{0} \approx M_{0}$. Lemma 2.3 then implies that $S_{\geq l} K_{l}=T_{l} T_{-l} K_{l} \subseteq T_{l} K_{0}=0$ for all $l$ in $\mathbb{Z}$, which means that all $K_{l}$ are torsion in Proj $S$, hence $K=\bigoplus_{l} K_{l}$ is torsion in ProjS. Since for every element $z$ of $K$ there exists an $m$ such that $S_{\geq m} z=0$ and $T_{(\geq m, \geq m)} z=T S_{\geq m} z=0, K$ is torsion in Proj $T$.

The same proof holds for proj, but in this case a torsion module $N$, for example over $S$, satisfies the (stronger) property that there exists an $s$ in $\mathbb{N}$ such that $S_{\geq s} N=0$.

The algebra homomorphism from $A$ to $A \otimes_{k} B$, sending an element $a$ of $A$ to $a \otimes 1$ in $A \otimes B$, induces a right exact functor from $A-\mathrm{Gr}$ to $(A \otimes B)$-BiGr, sending a graded $A$-module $M$ to $\left(A \otimes_{k} B\right) \otimes_{A} M$. This functor sends $A$ to $A \otimes_{k} B$ and passes to the quotient categories. In the terminology of [6, Sect. 2] this means there is a map $\operatorname{Proj}\left(A \otimes_{k} B\right) \rightarrow$ $\operatorname{Proj} A$. As the following corollary of Theorem 2.4 shows, not all maps between projective schemes arise in this way from an algebra homomorphism.

Corollary 2.5. For $A$ and $B$ as in Theorem 2.4 there exist maps (in the sense of $[6$, Sect. 2])

$$
\begin{array}{lll}
\operatorname{Proj}(A \circ B) \rightarrow \operatorname{Proj} A & \text { and } & \operatorname{Proj}(A \circ B) \rightarrow \operatorname{Proj} B \\
\operatorname{proj}(A \circ B) \rightarrow \operatorname{proj} A & \text { and } & \operatorname{proj}(A \circ B) \rightarrow \operatorname{proj} B .
\end{array}
$$

Proposition 2.6. If $A$ and $B$ are connected and locally finite with Hilbert series $H_{A}(t)=\sum_{n \geq 0}\left(\operatorname{dim}_{k} A_{n}\right) t^{n}$ and $H_{B}(t)=\sum_{n \geq 0}\left(\operatorname{dim}_{k} B_{n}\right) t^{n}$, then

1. $H_{S}(t)=\sum_{n \geq 0}\left(\operatorname{dim}_{k} A_{n}\right)\left(\operatorname{dim}_{k} B_{n}\right) t^{n}$,
2. $\quad H_{T}(s, t)=\sum_{i, j \geq 0}\left(\operatorname{dim}_{k} A_{i}\right)\left(\operatorname{dim}_{k} B_{j}\right) s^{i} t^{j}$ for the double grading.

Henceforth $A$ and $B$ are quadratic algebras generated in degree one, written as

$$
A=T\left(A_{1}\right) / \mathscr{R}_{A} \quad \text { with } \mathscr{R}_{A} \subset A_{1} \otimes A_{1}
$$

and

$$
B=T\left(B_{1}\right) / \mathscr{R}_{B} \quad \text { with } \mathscr{R}_{B} \subset B_{1} \otimes B_{1},
$$

where $T(\cdot)$ is the tensor algebra. In this case

$$
A \circ B=T\left(A_{1} \otimes_{k} B_{1}\right) / \mathscr{S}_{(23)}\left(\mathscr{R}_{A} \otimes B_{1} \otimes B_{1}+A_{1} \otimes A_{1} \otimes \mathscr{R}_{B}\right),
$$

where $\mathscr{S}_{(23)}\left(a \otimes a^{\prime} \otimes b \otimes b^{\prime}\right)=a \otimes b \otimes a^{\prime} \otimes b^{\prime}$ and

$$
A \otimes_{k} B=T\left(A_{1} \oplus B_{1}\right) /\left(\mathscr{R}_{A} \oplus\left[A_{1}, B_{1}\right] \oplus \mathscr{R}_{B}\right)
$$

Suppose $R=T\left(R_{1}\right) / W$ is such a quadratic algebra with $\operatorname{dim}_{k} R_{1}=n+$ 1. Since $W \subset R_{1} \otimes R_{1}$ and $R_{1} \otimes R_{1}$ acts on $R_{1}^{*} \otimes R_{1}^{*}$, hence on $\mathbb{P}\left(R_{1}^{*}\right) \otimes$ $\mathbb{P}\left(R_{1}^{*}\right)$, it makes sense to define the scheme $\mathscr{V}(W)=\left\{(p, q) \in \mathbb{P}^{n} \times\right.$ $\left.\mathbb{P}^{n} \mid \forall f \in W: f(p, q)=0\right\}$, where $\mathbb{P}\left(R_{1}^{*}\right)$ is identified with $\mathbb{P}^{n}$. Henceforth we restrict attention to algebras $R$ for which $\mathscr{V}(W)$ is the graph $\Gamma_{R}$ of an automorphism $\sigma_{R}$ of a scheme $P_{R} \subseteq \mathbb{P}^{n}$, i.e., $\mathscr{V}(W)=\Gamma_{R}=\left\{\left(p, \sigma_{R}(p)\right) \mid p\right.$ $\left.\in P_{R}\right\}$. Such an $R$ is said to have associated geometric data $\left(P_{R}, \sigma_{R}\right)$. One can also ask the converse to hold:

Definition 2.7. Given geometric data ( $P_{R}, \sigma_{R}$ ) consisting of a subscheme $P_{R}$ of $\mathbb{P}^{n}$ and $\sigma_{R} \in \operatorname{Aut}\left(P_{R}\right)$ and a quadratic algebra $R=$ $T\left(R_{1}\right) / W$ with $\operatorname{dim}_{k} R_{1}=n+1$, we say that $R$ is determined by the geometric data $\left(P_{R}, \sigma_{R}\right)$ exactly when $W=\left\{f \in R_{1} \otimes R_{1} \mid f\left(\Gamma_{R}\right)=0\right\}$, where $\Gamma_{R} \subset \mathbb{P}^{n} \times \mathbb{P}^{n}$ is the graph of $\sigma_{R}$.

It is important to view $\Gamma_{R}$ as the full scheme rather than only its closed points. (Theorem 4.3 will consider a scheme consisting of a quadric and an embedded line.)

For algebras that have been of interest so far in noncommutative algebraic geometry, the Artin-Schelter regular [2] algebras of global dimensions two, three, and four, it makes sense to ask for $R$ to have associated geometric data or to be determined by such data: all Artin-Schelter regular algebras of global dimension two have for $\mathscr{V}(W)$ the graph of an automorphism $\sigma$ of a projective line $\mathbb{P}^{1}$ and are determined by this ( $\mathbb{P}^{1}, \sigma$ ); cf. Section 3 . In the case in which $R$ is A rtin-Schelter regular of global dimension three, generated in degree one, it is shown in [ 3, Thm. 1] that $\mathscr{V}(W)$ is the graph of an automorphism of a cubic divisor in $\mathbb{P}^{2}$ and by [3, Thm. 6.7] such an $R$ is determined by these geometric data.

The foregoing no longer holds for algebras of global dimension four. It is true that under some conditions, $\mathscr{V}(W)$ is a graph; in [21] the authors show that this is the case if $R$ is noetherian, finitely generated in degree one with Hilbert series $(1-t)^{-4}$, A uslander regular of global dimension four, satisfying the Cohen M acaulay property, and such that both projections $\Pi_{i} \mathscr{V}(W)$ contain two distinct points. However, not all four-dimensional Artin-Schelter regular algebras are determined by a scheme and an automorphism of it. As mentioned in the Introduction, Theorem 4.3 provides the first known example of such an algebra.

Definition 2.8 [3]. Let $R$ be a graded algebra which is generated by $R_{1}$. A (left) point (respectively line, respectively plane) module over $R$ is a graded cyclic (left) $R$-module $M$ with Hilbert series $H_{M}(t)=(1-t)^{-1}$ (respectively $(1-t)^{-2}$, respectively $\left.(1-t)^{-3}\right)$.

For $A, B$ and associated $\left(P_{A}, \sigma_{A}\right),\left(P_{B}, \sigma_{B}\right)$, we write the image of $P_{A} \times$ $P_{B}$ under the Segre embedding as $P_{A} \circ P_{B}$ and points of $P_{A} \circ P_{B}$ as $p \circ q$ with $p \in P_{A}$ and $q \in P_{B}$. The two automorphisms $\sigma_{A}$ and $\sigma_{B}$ then induce an automorphism $\sigma_{S}=\sigma_{A \circ B}=\sigma_{A} \circ \sigma_{B}$ of $P_{A} \circ P_{B}$ by $\sigma_{S}(p \circ q)=$ $\sigma_{A}(p) \circ \sigma_{B}(q)$ and let $\Gamma_{S}=\left\{\left(v, \sigma_{S}(v)\right) \mid v \in P_{A} \circ P_{B}\right\}$ be the graph of $\sigma_{S}$ on $P_{A} \circ P_{B}$.

For algebras having a graph of an automorphism as the zero locus of the defining relations there is a one-to-one correspondence [3, Cor. 3.13] between point modules and points on (the underlying variety of) the scheme $P_{R}$. Therefore $P_{R}$ is called the point scheme of $R$. The next theorem shows that the point scheme of the Segre product of $A$ and $B$ is the (Segre) product of the point schemes of $A$ and $B$.

Theorem 2.9. If $A$ and $B$ have associated geometric data $\left(P_{A}, \sigma_{A}\right)$ and $\left(P_{B}, \sigma_{B}\right)$, then $S=A \circ B$ has associated geometric data $\left(P_{A} \circ P_{B}, \sigma_{A} \circ \sigma_{B}\right)$.

Proof. We must show that if $\mathscr{V}\left(\mathscr{R}_{A}\right)=\Gamma_{A}$ and $\mathscr{V}\left(\mathscr{R}_{B}\right)=\Gamma_{B}$ then $\mathscr{V}\left(\mathscr{R}_{S}\right)=\Gamma_{S}$.

Put $i=\operatorname{dim}_{k} A_{1}, j=\operatorname{dim}_{k} B_{1}$ and let $x_{1}, \ldots, x_{i}$ and $u_{1}, \ldots, u_{j}$ be generators of $A_{1}$ and $B_{1}$. For $(v, w)$ in $\Gamma_{S}$ there exists a $p$ in $P_{A}$ and an $r$ in $P_{B}$ such that

$$
(v, w)=\left(p \circ r, \sigma_{S}(p \circ r)\right)=\left(\left(p_{k} r_{m}\right)_{(k, m)},\left(\left(\sigma_{A} p\right)_{l}\left(\sigma_{B} r\right)_{n}\right)_{(l, n)}\right),
$$

where, for the rest of this proof, $k$ and $l$ belong to $\{1, \ldots, i\}$ and $m$ and $n$ to $\{1, \ldots, j\}$, and $p=\left(x_{1}(p), \ldots, x_{i}(p)\right)$ is written as $\left(p_{1}, \ldots, p_{i}\right)$ (similarly for $r$ ).

If $h$ belongs to $\mathscr{R}_{S}$ then $h$ is a linear combination of terms of the form $\mathscr{S}_{(23)}(f \otimes b+a \otimes g)$ with $f \in \mathscr{R}_{A}, g \in \mathscr{R}_{B}, a \in A_{1} \otimes A_{1}$, and $b \in B_{1} \otimes B_{1}$. In order to show that $h(v, w)=0$ for all $h$ in $\mathscr{R}_{s}$, it suffices to take
$h=\mathscr{S}_{(23)}\left(f \otimes u_{m} \otimes u_{n}\right)$, with $m, n \leq j$ and $f=\sum_{k, l \leq i} \alpha_{k l} x_{k} x_{l}$. Then, because $f \in \mathscr{R}_{A}$,

$$
\begin{aligned}
h(v, w) & =\sum_{k, l} \alpha_{k l}\left(x_{k} \otimes u_{m}\right) \otimes\left(x_{l} \otimes u_{n}\right)(v, w) \\
& =\sum_{k, l} \alpha_{k, l} p_{k} r_{m}\left(\sigma_{A} p\right)_{l}\left(\sigma_{B} r\right)_{n} \\
& =\left[f\left(p, \sigma_{A} p\right)\right] r_{m}\left(\sigma_{B} r\right)_{n} \\
& =0
\end{aligned}
$$

and so $(v, w)$ belong to $\mathscr{V}\left(\mathscr{R}_{S}\right)$.
On the other hand, suppose that $h(v, w)=0$ for all $h$ in $\mathscr{R}_{s}$. We must show that $(v, w)=\left(p \circ r, \sigma_{S}(p \circ r)\right)$ with $(p, r) \in P_{A} \times P_{B}$. Suppose that $\mathscr{R}_{A}$ is generated by $\left(f^{\gamma}\right)_{\gamma}, f^{\gamma}=\sum_{k, l} \alpha_{k l}^{\gamma} x_{k} \otimes x_{l} \in A_{1} \otimes A_{1} \quad(\gamma \in\{1, \ldots$, $\left.\left.a_{1}^{2}-a_{2}\right\}\right)$ and $\mathscr{R}_{B}$ is generated by $\left(g^{\delta}\right)_{\delta}, g^{\delta}=\sum_{m, n} \beta_{m n}^{\delta} u_{m} \otimes u_{n} \in B_{1} \otimes B_{1}$ $\left(\delta \in\left\{1, \ldots, b_{1}^{2}-b_{2}\right\}\right)$ and put $(v, w)=\left(\left(v_{k m}\right)_{(k, m),}\left(w_{l n}\right)_{(l, n)}\right)$. From $\left(f^{\gamma} \otimes\right.$ $\left.u_{m} \otimes u_{n}\right)(v, w)=0$ and $\left(x_{k} \otimes x_{l} \otimes g^{\delta}\right)(v, w)=0$, it follows that

$$
\begin{array}{ll}
\forall m, n \leq j: & \sum_{k, l} \alpha_{k l}^{\gamma} v_{k m} w_{l n}=0 \\
\forall k, l \leq i: & \sum_{m, n} \beta_{m n}^{\delta} v_{k m} w_{l n}=0 . \tag{2}
\end{array}
$$

For any point $v=\left(v_{k m}\right)_{(k, m)}$ in $\mathbb{P}^{i j-1}$ there exist $\left(p_{k}\right)_{k}(k \in\{1, \ldots, i\})$ and $\left(r_{m}\right)_{m}(m \in\{1, \ldots, j\})$ such that $v_{k m}=p_{k} r_{m}$ if $k=i$ or $m=j$. Equations (1) imply that also for $k \neq i$ and $m \neq j, v_{k m}=p_{k} r_{m}$, hence $v=p \circ r$. Repeat this for $w$ and Eqs. (2) to get $w=q \circ s$. Then rewrite Eqs. (1) as $r_{m} s_{n} f^{\gamma}(p, q)=0(\forall \gamma, \forall m, n \leq j)$ such that $q=\sigma_{A}(p)$ with $p \in P_{A}$ and similarly $s=\sigma_{B}(r)$ with $r \in P_{B}$.

If ${ }_{A} M$ and ${ }_{B} N$ are point modules over $A$ and $B$, respectively, then $M \otimes_{K}$ $N$ is a point module over $A \otimes B$ (for the double gradation this means $\operatorname{dim}_{k}\left(M \otimes_{k} N\right)_{(\alpha, \beta)}=1$ for all $\alpha$ and $\beta$ ) and by Theorem 2.4 this determines a point module over $A \circ B$, namely $M \circ N=\left(M \otimes_{k} N\right)_{0}$. The converse is also true and follows from Theorem 2.9 and [3, Cor. 3.1.3].

Corollary 2.10. Point modules over the Segre product $A \circ B$ are in one-to-one correspondence with products of point modules over $A$ and $B$.

M ore concretely, any point module over $A$, corresponding to $p \in P_{A}$, is of the form $M(p)=A /\left(A \alpha_{1}+\cdots+A \alpha_{i-1}\right)$ with $\alpha_{m} \in A_{1}$ and $\mathscr{V}\left(\alpha_{1}, \ldots, \alpha_{i-1}\right)=p$. If similarly for $B, N(q)=B /\left(B \beta_{1}+\cdots+B \beta_{j-1}\right)$
with $\beta_{m} \in B_{1}$ and $\mathscr{V}\left(\beta_{1}, \ldots, \beta_{j-1}\right)=q \in P_{B}$, then $M(p) \circ N(q)=$ $S /\left(S \gamma_{1}+\cdots+S \gamma_{i j-1}\right)$ with $\gamma_{m} \in S_{1}$ and $\mathscr{V}\left(\gamma_{1}, \ldots, \gamma_{i j-1}\right)=p \circ q \in P_{S}$ is the corresponding point module over $S$ and all point modules over $S$ are of this form.

Theorem 2.11. If $A$ and $B$ are determined by $\left(P_{A}, \sigma_{A}\right)$ and $\left(P_{B}, \sigma_{B}\right)$, then $S=A \circ B$ is determined by $\left(P_{S}=P_{A} \circ P_{B}, \sigma_{S}=\sigma_{A} \circ \sigma_{B}\right)$.

Proof. It suffices to show that any $h$ in $S_{1} \otimes S_{1}$, vanishing on $\Gamma_{S}$, belongs to the defining relations $\mathscr{R}_{S}$ of $S$; that is, $h$ must be a linear combination of terms of the form $\mathscr{S}_{(23)}\left(f \otimes b \otimes b^{\prime}+a \otimes a^{\prime} \otimes g\right)$ for certain $a, a^{\prime}$ in $A_{1}, f$ in $\mathscr{R}_{A}, b, b^{\prime}$ in $B_{1}$, and $g$ in $\mathscr{R}_{B}$. Write $h$ as $\mathscr{S}_{(23)} \sum_{i=1}^{n} a_{i} \otimes a_{i}^{\prime} \otimes b_{i} \otimes b_{i}^{\prime}$ for some $a_{i}, a_{i}^{\prime}$ in $A_{1}$ and $b_{i}, b_{i}^{\prime}$ in $B_{1}$. We give a proof by induction on the length $n$ of this sum.

If $n=1$ then $h=\mathscr{S}_{(23)}\left(a \otimes a^{\prime} \otimes b \otimes b^{\prime}\right)$ and for all $p$ in $P_{A}$ and $q$ in $P_{B}$ we have $a(p) a^{\prime}\left(\sigma_{A} p\right) b(q) b^{\prime}\left(\sigma_{B} q\right)=0$. If $a \otimes a^{\prime}$ does not belong to $\mathscr{R}_{A}$, then there is a point $p$ on $P_{A}$ such that $a(p) a^{\prime}\left(\sigma_{A} p\right) \neq 0$ and therefore $b \otimes b^{\prime}$ vanishes on $\Gamma_{B}$ and belongs to $\mathscr{R}_{B}$.

Suppose the statement holds for length $n=k-1$ and take $h$ of length $n=k$. If $h=\mathscr{S}_{(23)} \sum_{i=1}^{k} a_{i} \otimes a_{i}^{\prime} \otimes b_{i} \otimes b_{i}^{\prime}$ then $\sum_{i=1}^{k} a_{i}(p) a_{i}^{\prime}\left(\sigma_{A} p\right) \times$ $b_{i}(q) b_{i}^{\prime}\left(\sigma_{B} q\right)=0$ for all $p$ in $P_{A}$ and $q$ in $P_{B}$. If for all $i \in\{1, \ldots, k\}$, $a_{i}(p) a_{i}^{\prime}\left(\sigma_{A} p\right)=0$ for all $p$ in $P_{A}$, then we are done. So suppose there is a $j$ in $\{1, \ldots, k\}$ such that there is a $p$ in $P_{A}$ with $a_{j}(p) a_{j}^{\prime}\left(\sigma_{A} p\right) \neq 0$. Then $b_{j} \otimes b_{j}^{\prime}+\left(1 / a_{j}(p) a_{j}^{\prime}\left(\sigma_{A} p\right)\right) \sum_{i \neq j}^{k} a_{i}(p) a_{i}^{\prime}\left(\sigma_{A} p\right) b_{i} \otimes b_{i}^{\prime}$ vanishes on $\Gamma_{B}$ and $b_{j} \otimes b_{j}^{\prime}=\left(-1 / a_{j}(p) a_{j}^{\prime}\left(\sigma_{A} p\right)\right) \sum_{i \neq j}^{k} a_{i}(p) a_{i}^{\prime}\left(\sigma_{A} p\right) b_{i} \otimes b_{i}^{\prime} \quad$ in $B$ and the length of $h$ can be reduced by one.

For the sequel it is worthwhile to pay attention to the construction of the twisted algebra (cf. [4, Sect. 8]). If $\tau$ is a graded algebra automorphism of a $\mathbb{Z}$-graded algebra $R$, then the twist of $R$ by $\tau$ is a graded algebra $R_{\tau}$ and is defined as follows. As a graded abelian group, $R_{\tau}$ is isomorphic to $R$, but the multiplication has been changed. If $r_{\tau} \in R_{\tau}$ corresponds to $r \in R$, then the product of two homogeneous elements $r_{\tau}, s_{\tau}$ is defined to be $r_{\tau} \cdot s_{\tau}=\left(r \cdot s^{\tau^{d}}\right)_{\tau}$, where $d=\operatorname{deg}(r)$. So if $r_{1}, \ldots, r_{n}$ belong to $R_{1}$ and if $f=\sum \alpha_{i_{1} \ldots i_{n}} r_{i_{1}} \ldots r_{i_{n}}$ is a relation of $R$, then $f_{\tau}=\sum \alpha_{i_{1} \ldots i_{n}}\left(r_{i_{1}}\right)_{\tau}\left(r_{i_{2}}^{\tau^{-1}}\right)_{\tau} \ldots$ $\left(r_{i_{n}}^{\tau^{-n+1}}\right)_{\tau}$ holds in $R_{\tau}$.

The functor from $R$ - Gr to $R_{\tau}-\mathrm{Gr}$ which associates to $M \in R-\mathrm{Gr}$ the module $M_{\tau}$ in $R_{\tau}-\mathrm{Gr}$ by $r_{\tau} m_{\tau}=\left(r^{\tau^{d}} m\right)_{\tau}$, where $d=\operatorname{deg}(r)$, defines a category equivalence $R$-Gr $\simeq R_{\tau}-\mathrm{Gr}$ [3, Cor. 8.5], hence $\operatorname{Proj} R \simeq \operatorname{Proj} R_{\tau}$. For the sequel it is important that properties like Artin-Schelter regularity, global dimension, and so on, are twisting invariant; cf. [3, Sect. 8; 24, Sect. 5].

It is clear that the Segre product behaves well with respect to twisting:
Lemma 2.12. Let $A$ and $B$ be connected. If $\sigma$ and $\tau$ are algebra automorphisms of $A$ and $B$, respectively, then

$$
A_{\sigma} \circ B_{\tau} \cong(A \circ B)_{\sigma \circ \tau} .
$$

## 3. THE SEGRE PRODUCT OF ARTIN-SCHELTER REGULAR ALGEBRAS OF GLOBAL DIMENSION TWO

The Artin-Schelter regular algebras of global dimension two are easily described. A s recalled in the introduction of [2], there are only two types:

- for every $q \in k^{*}$, a quantum plane $C(q)=k\langle x, y\rangle /\langle y x-q x y\rangle$, and
- the Jordan plane $J=k\langle x, y\rangle /\left\langle y x-x y-x^{2}\right\rangle$.

These algebras are connected, finitely generated in degree one with Hilbert series $\sum_{n \geq 0}(n+1) t^{n}=1 /(1-t)^{2}$, and noetherian (because they are iterated Ore extensions), and finally, they determine and are determined by some geometric data in the sense of Definition 2.7. The algebra $C(q)$ is determined by $\left(\mathbb{P}^{1}, \sigma_{q}(x, y)=(q x, y)\right.$ ) and $J$ by ( $\mathbb{P}^{1}, \sigma_{J}(x, y)=$ $(x, y-x)$ ). Since $C(q)$ and $J$ are twists of the commutative $C(1)=k[x, y]$ by the algebra automorphisms $\sigma_{q}$ and $\sigma_{J}$, we call the Proj of such an algebra a quantum $\mathbb{P}^{1}$.

Henceforth $S=A \circ B$ will be the Segre product of two-dimensional Artin-Schelter regular algebras $A$ and $B$ determined by ( $\mathbb{P}^{1}, \sigma_{A}$ ) and $\left(P^{1}, \sigma_{B}\right)$. If $(x, y)$ are the degree one generators of $A$ and $(u, v)$ those of $B$, then the generators of $S$ are $(U, X, Y, Z)=(x \otimes u, y \otimes u, x \otimes v$, $y \otimes v)$. Because of Proposition 2.6, $H_{S}(t)=\sum_{n \geq 0}(n+1)^{2} t^{n}=(1+t) /$ $(1-t)^{3}$. Theorem 2.11 and the choice of the coordinates $(U, X, Y, Z)$ imply that $S$ is determined by the smooth quadric $Q=\mathscr{V}(X Y-U Z)$ and the automorphism $\sigma_{S}=\sigma_{A} \circ \sigma_{B}$.

Notation. There are three kinds of Segre products to consider,

- $S_{a \circ b}:=C(a) \circ C(b)$ (Segre product of two quantum planes) and $\sigma_{a \circ b}:=\sigma_{a} \circ \sigma_{b}$,
- $S_{J \circ J}:=J \circ J$ (Segre product of two Jordan planes) and $\sigma_{J \circ J}:=$ $\sigma_{J} \circ \sigma_{J}$,
- $S_{J \circ q}:=J \circ C(q)$ (Segre product of a Jordan plane and a quantum plane) and $\sigma_{J \circ q}:=\sigma_{J} \circ \sigma_{q}$.

Because $C(a)$ and $J$ are twists of $C(1)$, Lemma 2.12 implies that $S_{a \circ b}=$ $\left(S_{1 \circ 1}\right)_{\sigma_{a} \circ \sigma_{b}} S_{J \circ J}=\left(S_{1 \circ 1}\right)_{\sigma_{J} \circ \sigma_{J}}$, and $S_{J \circ q}=\left(S_{1 \circ 1}\right)_{\sigma_{J} \circ \sigma_{q}}$. All Segre products of the regular algebras of global dimension two are therefore twists of $S_{1 \circ 1}=C(1) \circ C(1)=k[u, x, y, z] /\langle X Y-U Z\rangle$, the commutative homogeneous coordinate ring of $Q$.

We continue to write $S=A \circ B$ when it is not specified what type $A$ and $B$ are.

## Proposition 3.1.

1. $S$ is a noetherian domain and Auslander Gorenstein.
2. $S$ is a twisted homogeneous coordinate ring of the smooth quadric $Q=\mathscr{V}(X Y-U Z)$ in the sense of [5].

Proof. As $A$ and $B$ are both iterated Ore extensions, so is $A \otimes B$ and therefore $A \otimes B$ is a noetherian domain and $S \subset A \otimes B$ a domain. A s the degree zero part of a $\mathbb{Z}$-graded noetherian ring, $S$ is noetherian [16, Lemma II.3.2]. On the other hand, $S$ is a twist of the commutative homogeneous coordinate ring and by [24, Prop. 5.1, 5.2], being A uslander Gorenstein is (among other properties) twisting invariant.

For the second statement we refer to $[3,5]$ for the definition of a twisted homogeneous coordinate ring or to [20, Sect. 3] for the specific case of a quadric.

## Proposition 3.2.

1. The point modules over $S$ are in bijective correspondence with the points on $Q$.
2. The line modules over $S$ are in bijective correspondence with the lines on $Q$.

Proof. The first statement follows from Corollary 2.10. The second statement holds for the commutative homogeneous coordinate ring and because of [4, Cor. 8.5], an algebra and its twisted algebras have equivalent categories of graded modules, so the same bijective correspondence holds.

Recall from [10, Exercise I.2.15] that the lines on $Q=\mathscr{V}(X Y-U Z)$ belong to two families (rulings) of lines, either of the form $\mathscr{V}(\alpha U-$ $\beta X, \alpha Y-\beta Z)$ or of the form $\mathscr{V}(\gamma X-\delta Z, \gamma U-\delta Y)(\alpha, \beta, \gamma, \delta \in k)$, and any two lines on $Q$ intersect if and only if they belong to different rulings.

## 4. EMBEDDING SEGRE PRODUCTS OF QUANTUM PLANES IN QUANTUM $\mathbb{P}^{3 \prime}$ S

If $S=S_{1 \circ 1}=k[x, y] \circ k[u, v]=k[U, X, Y, Z] /\langle X Y-U Z\rangle$, the (commutative) homogeneous coordinate ring of the quadric $\mathbb{P}^{1} \circ \mathbb{P}^{1}=\mathscr{V}(X Y-$ $U Z) \subset \mathbb{P}^{3}$, then it is the surjection $R=k[U, X, Y, Z] \rightarrow S$ that leads to the (commutative) projective embedding of $\operatorname{Proj} S$ into $\operatorname{Proj} R=\mathbb{P}^{3}$. The sequel of this paper studies a "quantization" of this embedding.

If the Proj of the coordinate ring of a quantum plane is viewed as a quantum $\mathbb{P}^{1}$, then (the Proj of) the Segre product $S$ of two such algebras is a twisted homogeneous coordinate ring of $\mathbb{P}^{1} \times \mathbb{P}^{1}$, and so may be viewed as a quantum quadric. For $a$ and $b$ in $k^{*}$, we write

$$
S=S_{a \circ b}=C(a) \circ C(b),
$$

where $C(a)=k\langle x, y\rangle /\langle y x-a x y\rangle$ and $C(b)=k\langle u, v\rangle /\langle v u-b u v\rangle$ are the algebras determined by $\left(\mathbb{P}^{1}, \sigma_{a}(x, y)=(a x, y)\right)$ and $\left(\mathbb{P}^{1}, \sigma_{b}(u, v)=\right.$ $(b u, v)$ ). By Theorem 2.11, $S$ is determined by the quadric $Q=\mathscr{V}(X Y-$ $U Z) \subset \mathbb{P}^{3}$ and the automorphism $\sigma_{Q}=\sigma_{a \circ b}$, given by $\sigma_{a \circ b}(U, X, Y, Z)=$ $\sigma_{a} \circ \sigma_{b}(U, X, Y, Z)=(a b U, b X, a Y, Z)$. M ore concretely, $S_{a \circ b}=$ $k\langle U, X, Y, Z\rangle /\left\langle f_{1}, f_{2}, f_{3}, f_{4}, f_{5}, f_{6}, f_{7}\right\rangle$ with

$$
\begin{aligned}
& f_{1}=Z Y-a Y Z \\
& f_{2}=Z X-b X Z, \\
& f_{3}=Z U-a b U Z \\
& f_{4}=Y X-b U Z \\
& f_{5}=Y U-b U Y \\
& f_{6}=X Y-a U Z \\
& f_{7}=X U-a U X
\end{aligned}
$$

A quantum $\mathbb{P}^{3}$ will be the Proj of an Artin-Schelter [2] regular graded algebra $R$ of global dimension four with Hilbert series $H_{R}(t)=(1-t)^{-4}$ (properties shared with the polynomial ring on four variables).

In order to view Proj $R$ as a quantum $\mathbb{P}^{3}$ containing Proj $S$ (or to have a map $\operatorname{Proj} S \rightarrow \operatorname{Proj} R$ in the sense of [6, Sect. 2]), it suffices to have $R_{1} \simeq S_{1}$ as $k$-vectorspaces and a graded degree zero onto homomorphism $R \rightarrow S$.

The goal is to classify all such algebras $R$. Our methods rely heavily on Schelter's computer program A ffine. The claim that Theorem 4.3 lists all such algebras is based upon these calculations, which were omitted from the paper. This problem is avoided in [21]. The current strategy will be
explained, but the proof of Theorem 4.3 can only show that the algebras listed there satisfy the above properties.

Strategy. The defining relations of $R$, given by a six-dimensional subspace of the seven-dimensional space $\left\langle f_{1}, \ldots, f_{7}\right\rangle$, can be written as

$$
\begin{aligned}
& \left\{\begin{array} { l } 
{ f _ { 1 } + A _ { 1 } f _ { 7 } = 0 } \\
{ f _ { 2 } + A _ { 2 } f _ { 7 } = 0 } \\
{ f _ { 3 } + A _ { 3 } f _ { 7 } = 0 } \\
{ f _ { 4 } + A _ { 4 } f _ { 7 } = 0 } \\
{ f _ { 5 } + A _ { 5 } f _ { 7 } = 0 } \\
{ f _ { 6 } + A _ { 6 } f _ { 7 } = 0 }
\end{array} \quad \text { or } \quad \left\{\begin{array}{l}
f_{1}+A_{1} f_{6}=0 \\
f_{2}+A_{2} f_{6}=0 \\
f_{3}+A_{3} f_{6}=0 \\
f_{4}+A_{4} f_{6}=0 \\
f_{5}+A_{5} f_{6}=0 \\
f_{7}=0
\end{array}\right.\right. \\
& \text { or } \ldots \text { or }\left\{\begin{array}{r}
f_{1}+A_{1} f_{2}=0 \\
f_{3}=0 \\
f_{4}=0 \\
f_{5}=0 \\
f_{6}=0 \\
f_{7}=0
\end{array}\right.
\end{aligned} \quad \begin{aligned}
& f_{2}=0
\end{aligned} \quad\left\{\begin{array}{l}
f_{3}=0 \\
f_{4}=0 \\
f_{5}=0 \\
f_{6}=0
\end{array}\right] \begin{aligned}
& f_{7}=0
\end{aligned}
$$

with parameters $\left(A_{i}\right)_{i} \in k$.
A first selection, which turned out be the most important, is to take only those six-dimensional subspaces yielding already a correct Hilbert series up to a certain degree. This was done with the use of A ffine; cf. [2]. A ffine uses the Diamond lemma (cf. [8]) to calculate $\operatorname{dim}_{k} R_{n}$ for fixed degree $n$. Therefore one takes all monomials of degree $n$ and reduces the number of independent ones using the given relations of lower degree. At the same time some overlaps can occur (for example, in degree three, one has $Z X Y=(Z X) Y=Z(X Y))$. If such an overlap is not associative, this adds a new relation and lowers the degree $n$ part of the H ilbert series. When one checks the associativity of an overlap, the parameters $a, b, A_{i}$ appear. Taking the right values for $a, b, A_{i}$ is then the only way to change the associativity and to control the Hilbert series. With the use of A ffine, we checked Hilbert series up to degree five, which imposed certain relations on the $a, b, A_{i}$. Once such algebras were found, general techniques were used (cf. the proof of Theorem 4.3) to check regularity and the Hilbert series in higher degree. All calculations were done over $\mathbb{C}$ but Theorem 4.3 holds for any algebraically closed field. The following claim lists all solutions found in this way, but Theorem 4.3 classifies them in a more constructive (geometric) manner.

Remark 4.1. All algebras are classified up to isomorphism. For example, the exchange $a \leftrightarrow b$ (which corresponds to $S=C(b) \circ C(a)$ instead of $C(a) \circ C(b))$ is obtained by interchanging $X \leftrightarrow Y$.

CLAIM 4.2. The following six-dimensional spaces of relations are, up to isomorphisms (the only ones), determining a four-dimensional Artin-Schelter regular algebra with Hilbert series $(1-t)^{-4}$ surjecting on $S_{a \circ b}$ :

1. for a and b arbitrary: $\left\langle f_{1}, f_{2}, f_{3}, f_{4}+A_{4} f_{6}, f_{5}, f_{7}\right\rangle$ with $A_{4} \neq 0$,
2. for $a=1, b=1:\left\langle f_{1}+\left(-A_{3} A_{6}-A_{2} A_{5}+A_{3} A_{4}\right) f_{7}, f_{2}+\right.$ $\left.A_{2} f_{7}, f_{3}+A_{3} f_{7}, f_{4}+A_{4} f_{7}, f_{5}+A_{5} f_{7}, f_{6}+A_{6} f_{7}\right\rangle$ with $A_{2} A_{5}+A_{4}\left(A_{6}-\right.$ $\left.A_{3}\right) \neq 0$,
3. for a arbitrary, $b=1:\left\langle f_{1}+\left(-A_{3} A_{6}+a A_{3}\right) f_{7}, f_{2}, f_{3}+A_{3} f_{7}, f_{4}\right.$ $\left.+f_{7}, f_{5}, f_{6}+A_{6} f_{7}\right\rangle$ with $A_{6}-A_{3} \neq 0$,
4. for $a=-1, \quad b=-1:\left\langle f_{1}-A_{5} f_{7}, f_{2}+f_{7}, f_{3}, f_{4}, f_{5}+A_{5} f_{7}, f_{6}\right\rangle$ with $A_{5} \neq 0$,
5. for $a=1, \quad b=-1:\left\langle f_{1}+\left(-A_{2} A_{5}+A_{4}^{2}\right) f_{7}, f_{2}+A_{2} f_{7}, f_{3}+\right.$ $\left.A_{4} f_{7}, f_{4}+A_{4} f_{7}, f_{5}+A_{5} f_{7}, f_{6}\right\rangle$ with $A_{4}^{2} \neq A_{2} A_{5}$,
6. for a arbitrary, $b=-1:\left\langle f_{1}+a^{2} f_{7}, f_{2}, f_{3}+a f_{7}, f_{4}+f_{7}, f_{5}, f_{6}\right\rangle$.

Observation. A detailed study of the previous list reveals the following facts that lead to the classification of Theorem 4.3.

- If $R=T\left(R_{1}\right) /\langle W\rangle$ with $W \subset R_{1} \otimes R_{1}$, then $\mathscr{V}(W)=\Gamma_{\sigma}$, the graph of an automorphism $\sigma$ of a scheme $P \subset \mathbb{P}^{3}$, and therefore $P$ is the (point) scheme parametrizing the point modules over $R$. Further $Q \subset P$ and $\left.\sigma\right|_{Q}=\sigma_{Q}=\sigma_{a \circ b}$. Recall that this scheme $P$ is the zero locus of the $4 \times 4$ minors of the matrix $M$ determining $R$; that is, if $W=\left(g_{1}, \ldots, g_{6}\right)$ then $M$ is such that $\left(g_{i}\right)^{t}=M(U X Y Z)^{t}$.
- If $P \neq Q$, which happens in cases 1 to 4 of Claim 4.2, and if $P \neq \mathbb{P}^{3}$ (so $R$ is not a twist of a polynomial ring), then $P=Q \cup L$ for some line $L \subset \mathbb{P}^{3}$. If $P$ consists of $Q$ and an embedded line $L \subset Q$, e.g., $P=$ $\mathscr{V}(Y(X Y-U Z), Z(X Y-U Z)$ ), we still denote $P=Q \cup L$ (although this "union" does not satisfy $Q \cup L=Q$ in the case $L \subset Q$ ). In cases 1 to $4, L$ is respectively $\mathscr{V}(U, Z), \mathscr{V}\left(Z+A_{3} X-A_{2} U, Y+A_{5} X+\left(A_{6}-\right.\right.$ $\left.A_{4}\right) U$ ), $\mathscr{V}\left(Z+A_{3} X, Y+\left(A_{6}-1\right) U\right)$, and $\mathscr{V}\left(A_{5} X+Y, U+Z\right)$. However, a good choice of generators for $R_{1}$ enables the two linear terms defining $L$, as well as the defining relations of $R$, to be expressed more simply. By [20, Lemma 1.1] any line $L$ intersecting $Q=\mathscr{V}(X Y-U Z)$ in two distinct points can be written in the form $\mathscr{V}(U, Z)$. In the same way we may assume that any tangent line is of the form $\mathscr{V}(\alpha X+Y, Z)$ for some scalar $\alpha \neq 0$, and any embedded line $L \subset Q$ of the form $L=$ $\mathscr{V}(Y, Z)$ (e.g., the line $\mathscr{V}(Y-U, Z-X)$ belongs to $Q=\mathscr{V}(X Y-U Z)$
$=\mathscr{V}((X+Z)(Y-U)-(U+Y)(Z-X)))$. Such $R$ are determined by the geometric data $(Q \cup L, \sigma)$ in the sense of Definition 2.7 and $\sigma_{Q}=\left.\sigma\right|_{Q}$ defines an algebra automorphism on $R$ (recall that we identified $\mathbb{P}\left(R_{1}^{*}\right) \simeq$ $\mathbb{P}^{3}$ ). Hence all these algebras twist to an algebra mapping onto $S_{1 \circ 1}$, the commutative homogeneous coordinate ring of $Q$. It is shown in Theorem 4.3 that all these algebras are (twists of) central extensions of three-dimensional Artin-Schelter regular algebras [11].
- If $P=Q$, which is the case in 5 and 6 of Claim 4.2, the $\sigma_{Q}$ is not defined on $R$ and $R$ is not determined by the geometric data $(P, \sigma)=$ ( $Q, \sigma_{Q}$ ). Furthermore, all algebras of case 6 twist to an algebra of case 5 , which maps onto $S_{1 \circ-1}$.

Theorem 4.3. (i) The following algebras $R$ are Artin-Schelter regular algebras of global dimension four with Hilbert series $1 /(1-t)^{4}$ :

Type 1. The four-dimensional polynomial ring, determined by the geometric data ( $P=\mathbb{P}^{3}, \sigma=\mathrm{id}$ ).

Type 2. Algebras $R$ mapping onto the commutative homogeneous coordinate ring $S_{1 \circ 1}$ of $Q$ and determined by the geometric data $(P, \sigma)$. The point scheme $P=Q \cup L$ is the union of the quadric $Q$ and a line $L \subset \mathbb{P}^{3}$ and $\sigma$ is an automorphism of $P$ with $\left.\sigma\right|_{Q}=\mathrm{id}_{Q}$ and $\left.\sigma\right|_{L}$ an automorphism of $L$. These $\left(L,\left.\sigma\right|_{L}\right)$ are either

1. $L=\mathscr{V}(U, Z)$, intersecting $Q$ in two distinct points, and $\left.\sigma\right|_{L}(0, X, Y, 0)=(0, \alpha X, Y, 0)$ for some scalar $\alpha \in k \backslash\{0,1\}$; then $R=$ $k\langle U, X, Y, Z\rangle$ with defining relations

$$
\begin{array}{lll}
Z Y=Y Z, & Z X=X Z, & Z U=U Z \\
Y X-\alpha X Y=-(\alpha-1) U Z, & Y U=U Y, & X U=U X
\end{array}
$$

or
2. $L=\mathscr{V}(\alpha X+Y, Z)$, tangent to $Q$, and $\left.\sigma\right|_{L}(U, X,-\alpha X, 0)=(U$ $+\beta X, X,-\alpha X, 0)$ for some scalars $\alpha$ and $\beta$ with $\alpha \beta \neq 0$; then $R=$ $k\langle U, X, Y, Z\rangle$ with defining relations

$$
\begin{array}{lll}
Z Y=Y Z, & Z X=X Z, & Z U=U Z \\
Y X=X Y, & Y U-U Y=-\alpha(X U-U X), & X Y-U Z=-\frac{\alpha}{\beta}(X U-U X)
\end{array}
$$

3. $L=\mathscr{V}(Y, Z) \subset Q$ and $\sigma$ is uniquely defined on $P$ as follows:

$$
\text { on } \mathscr{\mathscr { V }}(U-1): \quad \sigma(1, X, Y, Z)=(1, X+(1 / \alpha) X Y-
$$

(1/ $\alpha) Z, Y, Z)$,
on $\mathscr{V}(X-1): \sigma(U, 1, Y, Z)=(U-(1 / \alpha) Y+(1 / \alpha) U Z, 1, Y, Z)$,
on $\mathscr{V}(Y-1): ~ \sigma(U, X, 1, Z)=(U, X, 1, Z)$ and
on $\mathscr{V}(Z-1): \sigma(U, X, Y, 1)=(U, X, Y, 1)$
with $\alpha \neq 0$; then $R=k\langle U, X, Y, Z\rangle$ with defining relations

$$
\begin{array}{lll}
Z Y=Y Z, & Z X=X Z, & Z U=U Z \\
Y X=X Y, & Y U=U Y, & X Y-U Z=-\alpha(X U-U X)
\end{array}
$$

Type 3. Algebras $R$ mapping onto $S_{1 \mathrm{o}-1}$ with point scheme $Q$, not determined by the geometric data $(P, \sigma)=\left(Q, \sigma_{Q}\right) ; R=k\langle U, X, Y, Z\rangle$ with defining relations of the form

$$
\begin{array}{ll}
Z Y-Y Z=-\left(A_{4}^{2}-A_{2} A_{5}\right)(X U-U X), & Y X+U Z=-A_{4}(X U-U X) \\
Z X+X Z=-A_{2}(X U-U X), & Y U+U Y=-A_{5}(X U-U X) \\
Z U+U Z=-A_{4}(X U-U X), & X Y=U Z
\end{array}
$$

with $A_{2}, A_{4}, A_{5} \in k$ and $A_{2} A_{5}-A_{4}^{2} \neq 0$.
Type 4. For all $a$ and $b$ in $k^{*}$ : twists by $\sigma_{a \circ b}$ of the Type 1 algebra $R$; determined by $\left(\mathbb{P}^{3}, \sigma_{a \circ b}\right)$.

For those $a$ and $b$ in $k^{*}$ for which $\sigma_{a \circ b}$ is defined on a Type 2 algebra $R$ : twists by $\sigma_{a \circ b}$ of such Type 2 algebras $R$; determined by $\left(Q \cup L, \sigma_{a \circ b}{ }^{\circ} \sigma\right)$.

For those $a$ and $b$ in $k^{*}$ for which $\sigma_{a \circ b}\left(\sigma_{1 \circ-1}\right)^{-1}$ is defined on a Type 3 algebra: twists by $\sigma_{a \circ b}\left(\sigma_{1 \circ-1}\right)^{-1}$ of such Type 3 algebras $R$; determined by $\left(Q, \sigma_{a \circ b} \circ\left(\sigma_{1 \circ-1}\right)^{-1} \circ \sigma\right)$.
(ii) Every Artin-Schelter regular algebra $R$ of global dimension four and with Hilbert series $1 /(1-t)^{4}$ which maps onto the Segre product $S_{a \circ b}\left(a, b \in k^{*}\right)$ is isomorphic to an algebra of the above types.

Proof. As stated above, the proof of (ii) relies on the calculations with Affine. We prove (i) here.

Type 1. The algebra of Type 1, the four-dimensional polynomial ring, determined by the geometric data ( $\mathbb{P}^{3}$, id), clearly satisfies the hypotheses.

Type 2. These algebras are determined by $Q \cup L$ and an automorphism $\sigma$ of $Q \cup L$ with $\left.\sigma\right|_{Q}=\sigma_{1 \circ 1}=\operatorname{id}_{Q}$ and $\left.\sigma\right|_{L}$ an automorphism of $L$ (therefore fixing the intersection points of $Q \cap L$ ). We first describe the geometric data that can occur and give the defining relations of the corresponding $R$. As mentioned before, $L$ is assumed to be either $\mathscr{V}(U, Z), \mathscr{V}(\alpha X+Y, Z)$, or $\mathscr{V}(Y, Z)$.

1. If $L=\mathscr{V}(U, Z)$ then any automorphism of $L$ fixing the intersection points with $Q$ is of the form $\left.\sigma\right|_{L}(0, X, Y, 0)=(0, \alpha X, Y, 0)$ for some scalar $\alpha$ in $k^{*}$. To exclude twists of a polynomial ring (classified in Type 1 ), take $\alpha \neq 1$ (otherwise $\sigma$ extends to an automorphism of $\mathbb{P}^{3}$ ). By [20, Lemma 1.3(a)], this geometry determines the defining relations of $R$ as given above.
2. If $L=\mathscr{V}(\alpha X+Y, Z)$ with $\alpha \neq 0$, tangent to $Q$, the situation is slightly more complicated. A ny automorphism of $L$ fixing the point of intersection is of the form $\left.\sigma\right|_{L}(U, X,-\alpha X, 0)=(U+\beta X, \gamma X,-\alpha \gamma X, 0)$ for some $\beta, \gamma$ in $k$, but only $\gamma=1$ is a candidate for an algebra with a correct Hilbert series. In the case $\gamma \neq 1$, this geometry determines only five defining relations instead of six. A better argument will be given later on in the proof. If $\gamma=1$, exclude $\beta=0$ (twists of the polynomial ring) and in a way similar to that above the defining relations of $R$ can be determined.
3. If $L$ is an embedded line on $Q$, then $L$ is of the form $\mathscr{V}(Y, Z)$. If the matrix $M$ is such that the defining relations of $R$ can be written in the form $M \cdot(U, X, Y, Z)^{t}=0$, then $M(p) \sigma(p)=0$ for $p$ on $P$ implies that the vector $\sigma(p)$ is orthogonal to the six row vectors of $M$. The matrix $M$ has rank three at every point of $\mathbb{P}^{3}$; so if $m_{i j k}^{l}$ denotes the minor of the $3 \times 3$ matrix obtained by deleting rows $i, j, k$ and column $l$ from $M$, then there always exist $i, j, k$ such that $\sigma(U, X, Y, Z)=$ $\left(-m_{i j k}^{1}, m_{i j k}^{2},-m_{i j k}^{3}, m_{i j k}^{4}\right)$ defines a point in $\mathbb{P}^{3}$ and in particular $M(p) \sigma(p)=0$ for $p$ on $P$. Then $\sigma$ can be described on the affine opens $\mathscr{V}(U-1), \mathscr{V}(X-1), \mathscr{V}(Y-1), \mathscr{V}(Z-1)$ if one takes respectively $(i, j, k)=(1,2,4),(1,3,5),(2,3,6)$, and $(4,5,6)$. Thus $\sigma$ is defined on $P$ and this determines the given relations of $R$ if only those $f$ in $R_{1} \otimes R_{1}$ are taken that vanish on the full scheme $\Gamma_{Q}$, where $Q \supset L$.
It remains to show that all Type 2 algebras are A rtin-Schelter regular with Hilbert series $(1-t)^{-4}$. In [20, Cor. 1.9, Prop. 2.3], this has been done in the case $L=\mathscr{V}(U, Z)$ and the same technique can be applied to tangent and embedded lines. We prefer the methods of [11] because of their use later. All algebras whose defining relations are given above are shown to be regular as central extensions of three-dimensional Artin-Schelter regular algebras; i.e., $R$ has a central, regular element $c$ in $R_{1}$ such that $C=R / R c$ is a three-dimensional Artin-Schelter regular algebra.

It is clear that for all algebras considered, $Z$ is central in $R_{1}$. If $C=R / R Z$ and if $R$ is Artin-Schelter regular, then $C$ must be a threedimensional Artin-Schelter regular algebra. For such a regular $C$ with generators $U, X, Y$ we can choose a basis of the three-dimensional space of quadratic relations ( $h_{1}, h_{2}, h_{3}$ ) such that there is a $3 \times 3$ matrix $M$ with entries in $C$ and a matrix $N$ of $G L_{3}(k)$ such that the relations of $C$ can be
written as $\left(h_{1}, h_{2}, h_{3}\right)^{t}=M(U, X, Y)^{t}$ and $(U, X, Y) M=\left(N\left(h_{1}, h_{2}, h_{3}\right)^{t}\right)^{t}$. (This is exactly the property of being a standard algebra in [3, Thm. 1].) Take representatives for $U, X, Y$ in $R_{1}$, still denoted by $U, X, Y$, and consider their span in $R_{1}$ as a copy of $C_{1}$. Therefore the equations of $R$ may be written in the form

$$
\begin{gather*}
g_{j}=h_{j}+Z l_{j}+\alpha_{j} Z^{2}=0, \quad Z U-U Z=0, \quad Z X-X Z=0, \\
Z Y-Y Z=0 \tag{3}
\end{gather*}
$$

with $j=1, \ldots, 3, l_{1}, l_{2}, l_{3} \in C_{1}$, and $\alpha_{1}, \alpha_{2}, \alpha_{3} \in k$. Let $\left(U^{*}, X^{*}, Y^{*}\right)^{t} \in$ $C_{1}^{3}$ be defined by $\left(U^{*}, X^{*}, Y^{*}\right)^{t}=N^{t}(U, X, Y)^{t}$. Theorem 3.1.3 of [11] describes when regularity can be lifted from $C$ to $R$ :

Equations (3) define a four-dimensional regular algebra if and only if there exist $\left(\gamma_{j}\right)_{j} \in k, j=1, \ldots, 3$, that form a solution to the following system of linear equations in $C_{1}^{\otimes 2}, C_{1}$, and $k$,

$$
\begin{aligned}
\sum_{j} \gamma_{j} h_{j} & =\sum_{j}\left(x_{j} l_{j}-l_{j} x_{j}^{*}\right) \\
\sum_{j} \gamma_{j} l_{j} & =\sum_{j} \alpha_{j}\left(x_{j}-x_{j}^{*}\right) \\
\sum_{j} \gamma_{j} \alpha_{j} & =0
\end{aligned}
$$

where one takes $\left(x_{1}, x_{2}, x_{3}\right)=(U, X, Y)$. If such $\left(\gamma_{j}\right)_{j}$ exist, then they are uniquely determined by $\left(l_{j}\right)_{j}$.

This theorem may be applied to all three algebras of Type 2. For instance, in the case of the tangent line $\mathscr{V}(\alpha X+Y, Z)$,

$$
\begin{gathered}
\left(h_{1}, h_{2}, h_{3}\right)=\left(Y X-X Y, Y X-Y U+U Y, \frac{\beta}{\alpha} X Y+X U-U X\right), \\
\left(l_{1}, l_{2}, l_{3}\right)=\left(0,-\beta U,-\frac{\beta}{\alpha} U\right), \quad\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)=(0,0,0), \\
M=\left(\begin{array}{ccc}
0 & Y & -X \\
-Y & \beta Y & U \\
X & -U & (\beta / \alpha) X
\end{array}\right), \quad N=\left(\begin{array}{ccc}
1 & 0 & 0 \\
\beta & 1 & 0 \\
\beta / \alpha & 0 & 1
\end{array}\right) .
\end{gathered}
$$

Then $C=k\langle U, X, Y\rangle /\left(h_{1}, h_{2}, h_{3}\right)$ determines a three-dimensional Artin-Schelter regular algebra: from the above, $C$ is standard and because the nine conics defined by the $2 \times 2$ minors of $M$ have no common zero, $C$ is nondegenerate; cf. [3, Thm. 1]. Its point variety, the locus of zeros of det $M$, is the intersection $(Q \cup L) \cap \mathscr{V}(z)$ consisting of the three lines $\mathscr{V}(X), \mathscr{V}(Y), \mathscr{V}(\alpha X+Y)$ in $\mathbb{P}^{2} \simeq \mathscr{V}(z) \subset \mathbb{P}^{3}$. (For the other positions of $L$, the point variety will be a conic union a line or a line union a double line.)

An easy calculation shows that $\left(\gamma_{1}, \gamma_{2}, \gamma_{3}\right)=\left(-\beta^{2} / \alpha, \beta / \alpha,-\beta\right)$; hence, by [11, Cor. 2.3, 2.7, Thm. 3.1.3], $R$ is an A rtin-Schelter regular noetherian domain with Hilbert series $(1-t)^{-4}$, A uslander regular, and Koszul and satisfies the Cohen-M acaulay property. M ore details on central extensions can be found in [11].

Remark. The above imposes the restriction $\gamma=1$ on the automorphism $\left.\sigma\right|_{L}(U, X,-\alpha X, 0)=(U+\beta X, \gamma X,-\alpha \gamma X, 0)$ of the tangent line, because otherwise the quotient $R / R Z$ would not be three-dimensional Artin-Schelter regular: the geometric data $((Q \cup L) \cap \mathscr{V}(Z)$, the identity on $Q \cap \mathscr{V}(Z)$, and $\left.\sigma\right|_{L}$ on $L \cap \mathscr{V}(Z)$ ) can only determine a regular algebra if $\gamma=1$; cf. condition (1.2) in [3, Thms. 2, 3].

Type 3. The algebras of Type 3, whose relations are stated above, all have the same associated data ( $Q, \sigma_{1,-1}$ ) and are therefore not determined by these geometric data (which determine $S_{1_{\rho-1}}$ ). Because any normal degree one element of $R$ must be normal in $S_{1_{\circ}-1}$ ( a twist of the commutative $S_{1 \circ 1}$ by $\sigma_{1 \circ-1}$ ), such a normal element must commute by means of a scalar multiple of $\sigma_{1 \circ-1}$. However, $\sigma_{1 ॰-1}$ does not define an algebra automorphism of $R$ so no normal elements can exist in $R_{1}$ and other techniques must be used. Furthermore, this means that $R$ can never twist to an algebra mapping onto the (commutative) homogeneous coordinate ring of $Q$.

First, $S_{1 \circ-1}$ is a noetherian domain and Auslander Gorenstein by Proposition 3.1. Furthermore $S_{1 。-1}$ is a K oszul algebra (cf. [11, Sect. 2; 18, Sect. 4] because by [20], $S_{1 \circ-1}$ is a quotient of a Koszul algebra by a normal degree two element, hence a Koszul algebra itself (cf. [9]).

The sequel of this proof depends on some calculations, easily checked with A ffine: if $A_{2} A_{5}-A_{4}^{2} \neq 0$ then

- $\Omega=X U-U X$ is normal in $R_{2}$ and
- $R^{!}=T\left(V^{*}\right) / W^{\perp}$, the dual of $R=T(V) / W$, is finite dimensional with Hilbert series $H_{R^{\prime}}(t)=(1+t)^{4}\left(V^{*}\right.$ is the vector space dual of $V$ and $W^{\perp}$ the orthogonal of $W$ in $V^{*} \otimes V^{*}$; cf. [17, Sect. 4.2]).

M ore precisely, if $\{u, x, y, z\}$ is the basis of $V^{*}$ dual to $\{U, X, Y, Z\}$ then $R^{!}=k\langle u, x, y, z\rangle$ with defining relations

$$
\begin{aligned}
& u^{2}=x^{2}=y^{2}=z^{2}=0 \\
& \left(A_{2} A_{5}-A_{4}^{2}\right) z y-\left(A_{2} x z+A_{4} x y+A_{4} u z+A_{5} u y+u x\right)=0 \\
& z x-x z=0 \\
& z u+y x-x y-u z=0 \\
& \left(A_{2} A_{5}-A_{4}^{2}\right) y z+\left(A_{2} x z+A_{4} x y+A_{4} u z+A_{5} u y+u x\right)=0 \\
& y u-u y=0 \\
& x u+u x=0
\end{aligned}
$$

and the elements ( $u, x, y, z$ ) form a basis for $R_{1}^{!}(x y, x z, y x, u x, u y, u z)$ for $R_{2}^{!},(x y x, u x y, u x z, u y x)$ for $R_{3}^{!}$, and $u x y x$ for $R_{4}^{!}$.

Since $S$ is a Koszul algebra, $H_{S^{\prime}}(t)=\left(H_{S}(-t)\right)^{-1}=(1+t)^{3}(1-t)^{-1}$ and so $H_{R^{\prime}}(t)=\left(1-t^{2}\right) H_{S^{\prime}}(t)$. A s $S=R / \Omega R$ with $\Omega$ normal in $R_{2}$, it is clear that $R^{!}=S^{!} / S^{!} \omega S^{!}$for some $\omega$ in $S_{2}^{!}$. One may check (with A ffine) that $\quad \omega=\left(A_{2} A_{5}-A_{4}^{2}\right) z y-\left(A_{2} x z+A_{4} x y+A_{4} u z+A_{5} u y+u x\right)$ is 1regular in $S^{!}$, i.e., $\operatorname{dim} S_{1}^{!} \omega=\operatorname{dim} S_{\mathrm{i}}^{!}=\operatorname{dim} \omega S_{\mathrm{i}}^{!}$. Then $\omega$ is normal because

$$
\begin{aligned}
4 & =\operatorname{dim} R_{3}^{!}=\operatorname{dim} S_{3}^{!}-\operatorname{dim}\left(S_{1}^{!} \omega+\omega S_{1}^{!}\right) \\
& \leq \operatorname{dim} S_{3}^{!}-\operatorname{dim} S_{1}^{!} \omega=\operatorname{dim} S_{3}^{\prime}-4
\end{aligned}
$$

and $\operatorname{dim} S_{3}^{!}=8$ implies that $S_{1}^{!} \omega=S_{1}^{!} \omega+\omega S_{1}^{!}=\omega S_{1}^{!}$. The exact sequence

$$
0 \rightarrow \mathrm{Ann}(\omega) \rightarrow S^{!} \xrightarrow{\omega} S^{!} \rightarrow S^{!} / S^{!} \omega=R^{!} \rightarrow 0
$$

combined with $H_{R^{\prime}}(t)=\left(1-t^{2}\right) H_{S^{\prime}}(t)$ then implies that $\omega$ is regular.
Since $S$ is a K oszul algebra we get that $S^{!}$is a K oszul algebra, and so are $R$ and $R^{!}$(a quotient of a K oszul algebra by the degree two normal regular element $\omega$; cf. [9]). It follows that $R$ has finite global dimension since $R$ is a K oszul algebra and $R^{!}$is finite dimensional.

Comparison of $H_{R}(t)=\left(H_{R^{\prime}}(-t)\right)^{-1}=(1-t)^{-4}$ with $H_{S}(t)$ shows that $\Omega$ is regular. So by [12, Prop. 3.5, 3.6] we can lift the fact that $S$ is noetherian and A uslander Gorenstein to $R$, which is then Gorenstein and Artin-Schelter regular but also A uslander regular and Koszul and satisfies the Cohen- M acaulay property.

Type 4. It is clear that, if the Type 1 algebra or a Type 2 algebra $R \rightarrow S_{1 \circ 1}$ (respectively Type 3 algebra $R \rightarrow S_{1 \circ-1}$ ) and $a$ and $b$ are such that $\sigma_{a \circ b}$ (resp. $\sigma_{a \circ b}\left(\sigma_{1 \circ-1}\right)^{-1}$ ) are defined on $R$, then the twisted algebra $R_{\sigma_{a \circ b}} \rightarrow S_{a \circ b}$ (resp. $R_{\sigma_{a \circ b}\left(\sigma_{1 \circ-1}\right)^{-1}} \rightarrow S_{a \circ b}$ ) satisfies the desired properties. To end this proof we briefly indicate which $\sigma_{a \circ b}$ can occur.

If $R$ is the four-dimensional polynomial ring, then $\sigma_{a \circ b}$ is defined on $R$ for all $a$ and $b$ in $k^{*}$.

In order to twist algebras of Type 2, $\sigma_{a \circ b}$ is defined on $R$

- for all $a$ and $b$ if $L$ intersects $Q$ in two distinct points, or
- for $a=b=1$ if $L$ is tangent (so algebras with an associated tangent line always map onto $S_{1 \circ 1}$ ), or
- for arbitrary $a$ and $b=1$ if $L$ is a line of the following ruling of lines on $Q: \mathscr{V}(\gamma X-\delta Z, \gamma U-\delta Y)$ (by symmetry the lines of the other ruling will occur for arbitrary $b$ but $a=1$ ).

As algebras $R$ determined by ( $Q \cup L, \sigma$ ), mapping onto the homogeneous coordinate ring of $Q$, have two central elements $v, w$ in $R_{1}$ (where $L=\mathscr{V}(v, w)$ ), their twists will have at least one normal element in degree one, the eigenvector for $\sigma_{a \circ b}$ in $k v+k w$. To twist the algebras of Type 3, $\sigma_{a \circ b}\left(\sigma_{1 \circ-1}\right)^{-1}$ is defined on $R$

- for $a=-1, b=1, A_{4}=0$ (by symmetry of the case $a=1, b=-1$, cf. Remark 4.1), or
- for $a$ arbitrary, $b=-1$ and $A_{2}=A_{5}=0$, which is the solution 6 of Claim 4.2.

From the proof of the previous theorem it follows that
Proposition 4.4. The algebras listed in Theorem 4.3 are Koszul, noetherian, and Auslander regular and satisfy the Cohen-Macaulay property.

Let $R$ be one of the regular algebras described in Theorem 4.3. The following theorems describe the point, line, and plane modules over such an $R$. It is well known that such modules are respectively of the form $R / R u+R v+R w, R / R u+R v$, and $R / R u$ for $u, v, w$ in $R_{1}$ (cf. [11, Thms. 4.1.1, 5.1.1], hence determine a point, line, and plane in $\mathbb{P}^{3}$. We now classify these points, lines, and planes.

Theorem 4.5. Let $R$ be as above; then the point modules over $R$ are in bijective correspondence with the points on

1. $\mathbb{P}^{3}$ if $R$ is a twist of the polynomial ring,
2. $Q \cup L$ if $R$ is a twist of the algebras of Type 2 in Theorem 4.3,
3. $Q$ if $R$ is a twist of the algebras of Type 3 in Theorem 4.3.

Proof. This is an easy consequence of [3, Cor. 3.13] and Theorem 4.3.

Since $R$ is a domain with Hilbert series $(1-t)^{-4}$ it is clear that
Theorem 4.6. Let $R$ be as above; then the plane modules over $R$ are in bijective correspondence with the planes in $\mathbb{P}^{3}$.

## Theorem 4.7.

1. The line modules over (twists of) the four-dimensional polynomial ring are in bijective correspondence with the lines in $\mathbb{P}^{3}$.
2. The line modules over (twists of) the algebras of Type 2 in Theorem 4.3, determined by $(Q \cup L, \sigma)$, are in bijective correspondence with the lines in $\mathbb{P}^{3}$ that either lie on $Q$ or meet $L$.
3. The line modules over (twists of) the algebras of Type 3 in Theorem 4.3 with associated $\left(Q, \sigma_{Q}\right)$ are in bijective correspondence with the lines on $Q$ or lines that can be described as follows: for every point $p \in \mathbb{P}^{3}$ there is a plane $T_{p}$ with the property that all lines in $T_{p}$ containing this point $p$ are line modules. For the Type 3 algebras with parameters $A_{2}, A_{4}, A_{5}$ as in Theorem 4.3, $T_{p}$ is given by

$$
\begin{aligned}
T_{p}=\mathscr{V} & \left.\left(()-A_{2} A_{5}+A_{4}^{2}\right) p_{1}-A_{2} p_{2}+A_{4} p_{3}\right) U \\
& -\left(\left(-A_{2} A_{5}+A_{4}^{2}\right) p_{0}-A_{4} p_{2}+A_{5} p_{3}\right) X \\
& \left.+\left(A_{2} p_{0}-A_{4} p_{1}+p_{3}\right) Y-\left(A_{4} p_{0}-A_{5} p_{1}+p_{2}\right) Z\right),
\end{aligned}
$$

where $p=\left(p_{0}, p_{1}, p_{2}, p_{3}\right)$.
Proof. 1. This correspondence holds for the commutative polynomial ring, and therefore for its twists.
2. A classification of the line modules in the case $L=\mathscr{V}(U, Z)$ can be found in [20, Sect. 2.2]. Instead of generalizing this to arbitrary $L$, we use [11, Sect. 5], which describes the line modules over central extensions of three-dimensional A rtin-Schelter regular algebras.

A $s$ in the proof of Theorem 4.3, $Z$ is a central element of $R_{1}$ such that $C=R / R Z$ is three-dimensional Artin-Schelter regular. By [11, Sect. 5] we find that all line modules over $C$ (which are in bijective correspondence with the lines in $\mathbb{P}^{3}$ lying in $\mathscr{V}(Z)$ ), are line modules over $R$. If a line module $R / R u+R v$ corresponds to a line $l=\mathscr{V}(u, v)$ not lying in the plane $\mathscr{V}(Z)$, then $R / R u+R v+R Z$ is a point module over $C$. So $l \cap \mathscr{V}(Z)$ belongs to $P_{C}$, the point variety of $C$, which is the intersection of the point variety of $R$ with $\mathscr{V}(Z)$. By [11, Thm. 5.1.6], a line through $p \in P_{C} \subset \mathscr{V}(Z)$ corresponds to a line module if and only if it is contained in either $\mathscr{V}(Z)$ or $Q_{p}$. This $Q_{p}$ is a scheme in $\mathbb{P}^{3}$, defined as follows: with notations as in the proof of Theorem 4.3, we can write the relations of $R$ as $\left\langle g_{j}=h_{j}+Z l_{j}+\alpha_{j} Z^{2}=0, Z U-U Z=0, Z X-X Z=0, Z Y-Y Z=\right.$
$0\rangle$. If we take $\zeta=\left(\zeta_{1}, \zeta_{2}, \zeta_{3}\right)^{t}$ to be the coordinates of $\left.\sigma\right|_{P_{C}}(p), g=$ $\left(g_{1}, g_{2}, g_{3}\right)^{t}$ and the matrix $N$ as before, then $Q_{p}=\mathscr{V}\left(\zeta^{t} N g\right)$.

Let us briefly indicate what this means for the tangent $L=\mathscr{V}(\alpha X+$ $Y, Z)$. In this case $P_{C}$ is the union of the three lines $\mathscr{V}(X), \mathscr{V}(Y)$, $\mathscr{V}(\alpha X+Y)$ in $\mathscr{V}(Z) \subset \mathbb{P}^{3}$ and $\sigma$ is the identity on the first two lines and $\sigma(U, X,-\alpha X)=(U+\beta X, X,-\alpha X)$ on the third one. It is easy to see that for $p \in \mathscr{V}(X), Q_{p}$ is either $\mathbb{P}^{3}$ or $Q$; for $p \in \mathscr{V}(Y), Q_{p}$ is $Q$ and for $p \in \mathscr{V}(\alpha X+Y), Q_{p}$ is $\mathbb{P}^{3}$. The lines through those $p \in P_{C}$ lying on $Q_{p}$ and the lines in $\mathscr{V}(Z)$ are the lines on $Q$ and the lines meeting $L$.
3. By [13, Prop. 2.8; 11, Thm. 5.1.1], there is a bijective correspondence between the (left) line modules $M$ and the space of rank two tensors $u \otimes a-v \otimes b \in \mathscr{R}_{R}$ (the space of relations of $R$ ) such that $M \cong$ $R / R a+R b$. Because a plane intersects $Q$ in either a nondegenerate conic or two distinct lines, there are only a few possibilities for $\operatorname{div}_{Q}(a)$ and $\operatorname{div}_{Q}(b)$.

- If $\operatorname{div}_{Q}(a)=\operatorname{div}_{Q}(b)$ then $u \otimes a-v \otimes b$ is of rank 1.
- Let $C \neq C^{\prime}$ be two conics, $l_{1} \neq l_{3}$ (resp. $l_{2} \neq l_{4}$ ) be two lines on $Q$ belonging to the first (resp. second) family of lines.
-If $\left(\operatorname{div}_{Q}(a), \operatorname{div}_{Q}(b)\right)=\left(C, C^{\prime}\right),\left(C, l_{1}+l_{2}\right)$, or $\left(l_{1}+l_{2}, l_{3}+l_{4}\right)$ then $u=\sigma(b)$ and $v=\sigma(a)$ is the only way to make $u \otimes a-v \otimes b$ vanish on the graph of $\sigma$ on $Q$. N ote that we have put $\sigma(b)(p)=b(\sigma(p))$ for $p$ in $Q$.
-If $\operatorname{div}_{Q}(a)=l_{1}+l_{2}$ and $\operatorname{div}_{Q}(b)=l_{1}+l_{4}$ then $l=\mathscr{V}(a, b)=l_{1}$ so $l$ lies on $Q$ and these lines already correspond to line modules over $R$ because of Proposition 3.2.

So we must classify the lines $l=\mathscr{V}(a, b)$ such that $\sigma(b) a-\sigma(a) b$ belongs to $\mathscr{R}_{R}$.

Put $a=p U+q X+r Y+s Z$ and $b=p^{\prime} U+q^{\prime} X+r^{\prime} Y+s^{\prime} Z$ in $R_{1}$. In order to have $\sigma(b) \otimes a-\sigma(a) \otimes b$ vanish on the graph of $\sigma$ on $Q$, $\sigma(b) a-\sigma(a) b$ must belong to $\mathscr{R}_{S}$ (the space of relations of $S$ ). As before, $\mathscr{R}_{S}=\left\langle f_{1}, \ldots, f_{7}\right\rangle$ and the relations of $R$ are $\left\langle f_{1}+\left(A_{4}^{2}-\right.\right.$ $\left.\left.A_{2} A_{5}\right) f_{7}, f_{2}+A_{2} f_{7}, \ldots, f_{6}+A_{6} f_{7}\right\rangle$ (in Thm. 4.3, $f_{7}$ was called $\Omega$ ). Because $\mathscr{R}_{S}=\mathscr{R}_{R}+k f_{7}$, there is a surjective homomorphism $\phi: \mathscr{R}_{S} \rightarrow k$ with kernel $\mathscr{R}_{R}$, sending $\left(f_{1}, f_{2}, f_{3}, f_{4}, f_{5}, f_{6}, f_{7}\right)$ to ( $-\left(-A_{2} A_{5}+\right.$ $\left.\left.A_{4}^{2}\right),-A_{2},-A_{4},-A_{4},-A_{5}, 0,1\right)$. A calculation shows that $\sigma(b) a-$ $\sigma(a) b=p q^{\prime} f_{7}+p r^{\prime}\left(-f_{5}\right)+p s^{\prime}\left(-f_{3}\right)+q p^{\prime}\left(-f_{7}\right)+q r^{\prime}\left(-f_{4}-f_{6}\right)+$ $q s^{\prime}\left(-f_{2}\right)+r p^{\prime} f_{5}+r q^{\prime}\left(f_{4}+f_{6}\right)+r s^{\prime}\left(-f_{1}\right)+s p^{\prime} f_{3}+s q^{\prime} f_{2}+s r^{\prime} f_{1}$. The con-
dition for $l=\mathscr{V}(a, b)$ to be a line module is then

$$
\begin{aligned}
0= & \phi(\sigma(b) a-\sigma(a) b) \\
= & 1\left(p q^{\prime}-q p^{\prime}\right)+A_{5}\left(p r^{\prime}-r p^{\prime}\right)+A_{4}\left(p s^{\prime}-s p^{\prime}\right) \\
& +A_{4}\left(q r^{\prime}-r q^{\prime}\right)+A_{2}\left(q s^{\prime}-s q^{\prime}\right)+\left(-A_{2} A_{5}+A_{4}^{2}\right)\left(r s^{\prime}-s r^{\prime}\right)
\end{aligned}
$$

or

$$
\begin{equation*}
0=N_{23}-A_{5} N_{13}+A_{4} N_{03}+A_{4} N_{12}-A_{2} N_{02}+\left(-A_{2} A_{5}+A_{4}^{2}\right) N_{01} \tag{4}
\end{equation*}
$$

where $N_{i j}$ is the corresponding minor of $N$, determined by the line $\mathscr{V}(a, b)$ :

$$
N=\left(\begin{array}{cccc}
s & -r & q & -p \\
s^{\prime} & -r^{\prime} & q^{\prime} & -p^{\prime}
\end{array}\right) .
$$

Equation (4) can also be written as $a \wedge b \wedge T=0$ (cf. [7]), where $a, b$, $a \wedge b$ and $T$ are given by the tuples

$$
\begin{gathered}
a=(s-r q-p), \quad b=\left(s^{\prime}-r^{\prime} q^{\prime}-p^{\prime}\right), \\
a \wedge b=\left(N_{01} N_{02} N_{03} N_{12} N_{13} N_{23}\right), \quad T=\left(T_{01} T_{02} T_{03} T_{12} T_{13} T_{23}\right)
\end{gathered}
$$

and

$$
a \wedge b \wedge T=N_{01} T_{23}-N_{02} T_{13}+N_{03} T_{12}+N_{12} T_{03}-N_{13} T_{02}+N_{23} T_{01}
$$

Of course $a=(s,-r, q,-p)$ corresponds to the plane $a=\mathscr{V}(p U+$ $q X+r Y+s Z)$ and $a \wedge b$ to the line $\mathscr{V}(a, b)$.

Consider $p=\left(p_{0}, p_{1}, p_{2}, p_{3}\right)$ a point in $\mathbb{P}^{3}$ and define $T_{p}$ to be the plane $p \vee T=\delta U-\gamma X+\beta Y-\alpha Z$ containing $p$ and given by the 4-tuple

$$
\begin{aligned}
(\alpha, \beta, \gamma, \delta)=\left(p_{0} T_{12}-p_{1} T_{02}+\right. & p_{2} T_{01}, p_{0} T_{13}-p_{1} T_{03}+p_{3} T_{01}, p_{0} T_{23} \\
& \left.-p_{2} T_{03}+p_{3} T_{02}, p_{1} T_{23}-p_{2} T_{13}+p_{3} T_{12}\right) .
\end{aligned}
$$

The condition $a \wedge b \wedge T=0$ is then equivalent to $p \in a \wedge b$ and $a \wedge$ $b \subset T_{p}$ (or $p \wedge a \wedge b=0$ and $a \wedge b \wedge T_{p}=0$ ).

Then $T$ corresponds to a line, i.e., $T=c \wedge d$ if and only if $T_{01} T_{23}$ $T_{02} T_{13}+T_{03} T_{12}=0$ (this is the so-called Plücker relation), and otherwise $T$ corresponds to some $c \wedge d+e \wedge f$; cf. [7, Prop. 5.5]. (Note that we could so far repeat this proof for the Type 2 algebras, determined by $(Q \cup L, \sigma)$. In that case $T$ is the line $L$ and $T_{p}$ the plane through $p$ and $L$.) Here $T$ is given by $T=\left(1 A_{5} A_{4} A_{4} A_{2}\left(-A_{2} A_{5}+A_{4}^{2}\right)\right)$ and the Plücker relation is $-A_{2} A_{5}+A_{4}^{2}=0$, which was excluded from Theorem
4.3. Therefore $T$ is not a line and the plane $T_{p}$ is given by

$$
\begin{aligned}
T_{p}: & \left(\left(-A_{2} A_{5}+A_{4}^{2}\right) p_{1}-A_{2} p_{2}+A_{4} p_{3}\right) U \\
& -\left(\left(-A_{2} A_{5}+A_{4}^{2}\right) p_{0}-A_{4} p_{2}+A_{5} p_{3}\right) X \\
& +\left(A_{2} p_{0}-A_{4} p_{1}+p_{3}\right) Y-\left(A_{4} p_{0}-A_{5} p_{1}+p_{2}\right) Z=0
\end{aligned}
$$

or $T_{p}=\left\{q \in \mathbb{P}^{3} \mid p \mathscr{M} q=0\right\}$, where $\mathscr{M}$ is an anti-symmetric matrix ( $p \mathscr{M} p=0$ because $p \in T_{p}$ )

$$
\mathscr{M}=\left(\begin{array}{cccc}
0 & -\left(-A_{2} A_{5}+A_{4}^{2}\right) & A_{2} & -A_{4} \\
-A_{2} A_{5}+A_{4}^{2} & 0 & -A_{4} & A_{5} \\
-A_{2} & A_{4} & 0 & -1 \\
A_{4} & -A_{5} & 1 & 0
\end{array}\right) .
$$

Observe that $\mathscr{M}$ is a regular matrix with determinant $4\left(-A_{2} A_{5}+A_{4}^{2}\right)^{2}$. If the line modules intersect a fixed line (as for the algebras with point scheme $Q \cup L$ ) this matrix is singular.

Comparison of the Hilbert series of $R$ and $S$ yields that $R /\langle\Omega\rangle=S$ for some $\Omega$ in $R_{2}$. One can check that for all algebras of Theorem 4.3, $\Omega$ is normal. Such an $\Omega$ commutes by means of an algebra automorphism $\theta$ such that $\Omega r=\theta(r) \Omega$ for all $r$ in $R$. For the Type 3 algebras with point scheme $Q$, the automorphism $\theta$ is given by
$\theta(U, X, Y, Z)=\left(\frac{A_{4} Y-A_{5} Z}{A_{2} A_{5}-A_{4}^{2}}, \frac{A_{2} Y-A_{4} Z}{A_{2} A_{5}-A_{4}^{2}}, A_{4} U-A_{5} X, A_{2} U-A_{4} X\right)$
and $\theta^{-1}=-\theta$. If $s$ is the automorphism of $\mathbb{P}^{3}$ given by

$$
s\left(\begin{array}{c}
U \\
X \\
Y \\
Z
\end{array}\right)^{t}=\left(\begin{array}{c}
A_{4} U-A_{5} X+Y \\
A_{2} U-A_{4} X+Z \\
\left(A_{2} A_{5}-A_{4}^{2}\right) U+A_{4} Y-A_{5} Z \\
\left(A_{2} A_{5}-A_{4}^{2}\right) X+A_{2} Y-A_{4} Z
\end{array}\right)^{t}
$$

then $s^{2}=\theta$ and $s$ is not an automorphism of $Q$. However, in [23] we show the existence of a quadric $K$ such that $s$ is an automorphism of $K \cap Q$. The quadric $K$ consists of those points $p$ of $Q$ for which the line through $p$ and $\theta p$ lies on $Q$. For such points $p$, the plane $T_{p}$ intersects $Q$ in a degenerate conic. In general, the plane $T_{p}$ is the tangent plane to $K$ in $\theta s(p)$. We remark that this gives us three points on $T_{p}$ which (in most cases) determine $T_{p}$.

Corollary 4.8. The plane $T_{p}$ of Theorem 4.7 is the plane through the three points $p, \theta p$, and $\theta s p$. If $p=\theta p$ then $T_{p}$ is the tangent plane to $Q$ in $p$.

Because any line $l \subset \mathbb{P}^{3}$ intersects $Q$ it suffices to look at the planes $T_{p}$ for $p$ in $Q$. An explicit description of the $\mathbb{P}^{1}$ of lines through $p$ can be given (by describing all points $q_{p}$ for which the line through $p$ and $q_{p}$ is a line module); cf. [23]. F urthermore one can check that there are only four points on $Q$ for which $\theta p=p$ and then $p=s p$.

To conclude, we remark on some material for further study in [22]. The algebras $R$ of Type 3 with point scheme $Q$ have no normal elements in degree one but three centrals in degree two, respectively of the form $v^{2}, w^{2}, v w+w v$ for some $v$ and $w$ in $R_{1}$. A part from the normal degree two element $\Omega$ with (finite order) automorphism $\theta, R$ has only two other normal degree two elements. They commute with even degree and anticommute with odd degree elements. The former implies that $R$ has no central elements in odd degrees and we claim there will even be no normals in odd degrees. This and a proof that these algebras are finite over their center appears in [22]. Of course these remarks fail for twists of such algebras.

Remark 4.9. Some of the algebras determined by $(Q \cup L, \sigma)$ with $L=\mathscr{V}(U, Z)$ can also be found in the following way. In [14] one considers a matrix $\mathscr{R}$ a solution of the quantum Y ang-Baxter equation and constructs an algebra of quantum vectors $V(\mathscr{R})$, quantum covectors $V^{*}(\mathscr{R})$ (cf. [14, E xamples 2.4, 2.5]), and quantum matrices $A(\mathscr{R})$. If these algebras have generators $\left(v^{i}\right),\left(x_{i}\right),\left(t_{j}^{i}\right), i, j=1 \ldots n$, then they satisfy the relations $v^{i} v^{k}=\mathscr{R}_{j l}^{i k} v^{l} v^{j}, x_{i} x_{k}=x_{n} x_{m} \mathscr{R}_{i k}^{m n}$, and $\mathscr{R}_{m n}^{i k} t_{j}^{m} t_{l}^{n}=\mathscr{R}_{j l}^{m n} t_{n}^{k} t_{m}^{i}$. If $\mathscr{R}_{21}$ is the transpose of $\mathscr{R}$, i.e., $\left(\mathscr{R}_{12}\right)_{k l}^{i j}=\mathscr{R}_{l k}^{i i}$, then the image of the algebra homomorphism $A(\mathscr{R}) \rightarrow V\left(\mathscr{R}_{21}\right) \otimes V^{*}(\mathscr{R})$ (cf. [14, Prop. 2.7]) is what we called the Segre product of $V\left(\mathscr{R}_{21}\right)$ and $V^{*}(\mathscr{R})$.

For the multiparameter solution $\mathscr{R}_{k l}^{i j}=\delta_{k}^{i} \delta_{l}^{j}\left(\delta_{j}^{i}+\theta^{j i}\left(q_{i j}\right)^{-1}+\right.$ $\left.\theta^{i j} q_{j i} / r^{2}\right)+\delta_{\delta}^{i} \delta_{k}^{j} \theta^{i j}\left(1-r^{-2}\right)\left(\theta_{i j}=1\right.$ if $i>j$ and zero otherwise $)$, vectors in $V\left(\mathscr{R}_{21}\right)$ and covectors in $V^{*}(\mathscr{R})$ satisfy the relations $v^{j} v^{i}=\left(q_{i j}\right)^{-1} v^{i} v^{j}$, $x_{i} x_{j}=r^{2}\left(q_{i j}\right)^{-1} x_{j} x_{i}$. The algebra $A(\mathscr{R})$ is then surjective on their Segre product. For this $\mathscr{R}, A(\mathscr{R})$ is an iterated Ore extension and therefore Artin-Schelter regular. This provides some examples of embeddings in higher dimensions. For the two-parameter $\mathscr{R}, A(\mathscr{R})$ is the algebra determined by ( $Q \cup \mathscr{V}(U, Z), \sigma_{a \circ b}$ on $Q$ and the identity on $L$ ), a twist of a Type 2 algebra of Theorem 4.3.

The discussion in Section 4 focused on embeddings of the Segre product of two quantum planes; instead one may consider the Segre product of two Jordan planes or a Jordan plane with a quantum plane. We believe these cases introduce no new ideas and so we leave them for the general
treatment in [21]. Indeed, some calculations with A ffine established that in the case of two Jordan planes $J$ no algebras with point scheme $Q$ occur. For algebras with point scheme $Q \cup L$ we now do have, in contrast to Theorem 4.3, an algebra with an associated tangent line that maps onto an algebra different from $S_{1 \circ 1}$. On the other hand, no lines can occur that intersect $Q$ in two distinct points because of the structure of $\sigma_{J} \circ \sigma_{J}$ (an automorphism of $Q \cup L$ must fix $Q \cap L$ but no such two intersection points on $Q$ exist for $\sigma_{J}^{\circ} \circ \sigma_{J}$ ).

## ACKNOWLEDGMENTS

The author thanks M. Artin, L. Le Bruyn, M. Vancliff, M. Van den Bergh, F. Van Oystaeyen, and the referee for their advice on this subject.

## REFERENCES

1. M. A rtin, Geometry of quantum planes, in "A zumaya Algebras, A ctions and M odules," (D. H aile and J. O sterburg, Eds.), pp. 1-15, Contemporary Mathematics, V ol. 124, A mer. M ath. Soc., Providence, RI, 1992.
2. M. Artin and W. Schelter, Graded algebras of global dimension 3, Adv. in Math. 66 (1987), 171-216.
3. M. A rtin, J. Tate, and M.V an den Bergh, Some algebras associated to automorphisms of elliptic curves, in "The Grothendieck Festschrift" (P. Cartier et al., Eds.), Birkhäuser, B asel, 1990.
4. M. Artin, J. Tate, and M.Van den Bergh, M odules over regular algebras of dimension 3, Invent. Math. 106 (1991), 335-388.
5. M. Artin and M. V an den Bergh, T wisted homogeneous coordinate rings, J. Algebra 133 (1990), 249-271.
6. M. A rtin and J. J. Z hang, Noncommutative projective schemes, Adv. in Math., to appear.
7. M. Barnabei, A. Brini, and G. C. Rota, On the exterior calculus of invariant theory, J. Algebra 96 (1985), 120-160.
8. G. M. Bergman, The diamond lemma for ring theory, Adv. in Math. 29 (1978), 178-218.
9. D. Eisenbud, Homological algebra on a complete intersection, with an application to group representations, Trans. Amer. Math. Soc. 260 (1980), 35-64.
10. R . H artshorne, "A Igebraic G eometry," Springer-V erlag, N ew Y ork, 1977.
11. L. Le Bruyn, S. P. Smith, and M . V an den Bergh, Central extensions of three dimensional A rtin-Schelter regular algebras, Math. $Z$., to appear.
12. T. Levasseur, Properties of non-commutative regular graded rings, Glasgow Math. J. 34 (1992), 277-300.
13. T. Levasseur and S. P. Smith, M odules over the 4-dimensional Sklyanin algebra, Bull. Soc. Math. France 121 (1993), 35-90.
14. S. M ajid, Quantum and braided linear algebra, J. Math. Phys. 34 (1993), 1176-1196.
15. Y u. I. M anin, Quantum groups and non commutative geometry, Publ. Centre Rech. Math. (1988).
16. C. Năstăsescu and F. V an O ystaeyen, "G raded Ring Theory," North-H olland, A msterdam, 1982.
17. S. P. Smith and J. T. Stafford, Regularity of the 4-dimensional Sklyanin algebra, Compositio Math. 83 (1992), 259-289.
18. J. T. Stafford, R egularity of algebras related to the Sklyanin algebra, Trans. Amer. Math. Soc. 341, No. 2 (1994), 895-916.
19. B. Stenström, "Rings of Quotients: An Introduction to M ethods of Ring Theory," Grundlehren der $M$ athematischen $W$ issenschaften, Vol. 217, Springer-V erlag, Berlin/New Y ork, 1975.
20. M. V ancliff, Quadratic algebras associated with the union of a quadric and a line in $\mathbb{P}^{3}$, J. Algebra 165, No. 1 (1994), 63-90.
21. M. Vancliff and K. Van Rompay, Embedding a quantum nonsingular quadric in a quantum $\mathbb{P}^{3}$, (1995), preprint.
22. K. Van Rompay, Four-dimensional regular algebras with point scheme a nonsingular quadric in $\mathbb{P}^{3}$, (1995), preprint.
23. K. Van Rompay, Embedding quantum quadries in quantum $\mathbb{P}^{3 \prime}$ s, Ph.D. Dissertation, A ntwerp, (1996).
24. J. J. Zhang, Twisted graded algebras and equivalences of graded categories, Proc. London Math. Soc. (1996), to appear.

[^0]:    * R esearch assistant of the NFWO (Belgium).
    ${ }^{\dagger}$ E-mail:vrompay@uia.ua.ac.be.

