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Abstract

Fractional differential equations have been shown to be very useful in the study of
models of many phenomena in various fields of science and engineering, such as
physics, chemistry, biology, signal and image processing, biophysics, blood flow
phenomena, control theory, economics, aerodynamics, and fitting of experimental
data. Much of the work on the topic deals with the governing equations involving
Riemann-Liouville- and Caputo-type fractional derivatives. Another kind of fractional
derivative is the Hadamard type, which was introduced in 1892. This derivative differs
from the aforementioned derivatives in the sense that the kernel of the integral in the
definition of the Hadamard derivative contains a logarithmic function of arbitrary
exponent. In the present paper we introduce a new class of boundary value problems
for Langevin fractional differential systems. The Langevin equation is widely used to
describe the evolution of physical phenomena in fluctuating environments. We
combine Riemann-Liouville- and Hadamard-type Langevin fractional differential
equations subject to Hadamard and Riemann-Liouville fractional integral boundary
conditions, respectively. Some new existence and uniqueness results for coupled and
uncoupled systems are obtained by using fixed point theorems. The existence and
unigueness of solutions is established by Banach’s contraction mapping principle,
while the existence of solutions is derived by using the Leray-Schauder’s alternative.
The obtained results are well illustrated with the aid of examples.

MSC: 34A08; 34A12; 34B15

Keywords: Riemann-Liouville fractional derivative; Hadamard fractional derivative;
fractional integral boundary conditions; Langevin equation; coupled system;
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1 Introduction

In this paper, we concentrate on the study of existence and uniqueness of solutions for a
coupled systems of Riemann-Liouville and Hadamard fractional derivatives of Langevin
equation with fractional integral conditions of the form

RLDT (RLDPY + M)x(t) = f (£, x(2), y(8)), a<t=<T,
D2 (uDP? + Ap)y(t) = g(t,x(2),y(t)), a<t<T,
x(a) =0, ox(ty) = 3% amlPy(m),

y(a) =0, o2y(r2) = 371 Biri LV x(E)),

11)

where g1 D7, yD? are the Riemann-Liouville and Hadamard fractional derivative of orders
q, p, respectively, when g € {q1,p1}, and p € {q2,p2} With 0 < gi,pk <1, 1 < gx + px < 2,
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Ak are given constants, k = 1,2, r.I%, I are the Riemann-Liouville and Hadamard frac-
tional integral of orders y;, o; > 0, respectively, 1;,&; € (a,T) and o, Bj,01,02 € R for all
i=1,2,...,m,j=1,2,...,n, 1,72 € (a,T), f,g : [a, T] x R* = R are continuous functions.

Fractional differential equations have been shown to be very useful in the study of mod-
els of many phenomena in various fields of science and engineering, such as physics, chem-
istry, biology, signal and image processing, biophysics, blood flow phenomena, control
theory, economics, aerodynamics, and fitting of experimental data. For examples and re-
cent development of the topic, see [1-4] and references cited therein. Ahmad et al. [5-8]
have studied the existence and uniqueness of solutions of nonlinear fractional differen-
tial and integro-differential equations for a variety of boundary conditions using standard
fixed point theorems. Agarwal et al. [9] discusses the existence of solutions of fractional
neutral functional differential equations. Baleanu et al. [10] considered L?-solutions for
a class of sequential fractional differential equations. In [11], the nonlinear alternative
and Vitali convergence theorem were used for studying Caputo fractional boundary value
problems with singularities in space variables. In Zhang et al. [12], the fixed point the-
ory and monotone iterative technique were used to prove the existence of a unique solu-
tion for a class of nonlinear fractional integro-differential equations on semi-infinite do-
mains in a Banach space. Liu et al. [13] discussed the existence of at least three solutions
of p-Laplacian model involving the Caputo fractional derivative with Dirichlet-Neumann
boundary conditions. However, it has been observed that most of the work on the topic
involves either the Riemann-Liouville- or the Caputo-type fractional derivative.

Besides these derivatives, the Hadamard fractional derivative is another kind of frac-
tional derivatives that was introduced by Hadamard in 1892 [14]. This fractional deriva-
tive differs from the other ones in the sense that the kernel of the integral (in the definition
of Hadamard derivative) contains logarithmic function of arbitrary exponent. For back-
ground material of Hadamard fractional derivative and integral, we refer to [3, 15-19].

It seems that the abstract fractional differential equations involving Hadamard fractional
derivatives and Hilfer-Hadamard fractional derivatives have not been fully explored so
far. The basic information on various classes of abstract fractional equations and abstract
Volterra integro-differential equations the interested reader can be found in [20-24] and
the references cited therein.

The Langevin equation (first formulated by Langevin in 1908) is found to be an effective
tool to describe the evolution of physical phenomena in fluctuating environments [25]. For
some new developments on the fractional Langevin equation in physics; see, for example,
[26-30]. Lizana et al. [31] have studied a single-particle equation of motion starting with
a microscopic description of a tracer particle in a one-dimensional many-particle system
with a general two-body interaction potential and they have shown that the resulting dy-
namical equation belongs to the class of fractional Langevin equations using a harmoniza-
tion technique. In [32], Gambo et al. discussed the Caputo modification of the Hadamard
fractional derivative. Ahmad et al. [33, 34] considered solutions of nonlinear Langevin
equation involving two fractional orders. In [35], Tariboon et al. studied the existence and
uniqueness of solutions of the nonlinear Langevin equation of Hadamard-Caputo-type
fractional derivatives with nonlocal fractional integral conditions using a variety of fixed
point theorems.

In this paper we prove the existence and uniqueness of the solutions by using Banach’s
contraction principle, and existence of solutions via Leray-Schauder’s alternative. Exam-
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ples illustrating our results are also presented. The case of uncoupled systems is also dis-
cussed. We emphasize that in this paper we combine Riemann-Liouville- and Hadamard-
type fractional differential equations subject to Hadamard and Riemann-Liouville frac-
tional integral boundary conditions, respectively. To the best of the authors’ knowledge
this is the first paper dealing with systems with such combinations of equations and

boundary conditions.

2 Preliminaries

In this section, we introduce some notations and definitions of fractional calculus and
present preliminary results needed in our proofs later. To distinguish the different cases
of derivatives and integrals we use the notations ri.D, ril, uD, nl to denote Riemann-

Liouville or Hadamard derivative or integral respectively.

Definition 2.1 [3] The Riemann-Liouville fractional derivative of order g > 0 of a contin-

uous function f': (a,00) — R, a > 0, is defined by

d\" !
RLqu(t):l_,(nl_q)(—t> /(t—s)”_q_lf(s)ds, n-1l<g<n,

where n = [q] + 1, [q] denotes the integer part of a real number g, provided the right-hand
side is point-wise defined on (a,00), where T is the gamma function defined by I'(g) =

oo —
Jo essi™ds.

Definition 2.2 [3] The Riemann-Liouville fractional integral of order g > 0 of a continu-

ous function f : (a,00) = R, a > 0, is defined by

QT (E) = %q) / (6 -5 (s) ds,

provided the right-hand side is point-wise defined on (a, 00).

Definition 2.3 [3] The Hadamard derivative of a measurable fractional order ¢ for a func-
tion f: (a,00) = R, a > 0, is defined as

1 d n t n-g-1
Hqu(t):F(n_q)<t%> A(logé) @ds, n-l<g<mn=I[q]+1,

where log(-) = log,(-), provided the (Lebesgue) integral exists and the operator (td/dt)" can
be applied.

Definition 2.4 [3] The Hadamard fractional integral of order g € R* of a function f(¢),

forall 0 < a < t < 00, is defined as

t gq-1 d
WlIf () = %q) / <1og§) 6%,

provided the integral exists.
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Lemma 2.1 ([3], pp.71, 112,114) Let g >0, a >0, and B > 0. Then the following properties
hold:

T'(8)

rud9(E - a)f 7 (x) = m(x —a)fri,

£\ L) x)\ et
]_[Iq (log ;) (x) = m (lOg ;) )

wlTylPf(x) = yI7Pf(x)  semigroup property.

Lemma 2.2 [36] Letq>0andx € Cla, T)NLYa, T),a > 0. Then the fractional differential
equation g, DIx(t) = 0 has the solutions

x(t)= Y clt-a),
i=1
and the following formula holds:
RUITRUD () = 2(8) + Y et — a)t,
i=1
wherec; R, i=1,2,...,n,andn-1<g<n.

Lemma 2.3 [3, 36] Letq >0 and x € C(a, T) NLYa, T), a > 0. Then the Hadamard frac-
tional differential equation yDx(t) = 0 has the solutions

n t q—i
x(t) = Zci (log ;) ,
i=1
and the following formula holds:
n t q—i
1794 D%(t) = x(¢t ;| log — s
HIHD(t) = >+;c (ogﬂ)
wherec; €R,i=1,2,...,n,andn—-1<qg<n.

In the following, for the sake of the convenience, we set

o - X’": aillog Y0 (g) Z Bi(§ — @)D (q))
! D(g+pr+p) g T(q1 +p1+7)

i=1 j=1
_ 02l (q2) <10 72>q2+p2_1 _ ol'(q1) (1 — a)n*P1-1
3= 4 ————~ — ) s==——(n-
['(q2 + p2) a [(q1 +p1)

and
Q=Q;Q — Q23Q4.

Lemma 2.4 Let Q #0, 0 <gp,px <1, 1< qx +pr <2, k=12, p;,¥; >0, a;, B, 01,00 € R,
né§e€@aT),i=12,...,mj=12,...,n,1,72 € (a,T],and ¢,y € C([a, T],R),a>0. Then
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the problem

RLDT (R D?Y + A)x(t) = ¢(t), a<t=<T,
HD? (uD?? + M)y(t) =¥ (t), a<t=<T,

P @.1)
x(a) =0, ow(ti) = )0 amlPy(ns),
y(a) =0, o2y(r2) = 371 Biri IV x(&)),
has a solution if and only if the system
(t — a)™* 17T (q1) ‘ .
#(0) = NP () — MruPia(t) — D (N g e e )
RL 1RL T+ 1) 12:1: iRL 3
n
-\ Z Biru PV x(8)) + AaoanlP?y(1y) — 02H1q2+p210(f2)> Q
-1
+ (Z o PP () — Ao Z o IP*Piy(n;) + Aorru I (1)
i1 -1
- U1RL1q”p1¢(7-’1)> Q3:| (2.2)
and
(log £)qz+p2—1r(q2) m
t) = y[127P2 1) — douIP2y(t) — a ; JA2tP2Pi ;
(&) =n Y (£) — AandP2y(2) Qg2 + p2) ;O‘H v (n:)
— A ZaiH1p2+piy(7Ii) + horu P () — UlRqu1+p1¢(Tl)) Q)
i-1
+ (Z BriIM P p(E) - M Z BiruIP VI x(8)) + AaoanI??y(t2)
1 =1
- 02H1q2+p21ﬁ(72)> Q4j| (2.3)

has a solution.

Proof Using Lemmas 2.2 and 2.3 and the first two equations in (1.1) can be expressed as

equivalent integral equations
(RLD?! + A)x(t) = LI (E) — cr(t — a) P,

q2-1
(D" + 2)(®) = Iy (6) — dy (log 2) :

It follows that

P(g)(t —a)m 7!

x(t) = LI P(E) — M I (E) — ¢
C(q1 +p1)

—c(t—a)yprt (2.4)
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and

r 1 92+p2-1 p2-1
(0 = w22 () — Dol y(0) — (qz)((;i;) —d2<10g£) : 2.5)

where ¢, ¢3,d1,d> € R. The condition x(a) = y(a) = 0 implies that c; =dy =0
Taking the Riemann-Liouville and Hadamard fractional integrals of order y;, p; > 0 for
(2.4) and (2.5), respectively, and using the property given in Lemma 2.1, we obtain

ool P2 (1) = MyoonlP?y(12) — di Q23

=D BRUITPGE) — Y Bl a(E) — 1,

j=1 j=1

or I P P(t1) — MorruIP x(T1) — 19

m m
= Z oI P2 P () — Ao ZaiH1p2+piy(77t) - di192.

i=1 i=1

Solving the above system of linear equations for constants ¢; and d;, we get

(Z BruITTPT G(E) — M Z BirLI T x(87) + AaoanlP? y(t2)

j=1

i=1

Q m m
- 02H1q2+p2\0(f2)) + 53 (Z ;PP () — Ao Zaml”””"y(n )
i1
+ Mo P () — O'IRLIqlerld)(Tl));

Q
dy=— (Za I 2P P (1) = g Zaml"z“"y(m) + More P x(T1)

i=1 i=1

Q n n
- ammﬁ%(n)) t g (Z BRI PG(E) Ay Y | Bl ix(E)

j-1 j-1

+ Aol y(12) — 02H1q2+p21//(72)) .

Substituting the values of ¢;, ¢;, di, and d; in (2.4) and (2.5), we obtain the expressions
(2.2) and (2.3). O

3 Main results

Throughout this paper, for convenience, we use the following expressions:

RV A(s, %(5),4(5)) (v) = ﬁ / (v- S)W_lh(s, x(s),y(s)) ds

and

v u— lh : ,
nul"h(s,x(s), y(s)) (v) = ﬁ/ (1 og ) Mds'
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where u € {q2,p2,vj}, w € {qu,p1, pi}, v € {t, T, o, &} and b = {f,g}, i = 1,2,...,m, j =
1,2,...,n.

Let C = C([a, T],R) denote the Banach space of all continuous functions from [a, T
to R. Let us introduce the space X = {x(¢)|x(t) € C([a, T])} endowed with the norm ||x|| =
sup{|x(¢)|, ¢ € [a, T]}. Obviously (X, || - ||) is a Banach space. In addition the product space
(X x X, [|(x,»)]) is a Banach space with norm ||(x, y)|| = |lx]| + ||yl

Definition3.1 A (x,y) € X x X is said to be a solution of the system (1.1) if (x, y) satisfies the
system rp D7 (rp. D' + A1)x(2) = f (£, %(2), y(£)), uD®2 (1 DP2 + X2)y(£) = g(&, %(2), y(¢)), on [a, T,
and the conditions x(a) = 0, o1x(71) = Y1y sl iy(n:), y(a) = 0, 52¥(12) = 2111 Bir LV x(§)).

In view of Lemma 2.4, we define an operator Q: X x X — X x X by

o (2272).
where
Q1 (x,9)(2)
= RuIPf (5,%(5), 9(5)) (£) = MR x(2)
gt Ta) [(121 BT 5,5(5)6)) 6)
- Zn: BirLI? (&) + Aaoanl??y(12) — ool P2 (S,x(S),y(S))(rz)) o)
=
- (i aid P2 Pig (s, x(s), y(5)) () — Ao Xm: aind?2*Piy(n;) + horru ' x(1y)
P =)
- 01RL1q”p1f(S,x(S)J(S))(ﬁ)) 93}
and
Qs (x,)(2)

= 1l P*P2g(s,%(5), 5(5)) () — Aaud?2y(t)

(log £)q2+p2_lr(q2) m .
T QL +pa) {(Z“m” P2*pig (s, x(s), y(s)) (m:)

i=1

) Z o172 Piy(n;) + Morru P x(y) — orr P (s,x(S),y(S))(n)) Q,
i=1

+ (Z BirL I P1If (5,%(5), ¥(5)) (§) — M Z Birt PV x(85)

Jj=1 Jj=1

+ haoanIP?y(1y) — ool ®P2g (s, x(s), y(s)) (7—'2)> Q4i| .
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For the sake of convenience, we set

4 (T_a)‘ﬂ*pl—ll"(ql) s (log %)qzwz—lr(@)
t Fg+p) 2 I'(q2 + p2)
T — a)P! T — g)1+p1
P el P €t i
I'(p1+1) (g +p1+1)
(i —a (1 —a)™*
As= —", 6=
F(ﬁ1+1) F(ql +[J1+1)
(log Z)p2 (log L)z
7_1"(.192+1)' 8_1"(qz+pz+1)’
log 2)p2 log 2)42+p2
Agz(ga) , Am:(ga) ’
I'(p2+1) F(qz +p2+1)
P " o (log L)2+r2+s
AH:Z—“’ 12:Z+’
C(py +p;+1) T'(ga +p2+p;+1)

i=1 i=1

A=Y WGz B

= Fpr+y+1)° = D +p1+y+1)

Page 8 of 24

The first result is concerned with the existence and uniqueness of solutions for the prob-

lem (1.1) and is based on Banach’s fixed point theorem.

Theorem 3.1 Assume thatf,g: [a, T] x R? — R are continuous functions and there exist

constants m;, n;, i = 1,2 such that forall t € [a, T],a >0, and x;,y; € R, i=1,2,

[f (&, x1,51) = f(£:%2,72)| < mlx1 — x| + ma|y1 — o
and
gt %0 01) — g(t,%2,92) | < milay = x| + maly1 =yl

In addition, assume that

B +C; <1,
where

Ay

M = @(|0’1||93|A5 +[Q1|Aw +Ag),
Ay

2= 17 (Il + [2sl412),

[A1]A;

My = W(m”ﬂg |As + |Q1|A13) + [A1]A43,
|Aa|A

M, = IZQI * (o191 149 + 1923141),
Ay

M5 = 22 (192 o + 190141 + 45)
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Ay
Ms (lo11122146 + [Q4]A14),

|9
[A2|Az
M; = 2 (Io211R24Ao + [22]A1) + [A2]A7,
[A1]A
Mg = |IQ|2(|01||92|A5+|94|A13)
and

Bl = (I’}’ll + le)Ml + (}’11 + 1’12)M2 + M3 + M4,

C1 = (Wl1 + }’ﬂz)M6 + (1’11 + }’IQ)M5 +M7 +M3.
Then the boundary value problem (1.1) has a unique solution on [a, T].

Proof Define sup,(, 71/(£,0,0) = N; < 0o and sup,, 71€(£,0,0) = N> < 00 and choose a

positive real number r, such that

M1N1 + M2N2 M6N1 +M5N2
r = max » .
1-B; 1-G

First, we show that OB, C B,, where B, = {(x,y) € X x X : ||(x,)| < r}. For (x,y) € B,, we

have

| Qi) ()]
(£ —a)™ T (q1)

< sup {RLIW’” If (5,%(5), y(9)) | (£) + |21 |RLEZ | (5) | (£) + QG

j=1

x ((Z |BilRLIT P |[f (5,4(5), 5(5)) |(€) + 1Ml Y IBlRLI? 7 |2(s) | ()

j=1

+ Aol loand?? [y(9)| (t2) + oo [nI?2 72 |g (s, %(s), ¥(5)) | (n)) |21

i=1 i=1

+ (Z lots [T P20 | g (5, %(), ¥(5)) | (0:) + | Az Z | |72 ()| ()

+ | Mllot[rud? x(s) | (z1) + |01 [RLIT ! [f(s,x(s),y(s))|(rl)) |Q3|> }

<RI ([f (5,%(8), 9(5)) = £(5,0,0)] + [£(5,0,0)[)(T) + | A |red? |(s)|(T)

(T — g)n*1-1p n e
' |szé|l;(q1 + pl()ql) ((Z Bl ([f (5, %(5), 5(5)) = £ (5,0, 0)]

Jj=1

+[£(5,0,0)[) &) + 1211 D 1B IR 1 x(8) (&) + |22l o2l |y(5)| (z2)

Jj=1

+ |02|H1q2+p2(|g(5;x(5),y(5)) —g(S’ 070)| + |g(3107 O)|)(T2)> |Ql|
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+ (Z loti 17721 (|g (s, x(5), ¥(5)) - g(s, 0,0)| + |g(5,0,0)|) (my)

i=1

m
A2l ) lotglt?>

i=1

¥(8)|(m:) + [A1]|on |ri 2P |%()| (1)

+ |l I (|f (s, 2(5), y(5)) = f(5,0,0)| + | (5,0, 0)|)<r1)> |s23|)

< (mullxll + mallyll + Na)Ru I PHAN(T) + (2|2l re 27 (1)(T)

T — g)0+P1-110 ¢
+ q-a) = <<(m1||x|| + my||yll + Ni) Z |BjlRLIT P (1)(5))

1RQIT (g1 + p1) P

+ Al Z |BjIRLIPEI(1)(§)) + [Aalloal |y lHIP? (1)(T2)
j=1

+ ool (mllx] + 2 llyll + No)ud 22 (1)(r2)> €21

m m
+ ((mllxll +mlyl + Na) Y leulaI P2 P 1)) + Ay Y Lol w1 (1) ()

i=1 i=1

+ [Mllor] xllRu I (1)(1) + lon] (1] + mallyl| + Nl)RLIql+p1(1)(T1)> |93|>

) ((T—a)qﬁwr(ql) <|93||ol|<n —ayn Z Il181 —a)‘ﬂﬂ’“yf)

1T (g1 + p1) Llq+p1+1) ‘T Tatp+y+l)

(T — a)n*

+7
Mg +p1+1)

(T = @)™ P171T (q1)
|22T(q1 + p1)
8 o] [Q1](log 2)272 Q3] |ey| (log L )42 P20

(g2 +p2+1) C(ga+p2+pi+1)

) (mllxll + mallyll + Ni) +

) (mllxll + mallyll + No)

i=1

((T—a)fm-lr(ql) <|x1||szs||ol|(r1 — Ly |x1||s21||ﬂ,-|(s,-—a>m+yf>

|Q|F(q1 +p1) F(p1+1) i1 F(p1+]/]‘+1)

(T = a)P? T — g)+p-11 " A2 ]| (log 2 ypa+pi
(T -a) )||x||+( a) <q1>(z| 2| €]l (log %

Cp+1) |QIT(q1 + p1) " L(p2+pi+1)
22| |o2|(log 2)P2 Il
T(ps+1) )

Ay
= @(|01||93 |As + |Q1]A1) + As | (my %]l + ma |yl + Ny)

A
+ @(|02||91|A10 +|Q3lA1) (mllx]l + mallyll + N»)

[A11A4;
+ 2l (Io11123145 + [11A13) + 141143 | lIx]

[A2lAr
+ W(|02||91|A9 +[Q31An0) Iyl
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= My (my ||x|| + mallyll + Ny) + Mo (m|lxl| + mallyll + No) + Msllx|| + Mally|
= (mMy + mMy + Ms)|lx|| + (maMy + naMy + My)|lyll + MiNy + MaN,
< ((Wll + le)Ml + (l’ll + I’lz)Mz +M3 +M4)V +M1N1 + M2N2

=Bir+ MiN; + MoN, <.
In the same way, we obtain

’Qz(x»)/)(t”

- ((log 227 (g) <|Q4||02|(10g 2)nrr IRl log %)qm”’f)

1T (g2 + p2) L(g2+p2+1) ~ T(g2+p2+pi+])

(log Lyaz+p2
(g2 +p2+1)

8 |Q]lo1|(11 — @) +2”: 1241181 (& — @)1 71+
(g +pr+1) Clq+pi+y+1)

(log L)yz+P271T (¢,)
QI (g2 + p2)

)(mllxll +malyll +Na) +

) (mllx]l + mallyll + N)
=
(log £)©2P271(gy) [ [A2]|Qulloa](log 2172 I [Ry || ]e| (log Z)P2 i
(2T (g2 + p2) [(p2 +1) L(p2+pi+1)

i=1

Dallog T77) g £ T g (1 Il -t
['(p2+1) y 2T (g2 + p2) ) Cpr+y+1)

s [A111€22 |01 (71 — @) x|
F(pl + 1)
2

A
= (ﬁ(leLllelAlo + QA1) +A8) (mllxll + mallyll + N2)

Ay
+ ﬁ(|92||al|A6 +|QalAv) (m llxl| + ma ||yl + Ny)
[A2]A2

|€2]

+ (|)»2|A7 + (194102147 + |92|A11)> Iyl

[A1]lA2
12|

(19221101145 + [QalAss) |1l

= Ms(m||x|l + mallyll + Na) + Me (m||x|| + ma [yl + Ni) + My |yl + Mgl|x||
= (mMs + mMe + Ms)||x| + (naMs + maMe + M7)||yll + MeN1 + MsN,
< ((Wll + mo)Mg + (1 + ny)Ms + M5 +M3)r' + MeNy + M5N,

= Cll" + MgN; + MsN, <r.
Now for (x2,95), (x1,1) € X x X, and for any t € [a, T], we get

| Q1(%2,72) (&) — Q1 (&1, 71)(8) |
<RI P([f (5,%2(9), 72(5)) — £ (5, 21(8), 71.()) [)(T) + [Aa [RLd?* (|2 () — w1(5) | )(T)

(T - @) 'T(q1)
12T (q1 + p1)
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x ((Z LB RLI P ([f (5,262(5), y2(5)) = f (5,%1(5), 71(5)) | ) (&)

j=1

+ A1l Z 1B IRLI? Y (|%2(5) — x1(5)|) (&) + A2l loa > ([y2(s) — y1(5)|) (72)
j=1

+ 02 |uI%72 (|g (s, %2(), y2(5)) — g (s, %1(5), ¥1(9)) |)(T2)) [€21]

+ (Z lots [T 27240 (| g (5,202(5), y2(5)) — g (5,%1(5), 71.(5)) | ) (m:)

i=1

m
Pl D el i

i=1

2(8) = 1(5)|) (1) + [Aallon [RL?t (|2 () — x1(8)] ) (71)

+ o [RuIT P (|f (5, %2(5), () —f(S,xl(S)»yl(S))D(fl)> |93|)

IA

(T - a)"P 7T (q) (= 1QllBE = )PP oy||Qs](1y — @)1
Z J1\5) +
Q@ +p) \Z T@+tpity+1) F(qi+p1+1)

(T — a)t* (m | ” ) (T — a)2*P71T (qy)
+—— N (myllxy — x|l + 2 ly2 - +
T(q+p1+1) v 2= |2T (g1 + p1)
oo |21 |(log )72 Qs |a;|(log 2) 227201
x +
I(g2 +p2+1) = Tl +p2+pi+l)

x (]l — 1]l + 12 ly2 = 1)

. (T —a)t*P1710 (qy) [ [Mallo1]|Q5] (11 — @) . 2": [A111€211181(& — @)?r ™7
|2 (q1 + p1) F'(p+1) Fpi+y+1)

j=1

MI(T - a)” (T - @)D (q1) o |hal|Qs] e (log 22
| lI%2 — x| + Z

F(p1+1) |Q|F(q1 +p1) i F(p2+pl'+1)
|A2]lo2||€21](log 2)P2
T(ps+1) ly2 =l

Ay
(| | (lo111S23146 + |211A14 +A4)) (mullxy — %1l + ]|y = 31l)

2 (lo2]1R211A10 + |93|A12)> (mllxz — %1l + ma2lly2 = y1ll)

(3
(|)»1|A1
<

Is] 01119345 + [Q1]A13) + |)»1|A3> ll2 — 1]

[Aa]A 1
12

+

(loallS211Ag + €23 |A11)) ly2 =l

= My (my]|xg — 1| + mally2 = y1ll) + Mo (m [l — 1| + m2]ly2 = y11)

+ M3|lxg — x1 || + Mallys =yl

= (miMy + mMy + M3)||x — 21|l + (ma My + naMy + Ma)lly2 — a1l
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and consequently we obtain

| ©1(x2,32)(8) = Q131 71)|| < Bu(lle2 — 1l + lly2 =y ll). (3.1)
Similarly,
| Qa2 (2,72)(8) = Qalxr, 3)|| < Ci(ll2 =21l + lyz = ;ll). 3.2)

It follows from (3.1) and (3.2) that
|92, 32)(®) = Qx1, 31)(@®) | < By + C1)(lloe2 — &1l + [ly2 — 1 ll).

Since (B; + (1) < 1, therefore, Q is a contraction operator. So, by Banach’s fixed point
theorem, the operator Q has a unique fixed point, which is the unique solution of the
problem (1.1). This completes the proof. d

In the next result, we prove the existence of solutions for the problem (1.1) by applying
the Leray-Schauder alternative.

Lemma 3.1 (Leray-Schauder alternative [37], p.4) Let G be a normed linear space and
F: G — G be a completely continuous operator (i.e., a map that restricted to any bounded
set in G is compact). Let

E(F) = {x € G:x=«F(x) for some 0 <k < 1}.
Then either the set E(F) is unbounded, or F has at least one fixed point.
For convenience, we set the constants

Ey = (My + Mg)Py + (M + Ms)Ry + M3 + Mg,

E2 = (M1 + M5)P2 + (M2 + M5)R2 + M4 + M7
and
E* =min{l - E;,1-E,}. (3.3)

Theorem 3.2 Assume that the functions f,g : [a, T] x R?> — R are continuous functions
and there exist real constants P;,R; > 0 (i = 1,2) and Py > 0, Ry > 0 such that Vx; € R
(i=1,2) we have

[f (&,%1,%5)| < Po + Pi|x1] + Pa ],

|g(£,x1,5%5)| < Ro + Rulay| + Rolixs .
In addition it is assumed that
Ei <1 and E,<l.

Then there exists at least one solution for the boundary value problem (1.1).
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Proof First we show that the operator Q : X x X — X x X is completely continuous. Note
that Q is continuous, since the functions f and g are continuous.
Let U C X x X be bounded. Then there exist positive constants L; and L, such that

If(6x@),y®))| <L, |g(t:x(0),5(0)| <L, VY(xy) €U,

and a positive real number 7’ such that

, { M1L1 +M2L2 M5L1 +M6L2 }
r = max .

1— (M3 + M) 1— (M7 + Ms)

Then, for any (x,y) € U where B, = {(x,y) € X x X : ||(%,9)|| <’} and using Lemma 2.4,
we have

| Q1) 0]

(T - @)™ P11 (qy)
|22T(q1 + p1)

x ((Z |BilRLIT P £ (5,(5), 7(5)) [(€) + M| Y IBilRuI? 7 |x(s) | ()
j=1

j-1

<RI f (5,%(5), y(9)) | (T) + [ A1 |RLI? (s) |(T) +

+ [ Malloalul?? [ y(s)|(r2) + |oa I 72 |g (s, x(5), ¥(5)) (Tz)) €21

" m
' (Z il 14172 g (5,2(5), ¥(6)) | (1) + [ha] D lev ™"

i=1 i=1

y(s)|(n:)

+ [Mllon R x(s) | (1) + |0 R L7 [f(s,x(S),y(S))I(ﬁ)) |93|>

Ay A
< @(|0'1||QS|A6+|QI|A14)+A4 L + @(|02||91|A10+|93|A12) L,

|A2|Ay
|€2]

1A
+< T (Jou 11923145 + [Q1]A13) + [A1]A3 +

2 (|02||Q1|A9+|Q3|A11)>V/

= M1L1 + M2L2 + (M3 +M4)I”/.

In the same way, we deduce that

| Q2.9
A, A,
=< @(|Uz||§24|A10 + |§22|A12) +Ag )Ly + @(|01||S22|A6 + |Q4|A14) L

[A1]A2
|2

[A2]As
+ ( (10211924140 + [2]A1) + [A2|A7 +

o] (lo11122145 + |Q4|A13))/

= M6L1 + M5L2 + (M7 + Mg)l",.

Thus, it follows from the above inequalities that the operator Q is uniformly bounded.
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Next, we show that Q is equicontinuous. Let 1, t; € [a, T] with #; < £,. Then we have

|Q1(x,y)(t2) - Ql(xry)(t1)|
< RIS (5,(5), 5(9)) (£2) = RUIT P (5, 2(5), 1(5)) ()|

(62 = @y — (5 - @)1 (g)

Ml |[rudP x(Er) — rIP x(8)| +
+ |l [RuIP x(82) — RUIP (1) | Q@+ )

x ((Z |BilRL I [f (5,2(5), 5(5)) | (&) + A1) Y 1By lmut” 7 ]x(s)| (&)

Jj=1 Jj=1

+ 02 |uI%272 g (5,x(5), ¥(5)) | (12) + | A2] |0 [P |J’(S)‘(T2)> €21

+ (Z Lo [T P27 | g (s, %(5), y(5)) | (i) + |22 Z |t |72 ()| ()

i=1 i=1

+ |on R I |f (5,5(5), (5)) | (71) + [A1]] o1 [RLIP Ix(S)I(Tl)) |93|>

151 t
L (/ [(tz - a)q1+p1—1 —(t - ﬂ)qlJrPl—l] ds + / (ty — a)qler]—l dS)
L(q1 +p1) \Ja A

+ |)\1|r’ (/tl [(t2 3 ﬂ)Pl—l _ (tl _ a)pl—l] ds + /tZ(tz B a)‘m_l dS)
F(pl) a 15}
|(t2 — a)D*P — (8 — @)D P17 T (qy)
|2 (q1 + p1)
+ (10211911410 + [Q3]A12) Ly + (124111211A13 + |2l [02]|Q11Ag + [A2]|23]A1

(1911414 + 011192346 ) Ly

+ | A1llon[1R23145) ).
Analogously, we can obtain

|Qz(x,3’)(t2) - Qz(xry)(t1)|
< | P2g(s,%(5), y(5)) (£2) — ud®>*P2 g (s,%(s), 5(5)) ()|

|(log 2)22+P271 — (log 4)22+7271 | (g5)
|2T (g2 + p2)

+ ol [uIPy(82) — ndP2y(t1) | +

" ((Z o 227727 g (5,x(5), 9(6)) | (12) + 22| ) il

i=1 i=1

y(s)|(m:)

+ loa [T (5,2(5), 9(5)) [ (72) + |21 | |0 [ 7" |x(s)|(r1)) ||

¢ (Z |BilRL I [f (5,(5), () | (&) + 2] Y 1By 1mut™ ()| (&)
j=1 j=1

+ |oa|u92 "2 |g (s, %(5), §(5)) | (72) + [A2] |02 |12 Iy(S)I(fz)> |Q4|)

L, 4 t q2+p2-1 H q2+p2—-1
] ((el)  (eel) e
[(q2 +p2) \Ja a a



Sudsutad et al. Advances in Difference Equations (2015) 2015:235 Page 16 of 24

t t q2+p2-1
+/ (log —2) ds)
t a
o |7 t £\ 2221 £\ 1221 t £\ 22tP2-1
+ 22| (/ ((log—2> - (log —1> )ds +/ <10g —2) ds>
F(pz) a a a t a

. |(log 2)22+7271 — (log 1 )22*7271| " (g5)
|22 (q2 + p2)

((lo1[1S221A6 + |Q4lAra) Ly
+ (1Q2]A12 + |02]1Q24]A10) Lo + (|A1]101] Q2145 + [A1]|24]A1s + [A2]]02] Q4] Ao

+ | Aal|22|A1)7).

Therefore, the operator Q(x,y) is equicontinuous, and thus the operator O(x, y) is com-
pletely continuous, by Arzeld-Ascoli theorem.

Finally, it will be verified that the set £ = {(x,7) € X x X|(x,y) = «Q(x,%),0 <k <1} is
bounded. Let (x,y) € &, then (x,y) = « Q(x,y). For any ¢ € [a, T], we have

x(t) =k Qi ))(8),  y(t) =k Qa(x, 9)(2).
Then
jc(2)|
= ’KQl(x»J’)(t)’

< (Po + Pullx]| + Pallyll)red ™ P A)(T) + [l 2 [re P (1)(T)

(T - )qlwrlp( ) n "
* |QTF(ql+p1)ql (((P0+P1||xll+P2||y||)2|ﬁ,|RLI‘11 P4 (1)(£))

j=1

#2012l Y B RV D)E) + (Ro + Rullxll + R [yl ol 27> (1)(z)
j=1

+ ||y||I/\zlldzlﬁl”z(l)(fz)> |€21] + ((Ro + Ryl + Rallyll) D levg I P24 (1) (1)

i=1

m
+yl1a2l D Lol u2 1)) + (Po + Pullxll + Polly1) oy e 17 (1) (1)
i=1

+ ||x|||)»1||01|RL1p1(1)(T1)) |93|)

= (Po + Pyl|x|l + P2 Iyl )My + (Ro + Ryllx]l + R llyll) My + l|xl1 M3 + [|y]| My
and
ly(2)]
= ’KQZ(x,J/)(t)‘

< (Ro + Rullxll + Rollyll)uZ™*P2 (1)(T) + |1yl |22 [ (1)(T)

(log Z)a2+2271T (¢5) " .
¥ Ro + Ry[lx] + Rollyll) 3 lets 1927247 (1) ()
Qr@ ) ((RorR 2l) 2l

i=1
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m
+lylaal > el 7 (1) () + (Po + Pallxll + Pallyll) loa [ I (1)(z1)
i=1

+ ||x|||)»1||01|RLIP1(1)(71)) 12, + ((Po +Pylxll + Palyll) Z | B [RLITPII(1)(§))

j-1

Il D IBIRUP V(D) + (Ro + Rullxll + R llyll) o2l > (1)(x)
j=1

+ ||)’|||)»2||02|H1p2(1)(fz)) |94|>
= (Po + Pr||x[| + Pallyll)Ms + (Ro + Ryllx[| + Rallyll)Ms + |lx[|Ms + ||yl M.
Hence we have
llocll < (Po + Pullxll + Pollyll) My + (Ro + Ryllx[| + Rallyll) My + [|x]| M3 + [[y]| My
and
71l < (Po + Prllxll + Pallyll)Me + (Ro + Rullxll + Ry llyll)Ms + ||x| Ms + [[y]| M7,
which implies

llell + 1yl < (My + Me)Po + (My + M5)Rg
+ ((My + Mg)Py + (My + Ms)Ry + M3 + Ms) |||

+ ((My + Mg)Py + (M + M5)Ry + My + M;) |lyll.

Consequently,

(M1 + Mg)Py + (M + Ms)Ro
E*

|Gy <

for any ¢ € [a, T], where E* is defined by (3.3), which proves that £ is bounded. Thus, by
Lemma 3.1, the operator Q has at least one fixed point. Hence the boundary value problem

(1.1) has at least one solution on [a, T]. The proof is complete. O

3.1 Examples
In this section we present examples to illustrate our results.

Example 3.1 Consider the system of Langevin equations via the Riemann-Liouville and

Hadamard fractional derivatives and fractional integral conditions:

sin?(2
D DY 1 )= S 1)y
5/6( 137 _ 1 __lal cos? () ¢yl
HD” (D™ = )y = Gorgz + ez (pras + DI+ L

(3.4)
MP=0,  V2x(1) = 5ul (3 - 3ul*y(3),

J’(%)ZO, %J’(%)Z %RLFT/Zx(%)'{' %RLIﬁx(%)» i St§2.
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Here q1 = 2/5, g2 =5/6, p1 =3/4, p» =3/7, M1 =1/7, iy = -1/11, n =2, m = 2, a = 1/4,
T=20=+20=1/2,1=1 1 =3/2, m =1/3, 5y =3/2, & = 2/5, & = 5/3, a1 =
1/2, ay = —1/3, B1 = 1/6, By = 1/8, p1 = /3, py = 4/5, 1 = /2, y» = +/5, and f(t,x,9) =
((sin*(27£))/((9 = ©)2)) (ol /(|x] +2) + Dlas] + (|y|/((10 = £))) — (1/2) and g(¢,, ) = (||/((10 +
£)*)) + (cos*(wt))/((11 = £)*)(Iy1/(ly| + 3) + 1)|y| + 1. Since

4 16
|1 — X2 | + ——1y1 — 32|

t,x1, R AVESY =
000 = f(tx222)| < 5 1,521

and

64
o1 — 22| + ——y1 =32l

lg(t, x1,91) — g(t,x2,72)| < o
~ 1,681 5,547

By using the Maple program, we can find that
Q= Q;Qy — Q324 >~ -2.490241444 # 0.

Then the assumptions of Theorem 3.1 are satisfied with m; = 24/1,225, m, =16/1,521, n; =
16/1,681, ny = 64/5,547, My >~ 2.584592457, M, >~ 1.020410144, M3 ~ 0.3762005941,
M, >~ 0.1378778032, Ms =~ 3.202563776, Mg ~ 0.2101813160, M, ~ 0.2770092726,
Mg ~0.026253698333, and

Bl = (m1 + le)Ml + (l’ll + 1’12)M2 + M3 + M4 ~ 06133893264,

C1 = (my + my)Mg + (1 + ny)Ms + M7 + Mg ~ 0.3770246907.
Therefore, we get
B; + C; ~0.9904140171 < 1.

Hence, by Theorem 3.1, the problem (3.4) has a unique solution on [1/4,2].

Example 3.2 Consider the system of Langevin equations via the Riemann-Liouville and
Hadamard fractional derivatives and fractional integral conditions:

rD?P (LD - §)x(t) = 4 lxl];?;,(,)i()%m) 4597;21};;2 ( |y||y+|4 +1),

WD7S DM — 0 = B S (s 1)+ B, @s)
x(5)=0,  ta(m)=v2ul"Py(r) - Jul"*y(%) + 2ul"y(2r),

¥»(3)=0, 2y(3) = 3pul2x(3F) — pud (), F <t<2m.

Here q1 =2/3, 92, =7/8,p1 =8/9,p2 =9/10, Ay = =1/9, Ay =-1/24,n=2,m=3,a=m/2,
T=21,00=1/500=~2/2,11 =7, Ty =3w/2, m =70, )y = /2, 3 = 27, & = 37/2, & =,
oy = V2, oy =-1/2,3=4/51=3,B2=-1,p1 =1/3, po =1/4, p3 =1/5, 1 =1/2, y, = 1/3,
and f(¢,%,) = (v/2/2) + (|x|m% cos? (27 £))/(8(97 —£)%) + (57 2|y|/(4(97 —£)*)(Iy|/(|y| + 4) +1)
and g(t,%,9) = (+/3/2) + (m2|x|/(9(m — £)2)(Jx|/(|x] + 2) + 1) + (572 sin? y(2))/(2(87 — £)?).
We have

2 5
If (t,x1,%2)| < £ + il + Sl
2 578 289
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and

3 4
Ig(t,xl,xz)l =< £ + x| + — %2l
2 729 45

By using the Maple program, we can find that
Q=Q1Q — Q304 ~24.06826232 # 0.

Then the assumptions of Theorem 3.2 are satisfied with Py = V2/2, Py =1/578, P, =
5/289, Ry = /3/2, Ry = 4/729, Ry = 2/45, M, ~ 6.576589776, M, ~ 0.3108591355, M3 ~
0.9554741131, M4 >~ 0.05738592491, Ms =~ 0.8374143237, Mg >~ 0.6069399031, M,
0.1145557760, Mg ~ 0.02300665416, and

12

E1 = (M1 + M6)P1 + (M2 + M5)R1 +M3 +M3 ~0.9972095596 < 1,

E2 = (M1 +M6)P2 + (M2 + M5)R2 + M4 + M7 ~0.3472585973 <1
and
E* =min{l - E},1 - E;} = min{0.0027904404, 0.6527414027} = 0.00279044.04.

Thus all the conditions of Theorem 3.2 hold true and consequently as regards the conclu-
sion of Theorem 3.2, for the problem (3.5) there exists at least one solution on [7/2,27].

4 Uncoupled integral boundary conditions case
In this section we consider the following system:

RLDT (RLDPY + A1)x(t) = f(£,x(8),¥(8)), a<t=<T,
HD® (uDP? + A)y(t) = g(t, x(),y(t)), a<t=<T,
x(@)=0,  owx(n)= 30 airid”x(n;),

y(a) =0, 02y(12) = Z;Ll BinlVy(&)).

(4.1)

Definition 4.1 A (x,y) € X x X is said to be a solution of the system (4.1) if (x,y) satis-
fies the system gD (R.DP! + A1)x(£) = f (£ x(2), y(t)), uD?2(uDP? + 12)y(t) = g(¢, x(t), y(2)),
on [a,T], and the conditions x(a) = 0, o1x(11) = Z:’il airl?ix(n;), y(a) = 0, oxy(12) =

2 e Bl y(E).
Lemma 4.1 (Auxiliary lemma) For h € C([a, T],R), the problem

RLDA(RpDPY + M)x(t) =h(t), O<qupi <Ll<qi+p1 <2,

" ‘ (4.2)
x(a) =0, owx(n) = Y arePix(n),  tela, T,

has a solution if and only if the equation

_ g)1tp1-lp m
#(6) = TP (E) — M P (e) — S L) (

o 1q1+pl+pih(ni)
Uil (q1 + p1) Z A

i=1

m
- M Z airi P Pix(n;) + Aorre P x(T) — 01RL1q1+p1h(T1)) (4.3)
i1
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has a solution, where

W Xm: Oli(’h‘ — a)ql+P1+pi—11-(ql) 01F(q1)(r1 _ a)q1+p1—l 0
' = g +p1+ p2) C(q1 + p1) '

4.1 Existence results for uncoupled case
In view of Lemma 4.1, we define an operator K : X x X — X x X by

Ko 3)(0) = (/@(m)(t)) ,

Ko (x, y)(2)
where

_ (t-a)™ T (q1)

K1(x,y)(#) = R (5,(5), 9(5)) () — AroIP %(2) Ui + 1)

X (Z iR PP (5, %(5), (5)) () = M Z R P Pix(n;)

i=1 i=1

+ horu P x(ty) — oy [P (S,x(S),y(S))(n)>

and

(log £)2*P271T(g,)
Wy I' (g2 + po)

ICo (%, 9)(8) = uI®*P2g(s,%(5), y(5)) (£) — AauP2y(£) —

X (Z Bind ™2 g (s,2(5), () (&) = A2 Y Bl V(&)

j=1 =1
+ Apoauly(to) — UzHIqZ*”Zg(s,x(S)J(S))(Tz)),

where

" Billog YT (gy)  oaD(gy)(log 2)tr2-]

Y, =
2 (g2 + p2 +v)) (g2 + p2)

Z0.
j=1

For the sake of convenience, we set

m m

N(n: — g)PLPi N(n: — g)d1+P10;i
Ay = Z lo;|(n; — @) ) A = Z |et;|(n; — @) )
F(pi+pi+1) I(qi+pr1+pi+1)

i=1 i=1
A Xn: |B;l(log %)pﬁyj 4 X": |18j1(log %)qzwzﬂ/i
17 = —_—a 18 = Rl N
= 1"(192+yj+1) P F(q2+p2+yj+1)
and
A |7]A;
Mo = mﬂ"l |Ag +Ase) + As, Mo = W(ImlAs +A55) + | MAs,
1 1
A IAalA
My = ﬁ("&mlo +A13) +As, My = ﬁ(kfﬂAg +A17) + [Az]A7.
2 2
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(4.5)
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Now we state the existence and uniqueness result for the problem (4.1). We do not pro-
vide the proof of this result because it is similar to that of Theorem 3.1.

Theorem 4.1 Assume thatf,g: [0, T] x R? — R are continuous functions and there exist
constants m;, n;, i = 1,2 such that forall t € [a, T] and x;,y; € R, i=1,2,

[f (& 20, 1) = f(&:%2,¥2) | < 1|y — %3] + 2] y1 = |
and

gt %1, 1) — g(t,22,72)| < 7xlx1 — %2 + 72 ]y1 — ol
Assume, in addition

S1+8, <1,
where

81 = }’7’11M9 + }’7’12M9 +M10,

82 = mMn + naMu + Maa.
Then the boundary value problem (4.1) has a unique solution.

Example 4.1 Consider the system of Langevin equations via the Riemann-Liouville and
Hadamard fractional derivatives and fractional integral conditions:

1/2 4/7 1 _ o« £ siny(t)
RLD (D™ — %)x(t) T 5(t+1)? ( s T D+ 4t+3)2 2,

7/9( /3, 1 _ lalsin®(re) | plsin(3me) Dyl 1
HDP (D™ + 5 y(8) = Ftar + Tapne (prs Dt 5 (4.6)
2(5)=0,  La(d) = Lel"u(d) - Lel"2y(b),

Wig) =0, 3y3) = RurPy() - 3ulH(3), fsesi

Here q1 =1/2, 92 =7/9, p1 =4/7, p» =1/3, A,y = -1/36, Ay =1/25, n =2, m =2, a = 1/10,
T=1/2,01=1/5,00=1/3, 11 =1/4, 19 =1/3, ;1 =1/5, 1, =1/6, & =1/8, & =1/9, a1 = 1/2,
oy = —/2/3, B1 = /316, By = =1/3, p1 = 1/4, py = 1/2, y1 = /215, 5 = 3/5, and f(t,%,y) =
(/5 + 1)2)(|x|/ (x| + 3) + 1) + ((siny(£))/4(t + 3)?) — 2 and g(t,x,y) = (|x| sin®(7w£))/((5 +
£)%) + (|y| sin® (37 £))/(8(2 + £)%)(Iyl/(|y] + 3) + 1) + (1/3). We have

16 1
|f(t,x1»x2) —f(t,y1,y2)| < Ebﬁ — x| + Elyl =2l

and

4 2
t) ) - t: ’ S P - j—— - .
|g(t,%1,%2) — g(£,1,72)| 7%l + =l -l

Then the assumptions of Theorem 3.1 are satisfied with 2; = 16/135, /i, = 1/49, ny = 4/121,
and 71, = 2/75. By using the Maple program, we can find that

o = i o, (q1)(; — @)1 Pt o T(qn)(tq — a) P17
! C(q1 +p1+ pi) I'(q1 + p1)

i=1

~—-0.0482501053 # 0,
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and Mg >~ 2.160475289, Mg >~ 0.1985361506, My; =~ 3.472362774, M;, >~ 0.1522555714
with

81 = miMo + moMg + My >~ 0.4586442394,

52 = ljllMu + 1712M11 + Mu ~ 0.3596407640.
Therefore, we get
81 + 8, >~ 0.8182850034 < 1.

Hence, by Theorem 4.1, the problem (4.6) has a unique solution on [1/10,1/2].

The second result, dealing with the existence of solutions for the problem (4.1), is anal-

ogous to Theorem 3.2 and is given below.

Theorem 4.2 Assume that there exist real constants u;,v; > 0 (i =1,2) and ug >0, v >0
such thatVx; € R (i =1,2) we have

[f(t,xl,xz)| < ug + up x| + Uz x|,

|g(t,x1,%2)| < vo + vilai| + valwal.
In addition it is assumed that
Lh<l and 1,<1,
where
L =uiMo + viMy + My and Iy = uyMg + voMyy + Mys.
Then the boundary value problem (4.1) has at least one solution.
Proof Setting
lo =min{l - [;,1 -1},
the proof is similar to that of Theorem 3.2. So we omit it. g

Example 4.2 Consider the system of Langevin equations via the Riemann-Liouville and

Hadamard fractional derivatives and fractional integral conditions:

4/11 o/ 4+ lalsinte) bl Iyl
RLD (RLD )x(t) x(;l:lt;zf 20(1y+[ 2 (|y|}:_4 + 1))
5/8 7/8 o _1 x| |%| cos® y(t)
nD"* (D )y(t) 3t 4ft) (s + D+ S (4.7)
(=0 FalP) = fudVaCR) - Tl M),

y(¥2) =0, y(f) 2IY0y(Y2) _ Ly Poy(2) Y2 <y < /D
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Hereqy =4/11,q5,=5/8, p1 =9/11, po =7/8, Ay =1/13, Ay =1/15,n=2, m=2,a = V2/10,
T =2, 00 =15, 00 = 1/V7, 11 = V212, T = V213, 11 = V219, 12 = /215, & = /214,
£ =217, 01 =1/5, a5 = =1/7, By = 2/9, By = =116, p1 = /312, pa = 7/11, 1 = 4/9, v, = 1/9,
and (1/2) + (Jx| sin(£))/((1 + £)2) + (|y|/(20(1 + )*)(|y1/(|y] + 4) + 1) and (1/3) + (|%|/((4 +
) (|x|/(Jx] + 5) + 1) + (cos? y(£))/(9(2 + £)). We have

1 00 %
—+ x| + x
2 30+422 1 (10+2)2

If (£, 21, %2)| <

and

20 00
X1| + X2|.
4o+v22 " 9Ro+v2R

1
lg(t,x1,0)| < 3t

By using the Maple program, we can find that

"\ BT (q:)(log 2 )2 +77! _ 02l (g2)(log 2 )72

W, =
; I'(g2 +p2 +v) I'(q2 + p2)

~ —-0.5134156525 # 0.

Then the assumptions of Theorem 3.2 are satisfied with #o = 1/2, 43 =100/(30 + V22, uy =
25/(10 + +/2)%, vo = 1/3, v = 120/(40 + +/2)2, v =100/(9(20 + v/2)?), My ~ 1.733533545,
My >~ 0.1574090650, My; >~ 5.002175405, M;, >~ 0.3666346318, and

5 =My + viMy + My >~ 0.6830503591 < 1,

12 = ngMg + V2M11 +M12 ~0.8204817323 <1
and
lp =max{l-1,1 -} = max{0.1795182677,0.3169496409} = 0.1795182677.

Thus all the conditions of Theorem 4.2 hold true and consequently by the conclusion of
Theorem 4.2, the problem (4.7) has at least one solution on [«/5/10, ﬁ].
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