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Abstract

Multiple-model based speech recognition (MMSR) has been shown to be quite successful in noisy speech
recognition. Since it employs multiple hidden Markov model (HMM) sets that correspond to various noise types
and signal-to-noise ratio (SNR) values, the selected acoustic model can be closely matched with the test noisy
speech, which leads to improved performance when compared with other state-of-the-art speech recognition
systems that employ a single HMM set. However, as the number of HMM sets is usually limited due to practical
considerations as well as effective model selection, acoustic mismatch can still be a problem in MMSR. In this study,
we proposed methods to improve recognition performance by mitigating the mismatch in SNR and noise type for
an MMSR solution. For the SNR mismatch, an optimal SNR mapping between the test noisy speech and the HMM
was determined by experimental investigation. Improved performance was demonstrated by employing the SNR
mapping instead of using the estimated SNR of the test noisy speech directly. We also proposed a novel method
to reduce the effect of noise type mismatch by compensating the test noisy speech in the log-spectrum domain.
We first derive the relation between the log-spectrum vectors in the test and training noisy speech. Since the
relation is a non-linear function of the speech and noise parameters, the statistical information regarding the
testing log-spectrum vectors was obtained by approximation using vector Taylor series (VTS) algorithm. Finally, the
minimum mean square error estimation of the training log-spectrum vectors was used to reduce the mismatch
between the training and test noisy speech. By employing the proposed methods in the MMSR framework, relative
word error rate reduction of 18.7% and 21.3% was achieved on the Aurora 2 task when compared to a
conventional MMSR and multi-condition training (MTR) method, respectively.

Keywords: Speech recognition; Multiple-model frame; Noise robustness; Environmental sniffing
1 Introduction
It is well known that significant performance degrad-
ation occurs when speech recognition is used in noisy
environments. Various research efforts have previously
been directed at noise-robust speech recognition such as
noise-robust feature extraction, speech enhancement,
and feature and model parameter compensation [1-5].
These approaches are used independently or in combin-
ation with each other to improve the performance of
speech recognition under noisy environments.
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Training hidden Markov model (HMM) directly using
noisy speech has been considered an alternative ap-
proach to conventional methods [6-8]. However, such
solutions work most effectively when the statistical
structure of the noise does not vary greatly across train
and test environments. Originally, developed to address
speaking style/stress variations [6], multi-style training
and later multi-condition training (MTR) have been con-
sidered on the Aurora 2 task [9]. In the MTR method,
noisy speech signals under various noise conditions are
used collectively for training the HMM. While remark-
able performance improvements have been obtained
with an MTR method, it has some drawbacks since it
combines a number of noise conditions during training,
which reduces the phonetic sharpness of the acoustic
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models in their probability density functions versus
matched training where the training material is assumed
to have the same noise condition as the noisy test speech.
To overcome this weakness of the MTR method, a

multiple-model based speech recognition (MMSR)
framework was recently proposed, and successful results
using this approach were demonstrated [8]. In this
method, multiple HMM sets corresponding to various
noise types and SNR values are constructed during train-
ing, and a single HMM (reference HMM) set which is
closest to the noisy test speech is selected for recogni-
tion. MMSR has been shown to achieve better perform-
ance compared to MTR for the Aurora 2 task [8].
Before actual speech recognition takes place in the

MMSR framework, it is first necessary to classify the
noise type and estimate the SNR of the test speech in
order to select the reference HMM that most closely
matches the noise condition in the test speech. As errors
in this process will cause misrecognition, performance of
the MMSR can be improved significantly by minimizing
or compensating for such errors. In the previous studies
on MMSR, once the noise type is determined, the refer-
ence HMM that is closest to the estimated SNR of the
test speech is selected [8]. However, according to our
preliminary study [10], we expect that performance can
be improved by selecting a reference HMM that has a
slightly different (higher or lower) SNR value than the
estimated SNR. This conjecture is based on our assump-
tion that in a specific noise type/level, specific phoneme
classes can be influenced by noise more than others (e.g.,
for wideband noise, consonants such as fricatives and
stops will be more severely degraded, while vowels and
diphthongs will have less distortion when considering the
impact of noise on automatic speech recognition (ASR)
performance). Also, speech signal energy is generally bi-
modal, with vowels, diphthongs, liquids, glides having high
energy, and fricatives, stops, and affricates having low en-
ergy. The selection of an HMM with either higher or
lower SNR may be influenced by the specific SNRs of con-
sonants. Another possible reason for this SNR mismatch
phenomenon was also explained in [11]. They say that
training data with low SNR values reduces the speech dis-
crimination of the trained HMM set, and it may be advan-
tageous to employ an HMM set trained on data with
higher SNR value.
According to a previous study [8], noise type classifica-

tion accuracy using a Gaussian mixture model (GMM)
for four known and distinct types of noise is nearly
100%. This suggests that noise type classification, assum-
ing diverse and well-separated noise classes, does not
adversely affect the performance of MMSR. However,
this is no longer true when an unknown type of noise
signal is present in the test speech. Since noise type mis-
match can significantly impact performance, a strategy
to address any noise type difference between training
and test noisy speech should be employed. Since most
conventional methods have focused on compensating the
difference between clean and noise-corrupted speech, they
cannot be directly applied to MMSR. Jacobian adaptation
has been used to adapt the parameters of HMMs in chan-
ging noise conditions with some success [12,13]. However,
since this is based on a simple linear approximation of the
nonlinear cepstral distortion, it does not accurately reflect
the changing noise conditions present in the HMM
parameters.
Vector Taylor series (VTS) based approaches have

been widely used for noise robust speech recognition
[2,14] due to the outstanding performance of these
methods. The basic strategy takes advantage of the rela-
tionship between clean and noise-corrupted speech sig-
nals in an analytical way where the relationship can be
approximated quite accurately by the vector Taylor
series. The resulting probability density function of the
noisy speech signals can be easily estimated without using
much adaptation data. Here, we apply a VTS-based ap-
proach to compensate for the noise type difference in
MMSR. We first derive a novel formula describing the re-
lationship between the test and training noisy speech in
the log-spectrum domain and then VTS is used to ap-
proximate this nonlinear relation. During testing, we com-
pensate the test log-spectrum vector to move it more
closely towards a match with the reference HMM using
minimum mean square error (MMSE) estimation of the
training log-spectrum vector.
In this study, we propose to mitigate the mismatch be-

tween the test noisy speech and the selected reference
HMM in MMSR from two different points of view. The
SNR mismatch is reduced by optimally mapping the es-
timated SNR value of the test speech before selecting
the reference HMM, and the noise type mismatch is
handled by compensating the test noisy speech in the
log-spectrum domain using VTS.
This paper is organized as follows: a review on MMSR

is presented in section 2 and an experimental investiga-
tion on the SNR mismatch in the MMSR is described in
section 3. Compensation of the test noisy speech is de-
scribed in section 4. The experimental procedure and re-
sults are presented and discussed in section 5. Finally,
conclusions are presented in section 6.

2 Multiple-model based speech recognition
framework
2.1 Environmental sniffing
Environmental aware speech processing was proposed in
the study by [15]. This previous study established the
concept of ‘environmental sniffing’ in order to char-
acterize and effectively direct subsequent speech pro-
cessing systems based on environmental noise types and
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levels. The study also showed that one could achieve a
significant reduction in computational requirements ver-
sus traditional multi-recognizer ROVER solutions with
an increase in recognition performance. Our study here
focuses on selecting the best HMM platform from such
an environmental sniffing hierarchy.
2.2 Architecture of multiple-model based speech
recognition framework
In MMSR, multiple reference HMMs corresponding to
the noise environments, both in type and SNR range, are
constructed during training, and the reference HMM
that is most appropriate for the test noisy speech is se-
lected for recognition. To select the reference HMM,
the SNR of the noisy test speech must be first estimated
and the noise type classified. The architecture of the
MMSR is shown in Figure 1.
In Figure 2, an example where a reference HMM is se-

lected based on the SNR value and noise type of the test
speech in the MMSR framework is shown. For this
study, a reference HMM for every 2-dB interval across
four noise types (babble, car, subway, exhibition) during
training was constructed and stored in the environmen-
tal sniffing HMM database. In the example shown in
Figure 2, the noise type from the noisy test speech was
classified as subway and the SNR was estimated at 5.5 dB.
This information was then sent to the environmental
sniffing HMM database, and the reference HMM corre-
sponding to subway/6 dB, which was closest to the noisy
test speech, was selected for recognition. It is generally be-
lieved that choosing the reference HMM with the most
similar SNR value to the test speech will result in the best
ASR performance for conventional MMSR. However, in
this study, we experimentally determined the optimal SNR
value of the reference HMM which results in an improved
recognition accuracy, better than matched, for a given
noisy test speech utterance.
Extraction of
Noise Signal

SNR Estimation/
Noise type Classif

Noisy 
Speech

<Training Phase>

Noisy Speech Training of refer
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type and SNR

Reference 
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Figure 1 Architecture of MMSR framework which is divided into two
2.2.1 SNR estimation and noise type classification
A simple energy-based voice activity detector (VAD)
[16] for SNR estimation in the MMSR was used. The
VAD works in a similar way as an endpoint detector. It
uses energy thresholds from the noisy speech utterance
to find the speech parts of the utterance. In the SNR es-
timation method, the power of the noise σ̂ 2

n was esti-
mated using samples in the non-speech period obtained
by the VAD, and this value was subtracted from the sig-
nal power σ̂ 2

x estimated from the parts of speech activity
to find the speech only power. The expression for the
SNR in the noisy speech is defined as follows:

SNR ¼ 10 log
σ̂ 2
x−σ̂

2
n

σ̂ 2
n

ð1Þ

For environmental sniffing based noise type classifica-
tion, the cepstral feature vector of the noise signal Cn is
modeled by a GMM. The GMM represents the weighted
linear combination of the Gaussian probability density
functions and is expressed as follows:

p Cnð Þ ¼
XM
i¼1

ωipi Cnð Þ

¼
XM
i¼1

ωi
1

2πð ÞD=2 Σij j1=2
exp −

1
2

Cn−μið Þ′ Σið Þ−1 Cn−μið Þ
� �

ð2Þ

In Equation 2, the weight factor ωi satisfies
XM
i¼1

ωi ¼ 1

and μi, Σi each represent the D-dimensional mean vector
and covariance matrix of the Gaussian probability density
function pi(Cn). Other studies have also employed a GMM
to characterize the acoustic noise space using online
GMM modeling [17,18]. Next, for noise signal classifica-
tion, the GMM is trained for each noise type via expect-
ation maximization (EM)-based maximum-likelihood
ication
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Figure 2 An example of the reference HMM selection process in MMSR.
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estimation. Using the Aurora 2 database, one GMM is
trained for each known noise type, and the GMM that
provides the best accumulated likelihood for the first 10
frames of the noisy test speech is chosen as the noise type
model for evaluation testing.

3 Analysis of SNR mismatch in environmental
sniffing based MMSR
In this section, an experimental investigation was
performed to illustrate the effect of SNR mismatch be-
tween noisy test and train speech in MMSR. The per-
formance variation due to SNR mismatch was explored
to determine the optimal SNR mapping between noisy
test and train speech that gives the best recognition
performance.
For the experiments in this section, a new train and

test data was generated using the Aurora 2 database.
Four known noise signal types (subway, babble, car, ex-
hibition noises) were added to the clean training data of
the Aurora 2 database to generate the noisy train data
for each noise type across the SNR range from 0 to 30 dB
in 2-dB intervals (16 SNR levels). The 4 × 16 sets of noisy
training data were used to construct 64 sets of HMMs.
The hidden Markov model toolkit [19] was employed for
training and testing in this experiment. 1,001 clean speech
sentences in Set A were corrupted to generate the noisy
test data by adding the four known types of noise signal
(subway, babble, car, exhibition noises) with a SNR range
from 0 to 30 dB in 2-dB intervals. The test data was gener-
ated independently of the test data used in experiments in
section 5 so that the analytical results in this section could
be applied without loss of generality to the SNR mapping
in the speech recognition experiments described in section
5. The range of noise types and the SNR values of the
training and test speech were assumed to be known a
priori in the MMSR.
To illustrate the impact of SNR mismatch between

train and test for the environmental sniffing MMSR
framework, Figure 3 shows the word error rate (WER)
surface across the four noise types. In the analysis, the
minimum WER did not necessarily occur when the SNR
of the noisy test speech matched the training speech (i.e.,
if a match HMM were selected, the red minimum plots
would all lie along the green diagonal of the input test
speech SNR versus selected HMM SNR model). This
means that the lowest WER cannot be guaranteed even if
the SNR was matched. This may not be a serious issue for
the recognition performance at high SNRs, since the WER
surface is relatively flat in these regions. However, we can
see that the WER surface has steep changes in slope at
low SNR regions, which signifies the importance of finding
an effective SNR mapping between training and test
speech for optimal recognition performance.
Figure 4 shows the WER curve as the SNR of the se-

lected reference HMM is changed when the SNR of test
speech is fixed at 0, 2 and 4 dB (babble noise), respect-
ively. For example, when the SNR of the test speech is
0 dB, the WER is 43.65% when the reference HMM
trained at 0 dB was selected, while the WER decreased to
32.07% for the 6-dB reference HMM. This example is in
contrast to the conventional idea that the best noisy
speech recognition performance will be achieved when
the SNRs of the test and train speech are matched. This
performance difference is so large that an alternative selec-
tion process is needed for the reference HMM given the
SNR of the test speech. In addition to that illustrated for
babble noise, a similar result was also observed for the
other three types of noise in Set A as well.
Based on the WER surface shown in Figure 3, it is

clearly possible to determine the best reference HMM
given the estimated SNR of the test speech. The results
of this analysis are summarized in Table 1. As expected,
some difference in SNR between the noisy test speech
and the best reference HMM were observed. For the test
speech with low SNRs, an advantage to selecting a refer-
ence HMM with a higher SNR value than the actual esti-
mated value was demonstrated. In Table 1, the estimated
SNR values of the test speech is adjusted to compensate



Figure 3 WER surface. Showing result of SNR mismatch between noisy test and train speech for four noise types in the Aurora 2 database (The
red line connects the minimum WER points).

Chung and Hansen EURASIP Journal on Audio, Speech, and Music Processing 2013, 2013:12 Page 5 of 14
http://asmp.eurasipjournals.com/content/2013/1/12
for the estimation errors, which makes the SNR mapping
in Table 1 robust against the SNR estimation errors.

4 Feature compensation for environmental
sniffing based MMSR
Although SNR mismatch in MMSR can be reduced
through optimal mapping of the estimated SNR as de-
scribed in section 3, there remains the problem of noise
type mismatch, which occurs when an unknown (unseen
during training) type of noise signal is present in the test
speech. For this reason, the recognition accuracy of
MMSR was worse than the MTR method for Set B (see
section 5.1 for a detailed description on Set B) where
unknown types of noise are encountered. To overcome
this problem, we developed a novel feature compensa-
tion method based on VTS. First, the relation between
the log-spectrum vectors in the noisy train and test
speech was derived. Since this relation is a nonlinear
function of the speech and noise parameters, the
statistical information regarding the test log-spectrum
vectors is obtained by approximation using the VTS al-
gorithm. Finally, MMSE estimation for the training log-
spectrum vectors is performed to reduce the mismatch
between the noisy train and test speech.

4.1 Relationship between noisy speech signals
For feature compensation, a relationship between the
log-spectrum vectors in the noisy training and test
speech was derived. We employed the usual assumption
of the relationship between the clean speech vector x
and the noisy speech vector y in the log-spectrum do-
main as follows:

y ¼ xþ log iþ exp n−xð Þð Þ ð3Þ

If g(x, n) = log(i + exp(n− x)), then we have y= x + g(x, n),
where n is the additive noise in the corruption process
and i is a unity vector. Based on Equation 3, the noisy



Table 1 SNR of reference HMM showing lowest WER as
the SNR of test speech was varied

SNR of
test speech

SNR of reference HMM showing the lowest word error
rate

Babble Subway Car Exhibition

0 6 4 2 2

2 6 6 4 4

4 8 6 6 6

6 10 8 8 8

8 10 8 8 10

10 12 12 12 10

12 16 10 14 12

14 18 14 14 16

16 18 16 20 18

18 18 18 18 18

20 20 22 20 20

22 26 22 26 26

24 28 22 28 28

26 28 22 30 28

28 28 22 30 30

30 30 24 30 30

Figure 4 The variation of the WER (%) as the SNR of the reference HMM changes. SNR of the reference HMM changes when the SNR of
the test speech is fixed at 0, 2, 4 dB, respectively.
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log-spectrum vector yTr in the training speech and yTe
in the test speech can be described as follows:

yTr ¼ xþ log iþ exp nTr−xð Þð Þ ¼ xþ g x;nTrð Þ ð4Þ

yTe ¼ xþ log iþ exp nTe−xð Þð Þ ¼ xþ g x;nTeð Þ; ð5Þ

where nTr and nTe are the additive noises in the training
and test speech, respectively.
Combining Equations 4 and 5, we can express yTe in

terms of yTr as follows:

yTe ¼ yTr þ g x;nTeð Þ−g x;nTrð Þ: ð6Þ

Assume that nTr is determined beforehand during
training and nTe is expressed as a variable n, which
should be estimated using the noisy test speech, then, g
(x, nTe) − g(x, nTr) can be described as follows:

g x;nTeð Þ−g x;nTrð Þ ¼ log iþ exp nTe−xð Þð Þ
−log iþ exp nTr−xð Þð Þ

g x;nð Þ−g x;nTrð Þ½ �i ¼ log
iþ exp n−xð Þ½ �i
iþ exp nTr−xð Þ½ �i

� �

¼ log
exp xð Þ þ exp nð Þ½ �i
exp xð Þ þ exp nTrð Þ½ �i

� �
:

ð7Þ

Here, [·]i represents the ith element of a vector.
From Equation 4, the following equation can be
derived:

yTr ¼ log exp xð Þ þ exp nTrð Þð Þ ð8Þ
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Taking the exponential of both sides in Equation 8, the
equation can be rewritten as follows:

exp yTrð Þ ¼ exp xð Þ þ exp nTrð Þ
exp xð Þ ¼ exp yTrð Þ− exp nTrð Þ ð9Þ

Substituting Equation 9 into Equation 7 produces

g x;nð Þ−g x;nTrð Þ½ �i ¼ log
exp yTrð Þ− exp nTrð Þ þ exp nð Þ½ �i

exp yTrð Þ½ �i

� �
¼ log iþ exp n−yTrð Þ− exp nTr−yTrð Þð Þ½ �i
≡ G yTr ;n;nTrð Þ½ �i

ð10Þ
If Equation 10 is substituted back into Equation 6, the

relation between the log-spectrum vectors in the noisy
training and test speech can be obtained as follows:

yTe ¼ yTr þ G yTr;n;nTrð Þ
¼ yTr þ log iþ exp n−yTrð Þ− exp nTr−yTrð Þð Þ

ð11Þ
Equation 11 can be used to find statistical information

on yTe given the statistics of the training log-spectrum
vector yTr.

4.2 Compensation of the feature vector
Next, a compensation of the feature vector was
performed employing MMSE estimation of the log-
spectrum vector. The compensation will estimate the
noisy log-spectrum in the training speech given the log-
spectrum from the test speech using a statistical relation.
By using the estimated log-spectrum vector instead of
the original log-spectrum vector from the test speech,
the mismatch between the test speech and reference
HMM in the environmental sniffing based MMSR
(ESniff MMSR) can be reduced, which will improve the
recognition performance without changing the parame-
ters of the reference HMM.

4.2.1 Estimating the mean and covariance of log-spectrum
vector
A statistical relationship between the log-spectrum vec-
tors from the training and test noisy speech was first de-
rived. Equation 11 was expanded by using the first-order
VTS around an initial value n0 of n, and the mean of the
training log-spectrum vector μTr = E{yTr} to obtain the
following equation:

yTe ¼ yTr þ G μyTr
;n0;nTr

� �
þ∇yTrG μyTr

;n0;nTr

� �
yTr−μyTr

� �
þ

∇nG μyTr
;n0;nTr

� �
n−n0ð Þ ;

ð12Þ
where the gradient matrices are assumed to be diagonal
and obtained as follows:

∇yTrG μyTr
;n0;nTr

� �h i
ii
¼ exp nTrð Þ− exp n0ð Þ½ �i

exp μyTr

� �
þ exp n0ð Þ− exp nTrð Þ

h i
i

;

∇nG μyTr
;n0;nTr

� �h i
ii
¼ exp n0ð Þ½ �i

exp μyTr

� �
þ exp n0ð Þ− exp nTrð Þ

h i
i

ð13Þ

Here, [·]ii represents the ith diagonal element of a
matrix. Using Equation 12, the mean μyTe

and covari-

ance ΣyTe of yTe can be expressed from the mean vector
and covariance matrix of the noisy training speech yTr
as follows:

μyTe
¼μyTr

þG μyTr
;n0;nTr

� �
þ∇nG μyTr

;n0;nTr

� �
n−n0ð Þ

ΣyTe¼ Iþ∇yTrG μyTr
;n0;nTr

� �� �
ΣyTr Iþ∇yTrG μyTr

;n0;nTr

� �� �T ;

ð14Þ

where I is an identity matrix. Next, the noise vector
was characterized.

4.2.2. Maximum likelihood estimation of noise vector
The log-spectrum vector yTr of the noisy training speech
was assumed to be distributed as a mixture of Gaussian
distributions with mean vectors and covariance matrices
obtained through a vector quantization process using
the noisy training data. The mixture Gaussian distribu-
tion was separately estimated for each noisy type and
SNR value using the same noisy training data to produce
the reference HMM sets. Assuming also that the log-
spectrum vector yTe of the noisy test speech is a mixture
of distributed Gaussians, the distribution of yTe as a
function of unknown noise vector n can be defined
using Equation 14:

pðyTe nj Þ ¼
XM
m¼1

pm N μyTe;m
; ΣyTe;m

� �
; ð15Þ

where N μyTe;m
; ΣyTe;m

� �
is the mth Gaussian component

with a mean vector μyTe;m
and a covariance matrix ΣyTe;m.

Also, pm is the mixture weight of the mth Gaussian com-
ponent. Note that the mean vector μyTe;m

and covariance

matrix ΣyTe;m are, themselves, fully parameterized by the
noise vector n. In this study, the noise vector n was
treated just as a parameter and not a random variable,
and only the noisy speech vectors were treated as ran-
dom variables.
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Table 2 Comparison of WERs (%) of ESniff MMSR with
other approaches when using FE feature vectors

Approach WER (%)

Set A Set B Set C Average

CLEAN 38.66 44.25 33.86 39.94

VTS 28.23 29.31 24.95 28.00

PMC 20.70 18.82 21.98 20.20

MTR 12.23 13.75 16.42 13.68

ESniff MMSR 8.92 16.64 15.09 13.24
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Given a sequence of test log-spectrum vectors of
length T, written as YTe = {yTe,1, yTe,2,⋯,yTe,T}, the
resulting log-likelihood function is defined as follows:

LðYTe nj Þ ¼
XT
t¼1

log pðyTe;t nj Þ: ð16Þ

Here, an iterative EM algorithm was employed to re-
estimate the noise vector n by maximizing the log-
likelihood function for the noisy test speech.
In the EM algorithm, the auxiliary function Q φ; �φÞð

used is defined as follows:

Q φ;�φð Þ ¼ EfL YTe �φÞj jYTe;φð g

¼
XT
t¼1

XM
m¼1

pðmjyTe;t ;nÞ log pðyTe;t ;m �nÞ :j

The symbol φ actually represents the noise vector n
which is assumed to be already known and �φ is the un-
known noise vector �n which should be estimated. It is
worth noting that Q φ; �φÞð can be expanded as follows:

Qðφ; �φÞ¼
XT
t¼1

XM
m¼1

pðmjyTe;t;nÞ
�
log pm þ D

2
log2π−

D
2
log ΣyTe;m

		 		þ
−
1
2
ðyTe;t−ðμyTr ;m

þGðμyTr ;m
;n0;nTrÞ

þ∇nG μyTr ;m
;n0;nTr

� �
�n−n0ð ÞÞÞTΣ−1

yTe;m

⋅ðyTe;t−ðμyTr ;m
þ GðμyTr ;m

;n0;nTrÞ

þ∇nG μyTr ;m
;n0;nTr

� �
�n−n0ð ÞÞÞ

#

ð17Þ

Next, to re-estimate n in Equation 17, the derivative of
the auxiliary function with respect to �n must be taken
and set to equal 0.

∇�n Qðφ; �φÞ ¼
XT
t¼1

XM
m¼1

pðmjyTe;t ;nÞ"
∇nG μyTr ;m

;n0;nTr

� �T
Σ−1
yTe;m

⋅ðyTe;t−ðμyTr ;m
þ GðμyTr ;m

;n; 0nTrÞ

þ∇nG μyTr ;m
;n0;nTr

� �
�n−n0ð ÞÞÞ

#
¼ 0

ð18Þ
�n ¼
"XT

t¼1

XM
m¼1

pðmjyTe;t ;nÞ ∇nG μyTr ;m
;n0;nTr

� �T

ΣyTe;m∇nG μyTr ;m
;n0;nTr

� �#−1
⋅

"XT
t¼1

XM
m¼1

pðmjyTe;t ;nÞ∇nG μyTr ;m
;n0;nTr

� �T
Σ−1
yTe;m

⋅ðyTe;t−ðμyTr ;m
þ GðμyTr ;m

;n;nTrÞ
−∇nG μyTr ;m

;n0;nTr

� �
n0ÞÞ�:

ð19Þ

The noise vector derived from Equation 19 was then
substituted into Equation 14 to adapt μyTe;m

and ΣyTe;m in

Equation 15. The likelihood function from Equation 16
and the auxiliary function from Equation 17 were con-
sequently updated. This process was iterated until a
defined convergence criterion was met in the log-
likelihood function from Equation 16 of the noisy test
speech. After convergence, an MMSE estimation of the



Table 3 WER (%) of MTR method for Aurora 2 task using the FE feature vectors

SNR (dB) Set A Set B Set C

Noise type Noise type Noise type

Sub. Bab. Car Exh. Ave. Res. Str. Air. Sta. Ave. Sub. Str. Ave.

20 2.36 2.30 1.91 2.68 2.31 3.22 2.36 2.68 2.96 2.80 2.79 3.57 3.18

15 3.50 2.78 2.36 3.42 3.01 4.70 3.75 3.88 4.54 4.22 3.72 4.59 4.15

10 5.65 4.69 4.41 5.92 5.17 8.01 5.74 6.59 7.22 6.89 6.82 7.62 7.22

5 11.67 12.42 12.38 12.50 12.24 16.55 14.36 13.72 16.72 15.34 17.87 17.90 17.88

0 33.13 37.82 46.73 35.91 38.40 40.71 38.69 34.77 43.91 39.52 53.21 46.07 49.64

Ave. 11.26 12.00 13.56 12.09 12.23 14.64 12.98 12.33 15.07 13.75 16.88 15.95 16.42

Sub., Subway; Bab., babble; Exh., exhibition; Res., restaurant; Str., street; Air., airport; Sta., train station.
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original noisy training speech yTr was performed using
the statistical information from yTe. Using this MMSE
process, the spectral mismatch between the noisy test
speech and the selected reference HMM in the MMSR
is expected to be reduced significantly.
4.2.3 MMSE estimation of the log-spectrum
The MMSE estimate of yTr given yTe can be expressed
as follows:

ŷTr;MMSE ¼ E yTrjyTeð Þ ¼ ∫yTrp yTr yTeÞdyTr :jð ð20Þ

From Equation 11,

yTr ¼ yTe− log iþ exp n−yTrð Þ− exp nTr−yTrð Þð Þ
¼ yTe−G yTr;n;nTrð Þ: :

ð21Þ

The following relationship was determined by substi-
tuting Equation 21 into Equation 20 and approximating
G(yTr, n, nTr) based on a Taylor series approximation of
order zero around the mean value μyTr ;m
Table 4 WER (%) of conventional ESniff MMSR method for Au

SNR (dB) Set A

Noise type

Sub. Bab. Car Exh. Ave. Res.

20 1.69 1.81 1.58 2.04 1.78 1.93

15 2.43 2.27 1.91 2.72 2.33 4.70

10 4.08 4.44 3.52 4.94 4.24 9.52

5 7.58 12.76 7.99 9.60 9.48 24.69

0 22.63 41.48 20.19 22.74 26.76 54.90

Ave. 7.68 12.55 7.04 8.41 8.92 19.15
ŷTr;MMSE ¼ yTe−∫yTrG yTr;n;nTrð ÞpðyTrjyTeÞdyTr
¼ yTe−∫yTr

XM
m¼1

G yTr;n;nTrð ÞpðyTr;mjyTeÞdyTr

¼ yTe−
XM
m¼1

pðmjyTeÞ∫yTrG yTr ;n;nTrð ÞpðyTrjm; yTeÞdyTr

≈yTe−
XM
m¼1

p m yTeÞG μTr;m;n;nTr

� �
ð22Þ

			�

The discrete cosine transform of the log-spectrum vec-
tor ŷTr,MMSE in Equation 22 was performed to find a 13th

order cepstrum vector. The c0 component in the
cepstrum vector was replaced with the log-energy. The
delta and acceleration (delta-delta) coefficients of the
cepstrum vector were also calculated to produce a 39-
dimensional enhanced feature vector, which was finally
used for speech recognition evaluation.

5 Experiments and discussions
5.1 Baseline system and speech corpora employed
In this study, we employ the Aurora 2 database for
experiments. There are two sets of training data, each
corresponding to clean training (CLEAN) and multi-
condition training (MTR). Each consists of 8,440
sentences. The MTR set consists of both clean and noisy
rora 2 task using FE feature vectors

Set B Set C

Noise type Noise type

Str. Air. Sta. Ave. Sub. Str. Ave.

2.54 2.42 2.56 2.36 2.09 2.75 2.42

3.87 4.03 4.66 4.31 3.59 4.75 4.17

8.13 7.46 8.98 8.52 5.93 9.79 7.86

20.62 17.89 18.98 20.54 13.48 24.26 18.97

49.82 42.35 42.83 47.47 30.06 54.02 42.04

17.00 14.83 15.60 16.64 11.03 19.15 15.09



Table 5 WER (%) of ESniff SNR-MMSR method for Aurora 2 task using FE feature vectors

SNR (dB) Set A Set B Set C

Noise type Noise type Noise type

Sub. Bab. Car Exh. Ave. Res. Str. Air. Sta. Ave. Sub. Str. Ave.

20 1.54 1.78 1.58 2.01 1.73 1.96 2.36 2.48 2.53 2.33 2.03 2.48 2.25

15 2.52 2.33 1.91 2.96 2.43 4.39 3.99 4.38 4.69 4.36 3.56 4.69 4.12

10 3.65 4.63 3.64 5.00 4.23 9.03 8.62 7.46 8.79 8.47 5.80 9.61 7.70

5 7.28 10.22 7.72 8.89 8.53 22.44 19.62 16.25 18.76 19.27 12.77 22.04 17.40

0 18.82 33.71 20.01 21.63 23.54 49.46 44.38 38.59 42.70 43.78 33.37 49.12 41.24

Ave. 6.76 10.53 6.97 8.10 8.09 17.46 15.79 13.83 15.49 15.64 11.51 17.59 14.55

Table 6 WERs (%) of ESniff MMSE

Framework WER (%)

Set A Set B Set C Average

MTR 12.23 13.75 16.42 13.68

ESniff MMSR (Conventional) 8.92 16.64 15.09 13.24

ESniff SNR-MMSR (SNR Mapping) 8.09 15.64 14.55 12.40

ESniff MMSE (M = 128) 9.41 15.58 13.11 12.61

ESniff MMSE (M = 32) 8.95 14.99 12.12 12.00

ESniff MMSE (M = 16) 8.81 14.48 13.24 11.96

ESniff MMSE (M = 8) 8.41 13.60 12.30 11.26

ESniff MMSE (M = 4) 8.09 13.11 11.44 10.76

ESniff MMSE (M = 2) 8.25 13.34 12.47 11.13

The number of Gaussian distributions varies with MMSE performed along with
a comparison to MTR, conventional ESniff MMSR and ESniff SNR-MMSR when
using the FE feature vectors.
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speech signal that is artificially contaminated by various
kinds (subway, car, exhibition, babble) of noise with SNR
ranges from 0 to 20 dB in 5-dB intervals.
Recognition experiments were conducted on 3 test

sets (Set A, Set B, Set C) that are corrupted by a range
of noise types with a SNR range of 0, 5, 10, 15, 20 dB.
For each noise type and SNR value, there are 1,001
sentences for recognition. Set A and Set B are corrupted
by an additive noise distortion alone, and Set C is
corrupted by a combination of convolution noise and
additive noise.
Two widely known speech features were used for the

experiments. The first, entitled FE, consists of 12th order
Mel-frequency cepstral coefficients, with the 0th cepstral
component set aside, which were appended with the log
energy to form a 13th order basic feature vector along
with their delta and acceleration coefficients to construct
a 39-dimensional feature vector for each frame [20]. The
second feature set is a noise robust version of the FE,
which is generally called advanced front-end (AFE) in
the literature and is known to significantly reduce
word error rates in noisy conditions [21]. Thirty-nine-
dimensional feature vectors in the AFE that were
consistent with the feature size used for the FE were
constructed.
The HMM for each digit consists of 16 states with 3

Gaussian mixtures in each state. Silence is also modeled
by a three-state HMM with six Gaussian mixtures in
each state. Four known types of noise signal were
added to the CLEAN training data to generate noisy
speech for training the reference HMMs in the ESniff
MMSR solution. To construct a sufficient number of
reference HMMs, a noisy speech signal was generated
for every 2-dB interval between 0 and 30 dB resulting
in a collection of 16 reference HMM sets constructed
for each noise type. The total number of reference
HMM sets used in the experiment was 4 × 16 = 64,
with a single HMM set selected for recognition depend-
ing on the noise type and SNR value of the noisy test
speech.
5.2 Experimental results
5.2.1. Comparison with conventional methods
In Table 2, the WER of ESniff MMSR was compared
with other approaches for noisy speech recognition
using FE for feature vectors. From the table, it can be
seen that ESniff MMSR significantly outperforms parallel
model combination (PMC) [2] as well as the CLEAN
training and VTS [3] method, but is only slightly better
than the previous MTR method. Compared with ESniff
MMSR, the MTR method shows strong noise robustness
for Set B which consists of noisy speech corrupted with
unknown types of noise signals (restaurant, street, air-
port, station). Even though the ESniff MMSR performs
much better than the MTR method for Set A and Set C,
the difference in the average WER between the ESniff
MMSR and MTR is not significantly large (13.24% ver-
sus 13.68%) due to the results from Set B. The sharp
probability density function of the acoustic model in
ESniff MMSR seems to have adversely affected the
speech recognition performance for Set B.
Figure 5 shows the WER of ESniff MMSR when the

reference HMM was selected using the SNR mappings



Table 7 WER (%) of ESniff MMSE (M = 4) method for Aurora 2 task using FE feature vectors

SNR
(dB)

Set A Set B Set C

Noise type Noise type Noise type

Sub. Bab. Car Exh. Ave. Res. Str. Air. Sta. Ave. Sub. Str. Ave.

20 1.54 1.65 1.61 1.98 1.69 1.61 2.38 1.67 2.11 1.94 2.16 2.64 2.40

15 2.65 2.51 1.94 2.88 2.49 3.73 3.43 2.73 3.97 3.46 3.12 4.68 3.90

10 3.59 4.40 3.77 5.51 4.32 7.92 6.51 5.81 7.20 6.86 5.65 7.61 6.63

5 7.03 11.11 7.46 8.57 8.54 19.89 13.98 13.14 16.32 15.83 11.17 15.62 13.39

0 18.95 34.57 19.46 20.58 23.39 47.02 33.33 31.50 37.86 37.43 26.51 35.26 30.88

Ave. 6.75 10.85 6.85 7.90 8.09 16.03 11.93 10.97 13.49 13.11 9.72 13.16 11.44
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obtained from Table 1. For comparison, we also include
the WER performance of conventional ESniff MMSR
and the MTR methods. The results in this figure con-
firm the findings reported in Table 2 that the conven-
tional ESniff MMSR performs better than the MTR
method reducing the relative WER by 3.2%. The SNR
mapping based ESniff MMSR method (ESniff SNR-
MMSR) further improves the performance of the con-
ventional ESniff MMSR. The ESniff SNR-MMSR method
produces an average WER of 12.40% (95% confidence
interval of the WER is ±0.095%), thereby reducing the
average relative WER by 6.3% and 9.4% compared with
conventional ESniff MMSR and MTR methods, respect-
ively. As shown in Figure 5, the ESniff SNR-MMSR per-
forms better than the conventional ESniff MMSR for all
three test sets (Set A, Set B, Set C), which demonstrates
that the experimentally motivated SNR mappings in
Table 1 are quite effective irrespective of the noise type
in the test speech. Although SNR mapping has been
established using the known types of noise signal during
training, it was also found to be effective for the un-
known types of additive noise signal in Set B and the
convolution noise in Set C. More detailed results on the
MTR, ESniff MMSR and ESniff SNR-MMSR can be
0
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Figure 6 WERs (%) of ESniff SNR-MMSR and ESniff MMSE. In
comparison with conventional ESniff MMSR and MTR methods when
using FE feature vectors.
found in Tables 3, 4 and 5, for the individual noise types
from the Aurora 2 task.
To effectively address the problem of noise type mis-

match, the MMSE estimation of the log-spectrum vec-
tors given the noisy test speech was performed as
described in section 4. The experimental results of this
analysis demonstrate that the recognition performance
of the proposed environmental sniffing based MMSE
(ESniff MMSE) method depends on the number of
Gaussian distributions in Equation 15. Table 6 shows the
WER of the ESniff MMSE method as the number of
Gaussian distributions is varied from 2 to 128. The SNR
mapping was also applied to the ESniff MMSE. Table 6
shows that the average WER consistently drops as the
number of Gaussian distributions is decreased from 128
to 4. The worst performance was observed when M =
128 and the best was obtained when M = 4. This means
that a small number of Gaussian mixtures is more than
adequate to model the noisy log-spectrum vectors. A
small number of Gaussian mixtures may be more appro-
priate for the noisy speech signal which is spectrally flat-
tened due to the high amplitude noise signal at low
SNRs thereby eliminating the adverse effect of a poor fit
to the test data at low SNRs. More detailed results
Table 8 WERs (%) of ESniff MMSE

Framework WER (%)

Set A Set B Set C Average

MTR 7.70 8.23 9.26 8.22

ESniff MMSR (Conventional) 7.59 10.66 8.57 9.01

ESniff SNR-MMSR (SNR Mapping) 6.78 9.56 8.17 8.17

ESniff MMSE (M = 128) 6.71 8.98 7.92 7.86

ESniff MMSE (M = 32) 6.69 9.01 8.00 7.88

ESniff MMSE (M = 16) 6.68 9.02 8.02 7.88

ESniff MMSE (M = 8) 6.61 8.97 8.01 7.86

ESniff MMSE (M = 4) 6.63 9.02 8.03 7.86

ESniff MMSE (M = 2) 8.01 10.58 9.56 9.34

The number of Gaussian distributions varies with MMSE performed along with
a comparison to MTR, conventional ESniff MMSR and ESniff SNR-MMSR when
using the AFE feature vectors.



Table 9 WER (%) of MTR method for Aurora 2 task using AFE feature vectors

SNR (dB) Set A Set B Set C

Noise type Noise type Noise type

Sub. Bab. Car Exh. Ave. Res. Str. Air. Sta. Ave. Sub. Str. Ave.

20 1.26 1.45 1.16 1.48 1.34 1.57 1.75 1.13 1.05 1.37 1.54 1.72 1.63

15 2.33 2.27 1.49 2.04 2.03 2.24 2.33 2.03 1.88 2.12 2.18 2.39 2.28

10 4.73 3.96 2.56 4.04 3.82 4.51 3.84 3.67 3.42 3.86 3.87 4.38 4.12

5 8.41 9.67 6.23 8.76 8.27 11.42 9.61 7.46 9.04 9.38 9.46 10.46 9.96

0 22.44 29.90 19.21 22.71 23.06 29.72 23.40 21.32 23.14 24.39 27.72 28.84 28.28

Ave. 9.83 9.45 5.73 9.81 7.70 9.89 8.19 7.12 7.71 8.23 8.95 9.56 9.26
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employing the ESniff MMSE solution is shown in
Table 7. For the results in Table 7 and Figure 6, we se-
lected M = 4 which gave the best performance on the
Set A test.
Compared with the ESniff SNR-MMSR, ESniff MMSE

always outperforms based on average WER, except when
the MMSE Gaussian set is M = 128. The ESniff MMSE
method generally shows significant performance im-
provements for both Set B and Set C, but the recogni-
tion accuracy is lower for Set A except when M = 4.
This is expected since the ESniff MMSE was proposed
to mitigate the effect of noise difference between noisy
test and training speech. When the number of Gaussian
distributions for ESniff MMSE is not appropriate, this
approach adversely affects recognition performance for
Set A which consists of noisy speech signals with known
types of noise that do not require additional compensa-
tion for the noise type difference.
Figure 6 shows WER for the proposed methods (ESniff

MMSE and ESniff SNR-MMSR) and compares this with
MTR and conventional ESniff MMSR. The performance
of MTR has been considered a benchmark in noisy
speech recognition for the Aurora 2 task. As shown in
the figure, the performance improvement for conven-
tional ESniff MMSR is not significant compared with the
MTR method. The ESniff SNR-MMSR method does im-
prove the performance of the conventional ESniff
MMSR by a significant margin, but it has limited
Table 10 WER (%) of conventional ESniff MMSR method for A

SNR (dB) Set A

Noise type

Sub. Bab. Car Exh. Ave. Res.

20 1.29 1.45 1.07 1.36 1.29 1.50

15 2.06 2.09 1.22 1.79 1.79 2.49

10 4.11 4.47 2.36 3.67 3.65 5.04

5 7.61 11.61 5.10 7.99 8.08 15.11

0 20.85 37.24 14.17 20.27 23.13 38.56

Ave. 7.18 11.37 4.78 7.02 7.59 12.54
performance benefit versus the MTR method for Set B
due to the noise type mismatch between training and
test speech. The decrease in performance due to the
noise type mismatch could be significantly reduced by
employing the ESniff MMSE method. By choosing the
number of Gaussian distributions to be less than 8, bet-
ter recognition performance is achieved versus MTR for
Set B. When the number of Gaussian distributions is 4,
the best average WER of 10.76% is obtained which cor-
responds to a reduction in relative WER of the MTR
method by +21.3%. This performance improvement is
significant compared with conventional ESniff MMSR
where the relative WER is reduced by only +3.2% com-
pared to the MTR method. Thus, in this study, speech
recognition accuracy far better than conventional ESniff
MMSR as well as the MTR method is achieved by
employing the SNR mapping and MMSE estimation of
the log-spectrum vector. This was achieved within an
environmental sniffing framework, illustrating that ef-
fective SNR estimation with an improved mapping selec-
tion results in improved HMM speech recognition in
noisy environments.

5.2.2 Performance evaluation using AFE feature vectors
In Table 8, the performance of the proposed methods
(ESniff MMSE and ESniff SNR-MMSR) is compared
with the MTR and conventional ESniff MMSR when
using AFE feature vectors. Compared to conventional
urora 2 task using AFE feature vectors

Set B Set C

Noise type Noise type

Str. Air. Sta. Ave. Sub. Str. Ave.

2.12 1.10 1.23 1.49 1.47 2.03 1.75

2.81 1.79 2.62 2.43 2.18 2.60 2.39

5.71 4.41 4.57 4.93 3.99 5.11 4.55

13.88 10.20 12.03 12.80 8.63 11.67 10.15

33.59 28.00 26.50 31.66 20.91 27.09 24.00

11.62 9.10 9.39 10.66 7.44 9.70 8.57



Table 11 WER (%) of ESniff SNR-MMSR method for Aurora 2 task using AFE feature vectors

SNR (dB) Set A Set B Set C

Noise type Noise type Noise type

Sub. Bab. Car Exh. Ave. Res. Str. Air. Sta. Ave. Sub. Str. Ave.

20 1.29 1.18 1.04 1.20 1.18 1.54 2.06 1.22 1.05 1.47 1.38 1.93 1.65

15 1.90 2.15 1.16 1.82 1.76 2.61 2.99 2.06 2.53 2.55 2.15 2.69 2.42

10 3.87 3.96 2.36 3.76 3.49 4.54 5.96 4.26 4.57 4.83 3.81 5.32 4.56

5 7.43 9.55 5.07 8.11 7.54 13.14 12.88 9.22 10.49 11.43 7.74 10.88 9.31

0 18.02 20.44 13.51 18.82 19.95 32.55 29.35 23.41 24.84 27.54 19.59 26.24 22.91

Ave. 6.50 9.26 4.63 6.74 6.78 10.88 10.65 8.03 9.70 9.56 6.93 9.41 8.17
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ESniff MMSR, ESniff SNR-MMSR shows a significant
performance improvement as expected, and this im-
provement is consistently seen for all three test sets (Set
A, Set B, and Set C). This demonstrates that the SNR
mapping is still effective and not as sensitive to the spe-
cific feature vectors used. By employing ESniff MMSE,
further improvements in performance based on the aver-
age WER were obtained. The performance of ESniff
MMSE is robust against the change in the number of
Gaussian distributions. The average WER of the ESniff
MMSE varies only slightly as the number of Gaussian
distributions is decreased from 128 to 4. This is in con-
trast to the results presented in Table 6 where a signifi-
cant performance variation was observed with the
number of Gaussian distributions. This may be due to
the fact that the speech enhancement algorithm within
the AFE has greatly reduced the noise signal in the test
speech, and thus, a small number of Gaussian distribu-
tions are not as necessary.
When using AFE for feature vectors, the performance

of conventional ESniff MMSR is found to be inferior to
MTR, but both proposed methods (ESniff SNR-MMSR
and ESniff MMSE) show improved results over MTR.
However, the performance improvement is not as signifi-
cant as when using FE feature vectors and MTR still
performs better than the proposed methods for Set B.
The use of speech enhancement algorithm within the
AFE seems to reduce the relative improvement of the
Table 12 WER (%) of ESniff MMSE (M = 128) method for Auro

SNR (dB) Set A

Noise type

Sub. Bab. Car Exh. Ave. Res.

20 1.20 1.15 1.07 1.23 1.16 1.47

15 2.03 2.18 1.19 1.82 1.80 2.43

10 3.90 3.84 2.45 3.92 3.53 4.21

5 7.58 8.98 5.16 7.84 7.39 12.22

0 17.93 27.90 13.54 19.35 19.68 30.18

Ave. 6.53 8.81 4.68 6.83 6.71 10.10
proposed methods over MTR. More detailed results on
the MTR, ESniff MMSR, ESniff SNR-MMSR, and ESniff
MMSE (M = 128) can be found in Tables 9, 10, 11, and 12.

6 Conclusions
This study demonstrated that an environmental sniffing
based MMSR solution improves ASR performance over
the conventional MTR method. However, the mismatch
in noise type and SNR value between test and training
speech make it difficult for the MMSR to perform sig-
nificantly better than the MTR method. In this study, we
developed methods to improve the performance of the
conventional MMSR by reducing mismatch issues for
noisy speech recognition within an environmental
sniffing framework.
For the SNR value mismatch, we experimentally deter-

mined the SNR mappings between the noisy test and
training speech for optimal recognition performance.
We achieved an average WER of 12.40% on the Aurora
2 task using FE for feature vectors thereby reducing the
average relative WER by 6.3% and 9.4% compared with
conventional MMSR and MTR methods, respectively.
This is remarkable considering the fact that the conven-
tional MMSR method could reduce relative WER by just
3.2% compared to the MTR method. Although the SNR
mapping was determined using training data with known
types of noise signal, it was shown to possess a
generalization property that improved recognition
ra 2 task using AFE feature vectors

Set B Set C

Noise type Noise type

Str. Air. Sta. Ave. Sub. Str. Ave.

2.00 1.10 1.02 1.40 1.44 1.81 1.62

2.96 1.85 2.34 2.39 2.27 2.51 2.39

5.96 3.70 4.04 4.48 3.72 4.78 4.25

12.30 8.47 9.81 10.70 9.71 10.76 9.23

28.33 21.83 23.48 25.95 19.71 24.49 22.10

10.31 7.39 8.14 8.98 6.97 8.87 9.92
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performance on noisy test speech with combined un-
known types of both additive and convolution noises.
The SNR mapping method improved performance

over conventional MMSR by a significant margin but its
performance is still inferior to MTR for Set B due to the
noise type mismatch between training and test speech. It
was possible to overcome this issue by MMSE of the
training noisy log-spectrum given the test noisy speech.
The performance of the MMSE method was found to be
dependent on the number of Gaussian mixtures which
model the noisy log-spectrum vectors. Compared with
MTR and the conventional MMSR method, this solution
showed improved performance for a wide range of
Gaussian mixture counts. In particular, a small number
of Gaussian mixtures was found to be more adequate in
modeling the noisy log-spectrum vectors. As expected,
the performance improvement was prominent for the
test set with unknown types of additive noise signal. The
MMSE method combined with the SNR mapping could
reduce relative WER of the MTR method by 21.3% when
using FE for feature vectors. This performance improve-
ment is quite remarkable compared with the conven-
tional MMSR method. When employing the AFE feature
vectors, an improvement in performance was also ob-
served using the proposed methods in noisy speech rec-
ognition, although the relative improvement over
conventional methods was somewhat reduced due to the
integrated speech enhancement algorithm inherent in
the AFE.
In this study, we employed the SNR mapping and

MMSE of the log-spectrum vectors in the environmental
sniffing-based MMSR in an innovative way and achieved
measurably improved speech recognition accuracy versus
conventional MMSR as well as MTR methods. The results
of this study show that an effective environmental sniffing
framework coupled with improved SNR estimation and
mapping, along with advanced noise modeling can im-
prove overall speech recognition robustness.
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