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Abstract

Satellite remote sensing of the macroscopic, microphysical, and optical properties of clouds are useful for studying
spatial and temporal variations of clouds at various scales and constraining cloud physical processes in climate and
weather prediction models. Instead of using separate independent algorithms for different cloud properties, a
unified, optimal estimation-based cloud retrieval algorithm is developed and applied to moderate resolution
imaging spectroradiometer (MODIS) observations using ten thermal infrared bands. The model considers sensor
configurations, background surface and atmospheric profile, and microphysical and optical models of ice and liquid
cloud particles and radiative transfer in a plane-parallel, multilayered atmosphere. Measurement and model errors
are thoroughly quantified from direct comparisons of clear-sky observations over the ocean with model
calculations. Performance tests by retrieval simulations show that ice cloud properties are retrieved with high
accuracy when cloud optical thickness (COT) is between 0.1 and 10. Cloud-top pressure is inferred with uncertainty
lower than 10 % when COT is larger than 0.3. Applying the method to a tropical cloud system and comparing the
results with the MODIS Collection 6 cloud product shows good agreement for ice cloud optical thickness when
COT is less than about 5. Cloud-top height agrees well with estimates obtained by the CO2 slicing method used in
the MODIS product. The present algorithm can detect optically thin parts at the edges of high clouds well in
comparison with the MODIS product, in which these parts are recognized as low clouds by the infrared window
method. The cloud thermodynamic phase in the present algorithm is constrained by cloud-top temperature, which
tends not to produce results with an ice cloud that is too warm and liquid cloud that is too cold.

Keywords: Cloud optical thickness, Cloud-top height, Effective particle radius, Ice cloud, Optimal estimation
method, Satellite remote sensing
Introduction
Clouds play a vital role in regulating the Earth’s radiation
budget, through shortwave cooling and longwave warm-
ing effects (Ramanathan et al. 1989). The cloud radiative
effects depend on the type of cloud, and thus, the radi-
ation budget is controlled by the occurrence of various
types of clouds (Hartmann et al. 1992), which compli-
cates our understanding of cloud roles in the climate
system. In particular, the radiative effects of ice clouds
are not well understood, partly because the optical
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properties of ice clouds are not well quantified (Baran
2009), which is a major source of uncertainty in ice
cloud representations in global climate models. There
are discrepancies in satellite observation climatology of
ice clouds, and improvement of ice cloud processes is
still a challenge (e.g., Waliser et al. 2009). Climatology
and spatial and temporal variations of clouds on various
scales are also important to understand cloud response
and feedback in climate systems. Satellite remote sensing
can provide constraints for global cloud properties that
are useful for developing cloud parameterizations.
Macroscopic, microphysical, and optical properties are
generally used in satellite remote sensing of clouds.
There are specialized methods for each property, includ-
ing cloud fraction, cloud-top properties (temperature/
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pressure/height), cloud thermodynamic phase, cloud op-
tical thickness (COT), and cloud-particle effective radius
(CER).
There are two passive remote sensing methods that

are commonly used for cloud optical and microphysical
properties: infrared (IR) window (split-window) (Inoue
1985; Parol et al. 1991; Giraud et al. 1997) and visible/
shortwave IR (VIS/SWIR) bispectral (Nakajima and King
1990) approaches. IR window cloud retrieval is suitable
for optically thin high clouds with COT of 0.1–5 (e.g.,
Garnier et al. 2012), whereas the VIS/SWIR method is
suitable for optically thick clouds with COT greater than
1 (Nakajima and King 1990; Platnick et al. 2003). We
have developed an IR method to retrieve COT and CER
by using the 8.5, 11, and 12 μm bands of the moderate
resolution imaging spectroradiometer (MODIS) onboard
the Aqua satellite (Iwabuchi et al. 2014). In this method,
inversion was based on the optimal estimation method
(Rodgers 2000), which simultaneously fits the physics
model to measurements and diagnoses rigorous uncer-
tainties and retrieval quality. The optimal estimation
method has been used widely for cloud remote sensing
(Cooper et al. 2003; Heidinger and Pavolonis 2009;
Watts et al. 2011; Walther and Heidinger 2012; Poulsen
et al. 2012; Sourdeval et al. 2013; 2015; Wang et al.
2016). In a previous work (Iwabuchi et al. 2014), cloud
retrieval was applied only to the ice phase cloud, and the
a priori cloud-top temperature (CTT) was independently
estimated by the CO2 slicing technique (Menzel et al.
2008) in the MODIS operational product. Thus, the re-
trieval was strongly constrained by cloud-top prior infor-
mation and affected by the CTT accuracy in the MODIS
product. Because the CTT retrieval itself can depend on
COT and microphysical properties, the overall retrieval
performance can be obtained if the cloud-top height
(CTH), COT, and effective radius are retrieved simultan-
eously from the window and absorption bands.
In addition, the cloud thermodynamic phase is im-

portant because liquid and ice clouds play different
roles in regulating the Earth’s radiation budget and
hydrological cycle. Although cloud retrieval using pas-
sive sensors usually assumes single-layer ice or liquid
clouds, it leads to substantial errors in estimated cloud
optical and microphysical properties if there is a multi-
layer cloud system or if the assumed cloud phase is
wrong (Davis et al. 2009). Recent studies using active
remote sensing from CloudSat and Cloud-Aerosol
Lidar and Infrared Pathfinder Satellite Observation
(CALIPSO) satellites have obtained a globally averaged
multilayered cloud occurrence of 25–28 % (Li et al.
2015). A cloud analysis algorithm should include
methods for detection and property retrieval of multi-
layered cloud systems and determination of the cloud
phase.
In this paper, an optimal estimation-based cloud retrieval
algorithm is presented, where COT, CER, cloud-top
pressure (CTP), and surface temperatures are simultan-
eously retrieved from measurements in ten thermal IR
(TIR) bands of MODIS including the window and CO2

and water vapor absorption bands. Combined use of
TIR bands enables the cloud thermodynamic phase to
be distinguished and allows the method to be used for
multilayer clouds, as previous pioneering studies sug-
gest. The cloud retrieval algorithm is developed as part
of the Integrated Cloud Analysis System (ICAS), which
we develop in this study. This paper is organized as fol-
lows. The “Methods” section describes the source data
used for cloud analysis, the cloud retrieval algorithm,
the forward model, and the measurement and model
errors, which are thoroughly quantified by model-to-
model and model-to-observation comparisons. In the
“Results and Discussion” section, retrieval errors are
evaluated based on retrieval simulations in idealized
cases, to understand the advantages and limitations of
the algorithm. The algorithm is applied to a MODIS
granule, and the retrieved cloud properties are com-
pared with the MODIS Collection 6 (C6) operational
product. The conclusion is given in the “Conclusions”
section.

Methods/Experimental
Source data
The measurement data used in this study are from the
level 1B product of MODIS onboard the Aqua satellite.
MODIS has a swath of 2330 km, and a granule every
5 min covers an area of 2330 × 2030 km. TIR bands have
a 1 km resolution, and the ten TIR bands are summa-
rized in Table 1. In addition to bands 29, 31, and 32 in
the atmospheric window, the bands used include ozone
absorption band 30 (9.6 μm), water vapor absorption
bands 27 and 28, and carbon dioxide absorption bands
32–36. The spectral radiance of each band is converted
to the brightness temperature (BT). The band mean
Planck function for temperature T is defined as

B Tð Þ ¼

Z ∞

0
B λ;Tð Þϕ λð ÞdλZ ∞

0
ϕ λð Þdλ

; ð1Þ

where B is the Planck function, λ is the wavelength, and
ϕ is the response function of each MODIS band. The
band mean Planck function is precalculated for different
temperatures, and the Akima interpolation (Akima 1970)
is used to calculate the function or its inverse function,
the BT, from the look-up table.
The source data used in ICAS are summarized in

Table 2. Meteorological field data, including temperature



Table 1 Characteristics of MODIS bands used in this study

Band Center wavelength (μm) Band range (μm) Absorbersa

27 6.78683 6.535–6.895 H2O

28 7.34963 7.175–7.475 H2O, CH4

29 8.55511 8.400–8.700 H2O, N2O, CH4

30 9.72374 9.580–9.880 H2O, CO2, O3

31 11.026 10.780–11.280 H2O, CO2

32 12.0423 11.770–12.270 H2O, CO2

33 13.3648 13.185–13.485 H2O, CO2, O3

34 13.686 13.485–13.785 H2O, CO2, O3

35 13.9252 13.785–14.085 H2O, CO2, O3

36 14.2153 14.085–14.385 H2O, CO2, O3

aThe major absorbing gas is shown in italics
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and ozone and water vapor mixing ratios, are obtained
by interpolation in the space-time domain from the
Modern-Era Retrospective analysis for Research and
Applications (MERRA) product, IAU 3D assimilated
state on pressure, which has a horizontal resolution of
1.25 ° × 1.25 °, 42 pressure levels, and a time interval of
3 h. The MERRA product is the atmosphere re-analysis
product of the National Aeronautics and Space Adminis-
tration, Goddard Earth Observing System Model, Version
5 (GEOS-5) with its atmospheric data assimilation system
(Rienecker et al. 2011). Concentrations of carbon dioxide
(CO2), methane (CH4), and nitrous oxide (N2O) are global
monthly mean values provided from the World Data
Center for Greenhouse Gases of the World Meteoro-
logical Organization Global Atmosphere Watch program
(Tsutsumi et al. 2009).
Sea surface temperature data are from the MODIS

8 day mean level 3 product that is based on the TIR
split window method (Brown et al. 1999). The root-
mean-square error (RMSE) of SST by the split window
method is evaluated as 0.35 K. Sea surface emissivity is
determined by using the Fresnel equations for a flat sea
surface based on the complex refractive index and the
satellite zenith angle. The effects of a rough surface,
including the effects of multiple reflection and wind
direction, are sufficiently small for our purposes when
the satellite zenith angle is 60 ° or less (Masuda 2012).
Table 2 Summary of MODIS operational product data used in
the retrieval algorithm

Quantity Source Spatial
resolution

Temporal
resolution

Atmospheric profile MERRA 1.25 °, 42 levels 3 h

Sea surface temperature MODIS L3 0.4167 ° 8 day mean

Land surface temperature MODIS L3 0.05 ° 8 day mean

Land surface emissivity BFED 0.05 ° Monthly

Trace gas concentration Climatology Global Monthly
The complex refractive index of seawater is synthesized
from that of pure water based on Downing and Williams
(1975) with a correction for the salinity effect based on
Friedman (1969).
The land surface temperature is from the MODIS land

8 day mean level 3 product (MYD11C2), which is based
on the day–night algorithm (Wan and Li 1997). For each
day and night satellite overpass, the 8 day mean values
are available in the product. In the present study, the
land surface temperature is temporarily interpolated by
considering the diurnal variation. The RMSE of the
land surface temperature is less than 1 K (Wan et al.
2004; Wang et al. 2008). The land surface emissivity is
from the baseline-fit emissivity database (BFED) monthly
mean product (Seemann et al. 2008). Spectral interpolation
is used to infer land surface emissivity in the MODIS
bands, assuming that the emissivity is linear to the wave-
length as recommended by the BFED documentation. The
RMSE of land surface emissivity in the BFED is 0.01 or less
in the IR window region and about 0.015–0.025 in the
other TIR bands.

Forward model
A physics-based forward model is developed and used in
the cloud retrieval algorithm. The forward model takes
auxiliary data for the atmospheric profile and back-
ground surface properties mentioned above, and it com-
putes the BTs and their partial derivatives with respect
to several atmospheric and surface variables. The radia-
tive transfer is calculated by using the correlated k-distri-
bution (CKD) method with six quadrature points for
each band. The optimization method of Sekiguchi and
Nakajima (2008) is used to determine the CKD coeffi-
cients from line-by-line radiative transfer calculations
with the HITRAN2012 database (Rothman et al. 2013)
and the continuum absorption model (Mlawer et al.
2012). Modeled gas species include water vapor, carbon
dioxide, ozone, nitrous oxide, carbon monoxide, and
methane.
The bulk optical properties of clouds are precalculated

and tabulated for ice and liquid clouds with different
particle size distributions and ice crystal habit distribu-
tions considering the spectral response function of
MODIS spectral bands. In the forward model calcula-
tion, the optical properties are interpolated with respect
to the CER from the look-up table by using the Akima
interpolation. The optical properties of water droplets
are computed by the Lorenz-Mie theory. The optical
properties of ice particles are obtained from a database
published by Yang et al. (2013), who used a combination
of the discrete dipole approximation and the improved
geometrical optics method for randomly oriented ice
crystals of various shapes. Several models of particle
habit distribution are incorporated into the model,



Iwabuchi et al. Progress in Earth and Planetary Science  (2016) 3:32 Page 4 of 18
including solid column, plate, column aggregate, the
general habit mixture (Baum et al. 2011; Cole et al.
2013), and the two-habit model (Liu et al. 2014), with
different degrees of surface roughness. In the present
study, the column aggregate model with very rough sur-
faces is used because it is assumed in obtaining the
MODIS C6 cloud product. TIR measurements are not
strongly sensitive to the ice habit assumptions (Cooper
et al. 2006).
Radiative transfer in a plane-parallel multilayered

atmosphere is solved by the two-stream approximation
(Nakajima et al. 2000) with the delta-M method
(Wiscombe 1977). Solutions of the two-stream approxi-
mation are upward and downward irradiances at layer
boundaries, from which the radiances at the top of the
atmosphere in arbitrary directions can be calculated.
The radiative transfer equation for a single homoge-
neous layer is written as

μ
dI τ; μð Þ

dτ
¼ I τ; μð Þ− ϖ

2π
F↓ 1−

3
2
gμ

� �
þ F↑ 1þ 3

2
gμ

� �� �
þ 1−ϖð ÞB τð Þ

� �

ð2Þ
where I(τ,μ) is radiance at optical depth τ from the
top of the layer in a direction with μ = cosθ for view
zenith angle θ, ϖ is the single-scattering albedo, g is
the asymmetry factor, and F↑ and F↓ are upward and
downward irradiances, respectively. The second term
on the right-hand side of (2) is the radiative source
function, J(τ,μ), which is here approximated to be lin-
ear to τ, as

J τ; μð Þ ¼ a μð Þτ þ b μð Þ; ð3Þ
where a and b are coefficients determined by the source
function values at the layer boundaries. Thus, upward
radiance emergent from this layer in the μ direction at
the top of layer with optical depth Δτ is analytically
solved as

I top μð Þ ¼ Ibot μð Þe−Δτ
μ − a μð ÞΔτ þ a μð Þμþ b μð Þð Þe−Δτ

μ

þ a μð Þμþ b μð Þ
ð4Þ

Total radiance at the top of atmosphere is computed
by the sum of components emergent from all atmos-
pheric layers and the background surface. Band mean ra-
diance calculated by integration over the CKD terms is
converted to the BT.
The error of this approximate radiative transfer model

is evaluated by comparing the model with an accurate
model based on the discrete ordinate method for a var-
iety of atmosphere and cloud states. Correction formulae
based on a cubic polynomial for BT bias are developed
for each band. After the bias correction, the RMSE
reaches a maximum of 0.3 K in band 29, where the
scattering effect is strong compared with other TIR
bands. The two-stream approximation enables fast calcu-
lations, whereas the errors from the radiative transfer
approximation are sufficiently small. For cloud retrieval,
uncertainties in atmospheric profile and background sur-
face properties are a major source of errors in the forward
model.
Figure 1 shows the BT and BT differences (BTDs) at

the split window band, calculated for liquid and ice
clouds with a CTT of 247 K in a tropical atmosphere
with a sea surface temperature of 300 K. As suggested
by prior studies, a combination of multiple bands in
the window region of 8–13 μm allows the CER to be
inferred. Measurements in these bands are sensitive to
clouds with a COT of 0.05–20 and an effective radius
of 3–100 μm for ice clouds. The COT is defined at a
wavelength of 550 nm throughout this paper. The
water phase (liquid/ice) is moderately important to the
spectral differences in BTs in the split window. Ab-
sorption by ice and liquid particles becomes stronger
at wavelengths longer than 11 μm, although the ice
and liquid phases have different spectral dependences
of absorption, which means that the cloud thermo-
dynamic phase can be determined from these bands.

Retrieval algorithm
The optimal estimation method (Rodgers 2000) is used to
solve an inverse problem. The method fits the forward
model to the measurement under constraints by an a
priori probability distribution of the state vector in the for-
ward model. Defining state vector x, measurement vector
y with the BTs in the MODIS TIR bands as elements, and
the model parameter vector b, the problem to be solved is
written as

y ¼ F x; bð Þ þ e; ð5Þ
where F is the forward model, and e = y – F(x,b) is a
measurement–model error vector. A cost function is
given by

J xð Þ ¼ y−F x; bð Þ½ �TSe−1 y−F x; bð Þ½ � þ x−xa½ �TSa−1 x−xa½ �;
ð6Þ

where Sa is an error covariance matrix of the a priori
xa, and Se is a measurement–model error covariance
matrix. The Levenberg-Marquardt method is used to
obtain a minimized J, at which the solution converges.
The final value of J is the retrieval cost, which repre-
sents the degree of fit between the model and meas-
urement. The criterion that J is sufficiently small with
an optimal solution is set as J < 2m, where the m is a
number of the observation vector elements. A feature
of the optimal estimation is that the uncertainty of
the solution can be diagnosed quantitatively with an
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Fig. 1 Sensitivities of the split window bands to COT, effective particle radius, and cloud thermodynamic phase. Theoretical relationships of BTDs
with COT (a, b) and BT (c, d) in the 11 μm band. Calculations are shown for different effective particle radii for ice and liquid clouds with the
same CTTs of 247 K in a typical tropical atmosphere with sea surface temperature of 300 K. The two-habit model from Liu et al. (2014) is assumed
for ice particles
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error covariance matrix. In addition, diagnostics of
the estimation quality, such as the degree of freedom
for signal (DOFS) and the information content, are
obtained.
The cloud inversion is tried first with a single-layer

cloud. If an optimal solution is obtained, the single-
layer assumption is accepted. Otherwise, an inversion
with a double-layer assumption is tried. A double-layer
cloud solution is accepted if J is smaller than that of
the single-layer assumption and the COT of the upper
cloud is less than 8. This is because TIR measurements
lose sensitivity to the lower cloud under the double-
layer cloud assumption if the upper COT is more than
about 8. The state vector includes cloud properties
such as cloud water path (CWP), CER, CTP, and back-
ground surface temperature in single-layer cloud cases.
With nonlinearity in mind, logarithms of CTP, CWP,
and CER are elements of the state vector. The top-
pressure of the lower cloud is inferred in double-layer
clouds, instead of background surface temperature, as
a similar double-layer cloud retrieval is proposed by
Watts et al. (2011).
The cloud layer is assumed to be composed of either

liquid droplets or ice particles. The ice (liquid) phase is
accepted if an optimal solution is obtained with CTT
below a threshold temperature, Tf = –38 °C (above Tm =
0 °C). If the CTT is between Tf and Tm, or an optimal so-
lution is not obtained, then inversion with the other cloud
phase assumptions are tried. Final judgment of cloud
phase is to select a lower cloud phase cost function, R, of

R ¼ P1

V 1
þ P2

V 2
þ P3

V 3
þ J
Jopt

; ð7Þ

where weighting coefficients are set as V1 = 8 K2, V2 =
302 K2, V3 = 0.32, and Jopt = 2m. As shown in Fig. 1, the
split window bands are sensitive to the cloud phase. Thus,
P1 is the sum of squares of BTD between the observation
and model at the split window bands at wavelengths of
8.5, 11, and 12 μm

P1 ¼ BTD8:5−11;obs−BTD8:5−11;mdl
� 	2
þ BTD11−12;obs−BTD11−12;mdl
� 	2

; ð8Þ

where subscripts “obs” and “mdl” denote the observation
and model, respectively. Because the CTT is a main
factor that prescribes cloud phase, P2 increases with
increasing deviation of CTT (Ttop) from a critical



Table 3 A priori information and prescribed ranges of the
elements of the solution vector

Variable A priori Standard deviation Min. Max.

COT, liquid clouds – – 0.25 30 (8)a

COT, ice clouds – – 0.04 30 (8)

Tsfc (K), ocean T’sfc 0.7 T ’sfc – 2.1 T ’sfc + 2.1

Tsfc (K), land T’sfc 3 T ’sfc – 9 T ’sfc + 9

Liquid cloud properties

ln[W (kg/m2)] ln0.04 4 – –

ln[re (μm)] ln10 1.0 ln2 ln30

Ice cloud properties

ln[W (kg/m2)] ln0.02 4 – –

ln[re (μm)] ln25 1.0 ln3 ln100
aThe values for double-layer clouds are in parentheses
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temperature, Tc,ice = –15 °C for ice and Tc,liq = –23 °C for
liquid, as

P2 ¼ min 0;T top−T c;liq
� 	
 �2

for liquid

max 0;T top−T c;ice
� 	
 �2

for ice

(
:

ð9Þ
However, CTT is uncertain when CTP retrieval is

uncertain. Thus, P3 in Eq. (7) is the error variance of
the logarithm of CTP. Finally, an index of the cloud
phase, Q, is calculated as

Q ¼ 1þ Rliq
2

Rliq
2 þ R2

ice

; ð10Þ

which has a value between 1 and 2: Q is 1–1.5 for liquid
and 1.5–2 for ice. If the cloud phase costs for liquid and
ice phase assumptions have similar values, then Q is
nearly 1.5, which means that cloud phase determination
is ambiguous.

Assumptions and prior information
As shown by Cooper et al. (2003) and Garrett et al.
(2009), explicit representation of cloud top and base
boundaries is important in the TIR cloud retrieval. In
this study, the cloud base pressure is parameterized
using an empirical formula. Sassen and Comstock (2001)
and Sassen et al. (2008) showed that the geometrical
thickness of the cirrus with COT less than 3 is 1–3 km
with a global mean of 2 km based on ground and space-
based lidar observations. Sassen and Comstock (2001)
and Veglio and Maestri (2011) showed that an optically
thicker cirrus cloud becomes geometrically thicker. In
the present algorithm, the geometric thickness, H (m), is
represented by a function of CWP, W (kg m–2),

H ¼ Bliq þ Aliq

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W=W liq

q
for liquid cloud

Bice þ Aice

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
W=W ice

p
for ice cloud

(
;

ð11Þ
where
Bliq = 20 m, Bice = 20 m,
Aliq = 400 m, Aice = 2000 m,
Wliq = 0.06 kg m–2, Wice = 0.02 kg m–2.
The cloud base pressure is determined from H and at-

mospheric temperature and pressure profiles.
The prior information about the cloud properties and

background surface temperature is given in Table 3,
where T'sfc is the sea or land surface temperature ob-
tained from the MODIS level 3 product, W is CWP, and
re is CER. It is assumed that the surface temperature
RMSEs are set to include the uncertainty from daily
diurnal variations. The a priori probability distributions
of CWP have large dispersions to under-constrain the
CWP retrieval. In contrast, the a priori CER has a rela-
tively small standard deviation because CERs obtained
from passive remote sensing are in limited ranges (Hong
et al. 2007; Wang et al. 2016). Sa is an almost diagonal
matrix, with weak correlation between the CWP and
CER with a correlation coefficient of 0.25. In the inver-
sion, cloud properties are limited to prescribed ranges of
realistic values. Lower and upper limits of COT are set
because the TIR measurements lose sensitivity in cases
with very small and large COTs.
Because the temperature ranges at which liquid and

ice clouds exist are known a priori, the a priori and vari-
ance of CTP are determined by considering the vertical
distribution of the air temperature profile. It is assumed
that a liquid (ice) cloud is not present with CTT lower
than –40 °C (higher than 2 °C). In addition, the a priori
CTT (Ta) and CTP range are assumed as follows.

� For liquid clouds, Pflz < Ptop < 0.96Psfc, Ta = 5 °C
� For ice clouds, 0.9Ptrp < Ptop < Pmlt, Ta = –55 °C

Pfrz and Pmlt are pressures at an air temperature of –40
and 2 °C, respectively, and Ptpp is a tropopause pressure.
The standard deviation of the a priori CTP on a logarith-
mic scale, σlnP, is determined to cover the CTP ranges as

σ lnP ¼ 0:7� max ln Pa=Pminð Þj j; ln Pa=Pmaxð Þj j½ �;
ð12Þ

where Pa is a priori CTP, and Pmin and Pmax are the
lower and upper limits of CTP, respectively, determined
as previously mentioned.

Measurement and model errors
Observations and models may have bias and noise-like
error components arising from various error sources.
Model errors include (1) error due to radiative transfer
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approximations, (2) errors from the representation of at-
mosphere with a finite number of atmospheric layers,
(3) errors in the sea or land surface emissivity, (4) uncer-
tainty in atmospheric temperature and gas concentration
profiles, (5) error from assuming the cloud base pres-
sure, (6) uncertainty of the ice habit model and particle
size distribution, and (7) error from the vertical and
horizontal heterogeneity of the clouds. Each error com-
ponent may depend on the state of the atmosphere and
the background surface, which make it complicated to
quantify the error covariance matrix appropriately.
Simple assumptions can be made about several error

components. The RMSE of sea surface temperature is
assumed as 0.7 K in the inversion by considering daily
and diurnal variations in sea surface temperature and
possible differences between clear-sky and cloudy cases.
According to the observations of Newman et al. (2005),
the RMSE of sea surface emissivity due to the uncer-
tainty of seawater optical constants is estimated to be
approximately 0.001 at satellite zenith angles of less than
60 °. Over land, the surface temperature and emissivity
in cloudy cases are likely to differ significantly from
those in clear-sky cases, although the magnitude is
uncertain. The RMSE of land surface temperature is
assumed as 3 K in this study, although precise quantifi-
cation is required in the future. BFED land surface emis-
sivity product (Seemann et al. 2008) is created by using
the MODIS land surface emissivity product. The error
covariance matrix of the land surface emissivity is con-
structed considering the MODIS product error and the
BFED modeling error documented in the literature.
The measurement–model error covariance matrix is

divided into two components, as

Se ¼ KbSbK
T
b þ Se;off : ð13Þ

The first and second terms on the right-hand side are
online and offline calculation terms, respectively. The on-
line term is calculated from the error covariance matrix,
Sb, and the Jacobian matrix, Kb, for the model parameters.
Kb is calculated in the forward model. Model parameters
included in the online calculation term are the back-
ground surface emissivity for each band and cloud base
pressure. For the cloud base pressure error, the standard
deviation of the logarithm of the cloud base pressure is
assumed to be approximately proportional to the geo-
metrical thickness of the cloud, which is approximately
proportional to ln(Pbas/Ptop), as

σ ¼ Sbas ln
Pbas

Ptop

� �
; ð14Þ

where factor Sbas is 0.2. The offline calculation term is
divided into three components as
Se;off ¼ Se;RTM þ Se;atm þ Se;noise: ð15Þ

The right-hand side contains the errors from radia-
tive transfer approximation, Se,RTM, atmospheric profile
uncertainty, Se,atm, and measurement noise, Se,noise.
Se,RTM is small, as previously described.
To estimate several error components in the measure-

ments and the model, BTs from daytime clear-sky pixel
measurements over the ocean are compared with those
from the model. Because the RMSE of sea surface
temperature is as small as 0.7 K, errors in atmospheric
data and model approximations and assumptions are
evaluated by the comparison. The clear-sky area is deter-
mined based on the cloud mask data in the MODIS
Product (Ackerman et al. 1998). If an area about
30 km2 is composed of only the “confidently clear”
pixels, then the center area of about 20 km2 is used for
the model-measurement comparison. The covariance
matrix of measurement noise, Se,noise, is estimated from
the variance and covariance of measurement–model
differences within a 20 km2 area. The maximum noise
is 0.4 K at MODIS band 27, and the noise is less than
0.25 K in the window bands. Figure 2 shows compari-
sons of the clear-sky BTs. Each data point represents
mean values over a 20 km2 segment. Water vapor
absorption bands tend to exhibit larger differences
between model and measurement as uncertainties in
temperature and water vapor amount increase model
errors. From this comparison, the systematic difference
(bias) between the observations and model calculations
is evaluated for each MODIS band, and then the biases
are removed from the forward model used in the subse-
quent analyses.
The atmospheric profile error is estimated from the

covariance matrix of measurement–model differences
obtained in the oceanic clear-sky comparison. The verti-
cal distribution of error patterns of temperature and
water vapor, and ozone mixing ratios are determined by
fitting the simulated error covariance matrix to the ob-
servations. The best estimate of the error covariance
matrix is shown in Fig. 3 along with that obtained from
observation. By using the estimated atmospheric profile
errors, Se,atm for cloudy cases is evaluated by model sim-
ulations under a variety of atmospheric conditions. The
error in cloudy cases strongly depends on CTT, because
a major source of atmospheric profile error in cloudy
cases is the error in the amount of water vapor above
the cloud top. For lower CTTs, the amount of water
vapor above the cloud top generally tends to be smaller
in various atmospheric profiles. Thus, Se,atm for cloudy
cases is tabulated in five CTT ranges from 200 to 300 K
with an interval of 20 K. The results for high and low
CTTs are shown in Fig. 3. The error covariance matrix
with high CTT is close to that for clear-sky cases. The
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(b) Band 31

(d) Band 31

Fig. 2 Comparison of observed and simulated BTs for clear-sky pixels over the ocean. Results are shown for MODIS band 27 (water vapor absorption
band) and band 31 (window band). Scatterplots of observed BTs (a, b) and differences in the observation from the simulation (c, d). Red lines in a and
b denote fit lines with a slope constrained to be 1. Red lines in c and d denote biases. Each data point represents mean values over a 20 km2 segment

(a) Observed (clear-sky) (b) Simulated (clear-sky)

(d)(c)
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errors decrease at the water vapor absorption bands for
lower CTT.
Because not all error sources are included in Eq. (13),

initial tests show that the model does not fit the mea-
surements well if Eq. (13) is used directly in the cloud
property inversion. The uncertainty due to the horizon-
tal and vertical heterogeneity in clouds and the uncer-
tainty in the optical properties of ice particles from the
ice habit model are not included in Eq. (13). These
uncertainties are difficult to quantify; however, based on
by trial and error, we artificially set the diagonal ele-
ments of the error covariance matrix obtained from Eq.
(13) as 20 % larger.
Variance/covariance (K2)

Fig. 3 Model error covariance matrices for atmospheric profile errors.
a Estimation from comparison of clear-sky observations over the
ocean to model calculations. b, c, d Estimations from Monte Carlo
simulation of estimated errors in atmospheric profiles, for b clear
sky, c cloudy sky with CTT of 280–300 K, and d cloudy sky with CTT of
280–300 K. Each panel shows an image of error covariance matrix. The
row and columns denote ten MODIS bands
Results and discussion
Retrieval error evaluation by simulations
The errors and performance of cloud retrieval are
tested by retrieval simulations. Measurement signals
with errors are simulated by the forward model calcula-
tions for perturbed atmospheric and surface states with
random noise that obey the error covariance matrices
assumed above. Retrieval errors are evaluated by com-
paring the retrieved cloud properties from the noise-
superimposed measurement signals with the initial
values. This methodology is identical to that used by
Iwabuchi et al. (2014). For each state, a series of 1000
retrieval simulations are performed to evaluate the
mean bias error and the RMSE. The satellite viewing
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zenith angle ranges from 0 ° to 60 °, and a tropical
atmosphere is assumed with a sea surface temperature
of 300 K.
Figure 4 shows results for ice clouds with CTT =

221 K. The retrieval bias and RMSE, correct cloud phase
discrimination rate, and DOFS are shown by color scales
as functions of initially assumed values (truth values in
this test) of COT and CER. The rate of the optimal cloud
retrievals for all trials is also computed for each cloud
state. The retrieval errors presented are evaluated only
for optimal retrievals with correct cloud phase identifica-
tion. The estimation of CTP is accurate with a small bias
Fig. 4 Retrieval test results by retrieval simulations for ice clouds over the o
different COT and CER. MBE, RMSEs, and DOFS are evaluated from retrievals w
cloud retrieval rate and correct cloud phase retrieval rate is also evaluated. Fo
measurements are attempted
of within ±10 % for almost all cloud states tested here.
CTP RMSE is less than 20 % for optically thick clouds
with COT of 0.3 or more. When the initial COT is 0.1–
10 and CER is 3–60 μm, the CER and COT retrieval
biases are generally less than 15 %, RMSE is less than
30 %, and DOFS is close to 3. For very thin and very
thick clouds, the sensitivity of the forward model to CER
is low, which explains the CER retrievals close to the a
priori values and the low DOFS. Optimal cloud retrievals
are obtained for 100 % of clouds with COT of 0.1. Op-
tically thinner clouds are not retrieved because they are
excluded in the retrieval algorithm as clear sky. With the
cean in a tropical atmosphere. Results are shown for CTT of 221 K and
ith optimal solutions and correct cloud phase determination. Optimal
r each cloud state, 1000 retrievals from noise-superimposed simulated
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exception of cases with very optically thin clouds, cloud
phase determination is correct with a correct identifica-
tion rate of about 100 %.
Figure 5 shows the results for liquid clouds with CTT

= 277 K. Because the CTT is closer to the background
surface temperature than for ice clouds, the retrieval
performance for liquid cloud is worse than for ice
clouds, resulting in lower DOFS. The CTP bias and
RMSE are very small over a wide range of COT and
CER, which is better than for ice clouds. This is mainly
because a liquid cloud is geometrically thinner than an
ice cloud. Use of a weakly absorbing CO2 band (MODIS
band 33) might improve the estimation of the top of low
Fig. 5 Retrieval test results by retrieval simulations for ice clouds over the o
different COT and CER. MBE, RMSEs, and DOFS are evaluated from retrievals w
cloud retrieval rate and correct cloud phase retrieval rate is also evaluated. Fo
measurements are attempted
clouds. Both CER and COT bias are within ±30 % when
the COT is 0.3–20 and CER is 4–20 μm. The percentage
of correct cloud phase identification is about 100 % in
most cases shown here. When both the COT and CER
are small, cloud phase identification is not correct with a
score of about 50 %. This is because COT is limited to
be more than 0.25 for liquid clouds.
Retrieval performance is tested at various CTTs. The

initial assumptions, as the truth in this test, about cloud
phase are as follows. There is exclusively an ice cloud
for CTT ≤ –38 °C, exclusively a liquid cloud for CTT ≥
0 °C, and the ice and liquid cloud fractions vary linearly
with CTT between –38 and 0 °C. CERs are assumed to
cean in a tropical atmosphere. Results are shown for CTT of 277 K and
ith optimal solutions and correct cloud phase determination. Optimal
r each cloud state, 1000 retrievals from noise-superimposed simulated
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be typical values of 13 μm for liquid clouds and 32 μm
for ice clouds. Figure 6 shows the test results. The opti-
mal cloud retrieval rate is approximately 100 % for
clouds that are optically thick enough. Very optically
thin clouds are not retrieved because they are identified
as clear sky in the retrieval algorithm. Cloud phase
discrimination is accurate for CTT lower than –38 °C or
higher than 0 °C, except for very optically thin cases.
Cloud phase determination is difficult when CTT is
between the two critical temperatures, particularly for
COT of less than 0.5. CTP of optically thin (COT <0.3)
clouds also has a problem with biases. Low sensitivity to
CTP means that CTP retrievals tend to be close to the a
priori values. The poor estimation accuracy of the CTP
is observed for CTT around 200 and 265 K. However,
the CTP can be retrieved accurately for optically thick
clouds for any CTTs. The CTP bias is less than 10 % for
Fig. 6 Retrieval test results by retrieval simulations for clouds with different
with decreasing CTT from 0 to –40 °C. CER is assumed to be 13 μm for liquid
from retrievals with optimal solutions and correct cloud phase determination
measurements are attempted
COT >0.3, and the CTP RMSE is less than about 10 %
for COT >0.5. For the retrieval error of COT, the bias is
less than 15 %, and the RMSE is less than 30 % for high
clouds with COT = 0.1–10. The COT retrieval error
generally increases with increasing CTT. However, CER
retrieval shows good performance over wide ranges of
CTT and COT in this test, where CER truths are
assumed to be close to the a priori values.
It would be desirable to clarify the benefits of using

ten TIR bands to retrieve cloud macrophysical and
microphysical properties simultaneously. In the CO2

slicing technique for CTP retrieval, cloud effective
temperature is estimated assuming that the cloud is
isothermal and the cloud emissivities in the two neigh-
boring bands are identical. Cloud emissivities in the
split window bands can be obtained by using this cloud
temperature estimate. Heidinger et al. (2015) presented
COT and CTT. It is assumed that occurrence of the ice phase increases
clouds and 32 μm for ice clouds. MBE, RMSEs, and DOFS are evaluated
. For each cloud state, 1000 retrievals from noise-superimposed simulated
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a simple, efficient two-stage method for retrieving COT
and CER from the cloud emissivities in the split win-
dow. First, the macrophysical properties (CTP/CTH/
CTT) are retrieved, followed by the optical and micro-
physical properties. Iwabuchi et al. (2014) also used the
CTT obtained from the CO2 slicing technique to help
estimate the optical and microphysical properties from
the split window bands of MODIS. In the present study,
we test a surrogate method for CTP retrieval, instead of
the CO2 slicing technique itself. MODIS bands 35 and
36 are used to retrieve CTP in the optimal estimation
framework, with CER strictly constrained at the a priori
value for ice clouds. The two bands are sensitive to the
upper troposphere. In the MODIS cloud product, CTPs
of most high clouds in the tropics are retrieved by using
those two bands. The fixed CER assumption is reflected
in the fixed spectral dependence of the optical proper-
ties of the ice particles, which is a better assumption
than identical cloud emissivities at the two bands.
Figure 7 shows the CTP retrieval errors for ice clouds
with a CER of the a priori value (25 μm). The two-band
retrieval is compared with the ten-band retrieval with
the same assumptions about the measurement and
model errors. The simultaneous retrievals from using
all ten bands outperform those based on using only the
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Fig. 7 CTP retrieval errors estimated by retrieval simulation for ice
clouds with different CTTs. The CTTs are a 204.5 K and b 234.5 K. In
this simulation, CTP are retrieved from MODIS bands 35 and 36 (yellow)
or all bands (blue), with CER strictly constrained at the a priori value for
ice clouds. Mean bias error and standard deviation of error are
denoted by diamond markers and error bars, respectively. For visibility,
results for bands 35 and 36 are shifted slightly along the horizontal axis
two CO2 bands, and the ten-band retrieval produces
more certain estimates of CTP. If the assumed cloud
temperature is highly uncertain in the second stage of
retrieval of COT and CER, it is likely that the COT and
CER estimates will be more erroneous. The simultan-
eous retrieval of macrophysical and microphysical
properties can provide better consistency between the
physics model and measurements for all bands.

Application to tropical cloud systems
As an initial test, the results obtained from the present
retrieval algorithm in ICAS are compared with the
MODIS C6 cloud products with a 1 km resolution. The
MODIS granule in this case is acquired on April 1, 2007,
at 3:55 UTC, which is the same as the case in Iwabuchi
et al. (2014). The region is located in the ocean to the
north of New Guinea. An area of about 200 × 1200 km
is selected to illustrate the comparison results, covering
the CloudSat/CALIPSO ground track (Fig. 8). The CTH
obtained from ICAS is compared with the CloudSat/
CALIPSO cloud mask product developed by Kyushu
University (Hagihara et al. 2010). Because CloudSat/
CALIPSO observes the Earth in a nadir view, a parallax
correction is applied to the ICAS retrieval to compare
the datasets coherently. Furthermore, the parallax-
corrected ICAS retrieval is regridded into the CloudSat/
CALIPSO track by using nearest neighbor interpolation.
The evaluated pixels are only pixels with optimal re-
trieval. In the region of interest, there are about 1868
collocated pixels between ICAS (with optimal retrieval)
and the radar–lidar product. More than 90 % of the
pixels are detected as cloudy pixels by both products,
whereas about 2 % are detected as clear-sky pixels. ICAS
incorrectly assigns about 1.5 % of pixels as cloudy and
misses about 0.5 % of cloudy pixels in the radar–lidar
product, although collocation is not certain owing to the
parallax.
Figure 8 shows that the radar–lidar product detects

many pixels with a high cloud top. The upper clouds
cover wide areas, and parts of the left and right sides of
the figures are covered with thick clouds. Middle-level
clouds are present in the middle of the figures. The
MERRA atmospheric profile shows that the CTT of the
middle cloud is about –20 °C. The upper part of the
high clouds probably consists of small ice particles and
it can be detected only by lidar (green). The CTH
obtained from ICAS tends to be lower than that of the
radar–lidar product and close to the cloud top detected
by cloud radar (blue and yellow). The top height of
ICAS varies from 5 to 17 km, whereas the radar–lidar
product has a more uniform top height with an altitude of
around 15 km. Similar to the ICAS cloud top, the cloud
top detected by radar is more variable than the cloud top
detected by lidar. This is an expected limitation of ICAS
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Fig. 8 A test case of tropical cloud systems over the ocean north of
New Guinea. The MODIS granule is taken at 3:55–4:00 UTC on April
1, 2007. a, b False color image with band combinations of MODIS
bands. a Reflectances in bands 6, 2, and 31 and b BTD between
bands 29 and 31 and BTs of 32 and 31 for the red, green, and blue
channels. Yellow lines in a and b denote the ground track of
CloudSat and CALIPSO satellite. c Comparison of retrieved CTHs with
cloud mask data obtained from CloudSat radar and CALIPSO lidar
measurements. Blue denotes clouds detected by radar only (RO),
green by lidar only (LO), yellow by both radar and lidar (RAL), and
orange denotes missing data (Miss). The scattered crosses show the
location of the ICAS cloud top at the respective longitude, where
black crosses represent cloud top of the first layer and red crosses
represent cloud top of the second layer
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because previous studies have shown that IR measure-
ments are not sensitive to very optically thin clouds, which
can be sensed only by lidar and not by radar (Watts et al.
2011). ICAS detects more pixels with a cloud top above
15 km compared with radar–lidar products. Some pixels
correspond to CTHs that are higher than the lidar mea-
surements (around region C). This is probably an errone-
ous retrieval because the ICAS results are influenced
primarily by the uncertainty of the atmospheric profile,
and possibly by the ice habit assumption and vertical in-
homogeneity within the cloud, yielding an ICAS cloud top
near the tropopause that is too high compared with the
lidar measurement. Red crosses in Fig. 8c denote the
cloud top of the lower cloud of the double-layer cloud re-
trieval in ICAS. Several parts of the second layer top in
ICAS match the cloud top of the third cloud layer in the
radar–lidar profile, although there are parts that deviate
greatly. The cloud tops of the upper cloud layer in double-
layer cases are well estimated, similar to single-layer cloud
cases. ICAS misses most multilayer clouds at longitudes
of 146.35 °–146.45 ° (region A), where the upper first and
second cloud layers are detected only by lidar. ICAS
wrongly identified these pixels as single-layer cloud and
retrieved CTHs between the first and second cloud layers.
A similar problem occurs at longitudes of 146.1 °–146.2 °
(region B). In these cases, the uppermost cloud is too op-
tically thin, and ICAS cannot identify the upper cloud in a
multilayer cloud system, probably because the retrieval
with the single-layer cloud assumption has an optimal
solution with clouds at the wrong height. These results
suggest that the algorithm requires re-examination and
improvement.
Figure 9 shows a comparison of the cloud properties

in ICAS and C6. In C6, the VIS/SWIR method is used
for cloud optical and microphysical properties (COT
and CER), and the CO2 slicing method and the IR win-
dow method are used to estimate the cloud top in C6.
Two methods are used for cloud thermodynamic phase
determination in the MODIS 1 km products. One is a
method based on the BT and BTD in the TIR bands
supplemented by using the cloud emissivity ratios (TIR
method; Baum et al. 2012). The other is a method used
in the retrieval of daytime optical properties of clouds
(shortwave algorithm; Marchant et al. 2016), in which
cloud phase is determined from “votes” from several
tests based on the BTs of the TIR window bands, CER
values determined from different combinations of mul-
tiple VIS and SWIR bands, CTT, and the water vapor
absorption band at 1.38 μm. There is a high correlation
between COTs in ICAS and C6, although the COT in
ICAS tends to be smaller and limited to less than 20.
ICAS works well for retrieval of thin clouds. In C6,
COT (CER) retrieval is not available for thin clouds
with COT of less than about 0.5 (Eq. (1)). The retrieval
in ICAS is available for many pixels of optically thin,
high clouds. As shown in the previous subsection, CER
of optically thick clouds has a large uncertainty in ICAS
because of low sensitivity. In the optically thin parts at
the edges of the upper clouds, the CTH in C6 is low,
whereas ICAS CTH has high values. In the CO2 slicing
method, C6 and ICAS agree well. In the IR window
method, C6 shows low clouds with CTH of 0–3 km,
whereas the CTH is 10–15 km in ICAS, resulting in
significant differences as large as 10 km or more. ICAS
retrieval has more ice cloud pixels (Fig. 9i–k), particu-
larly at optically thin edges of high clouds. Over the
central area of the images, thin upper layer clouds over-
lap over the middle-level cloud, as seen in the radar–
lidar profile. In these areas, many pixels are determined
as ice phases in ICAS, whereas CTHs are in the middle
of the thin upper cloud and middle cloud. The short-
wave algorithm in C6 shows a liquid phase for these
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pixels, and the phase is undetermined in the TIR method
in C6, indicating difficulty in determining unique cloud
phases in multilayer cloud systems.
Statistical comparisons for the collocated pixels are

made for a full granule that covers a 2000 km2 region.
Figure 10 shows the CTH comparison between ICAS
and C6. In C6, CO2 slicing is applied to the high clouds,
and the CTH retrieval agrees well with the CTH in
ICAS. In the optically thin ice clouds, CTH in C6 tends
to be higher than the ICAS estimates (Fig. 10c). If the IR
window method is used in C6, the pixels are covered by
upper clouds in ICAS, whereas they are covered by low
clouds in C6. When the comparison is limited to ice
cloud retrieval in ICAS and IR window retrieval in C6,
the ICAS–C6 difference in CTH tends to increase with
decreasing COT. As seen in the spatial distribution, the
optically thin parts at the edges of upper clouds are
treated as lower clouds in C6. These results suggest that
ICAS can capture the CTH of optically thin upper layer
clouds well.
Figure 11 shows results for the COT and CER for ice

clouds. COT shows good agreement when the COT is
less than about 6. For thick clouds, TIR measurements
lose their sensitivity to the lower part of cloud systems,
whereas the visible reflectance is sensitive to the total
column COT. Many pixels with multilayer clouds are
probably included in the results presented here. The
COT from the TIR measurements should be considered
as the COT of upper clouds in multilayer cloud systems.
This explains why the C6 COT is often larger than ICAS
COT, particularly when COT is larger than about 6. In
contrast, CERs in ICAS and C6 exhibit significant dis-
persion, showing a weak correlation with a correlation
coefficient of 0.24. The correlation is higher with a
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Fig. 10 Comparison of CTHs obtained from ICAS and the MODIS product. The occurrence frequency distributions are shown. Results are shown
for pixels retrieved by the a CO2 slicing method and b IR window method in the MODIS product. CTH differences plotted against COT for ice
clouds in ICAS retrieval for the c CO2 slicing method and d IR window method in the MODIS product
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coefficient of 0.31 for comparing ice clouds with COTs
in a range of 1–6, where both TIR and VIS/SWIR algo-
rithms have a high sensitivity to CER.
A simple comparison of the cloud thermodynamic

phase on a pixel-by-pixel basis does not make sense
because different products retrieve or assume different
CTTs in the cloud phase determination. We also com-
pare the temperature dependence of the ice/liquid phase
occurrence fraction. Figure 12 shows the ice cloud frac-
tion as function of CTT. ICAS and C6 ice results are
plotted against CTT for the products. The ice fraction in
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Fig. 11 Comparison of COTs and CERs obtained from ICAS and the MODIS
occurrence frequency distribution
ICAS decreases from 1 to 0 over a temperature range of
–40 to –0 °C. The ice fraction from the C6 TIR algo-
rithm is similar to ICAS for CTTs lower than –5 °C. In
the C6 TIR algorithm, there are ice phase pixels even
with CTT above 0 °C. However, it is important to check
that the absolute number of such pixels is small because
most pixels are covered by ice clouds in the results from
all the algorithms. In contrast, for the shortwave algo-
rithm (dotted line), the ice fraction is much lower than
those in the ICAS and C6 TIR algorithms. The cloud
phase in the shortwave algorithm is determined to
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explain the VIS/SWIR reflectance measurements well. In
multilayer cloud systems with optically thin ice clouds
over optically thick liquid clouds, shortwave reflectances
could be sensitive to the lower cloud. Thus, the cloud
phase determination can differ from that from TIR
measurement, which is sensitive to the upper cloud. In
the C6 shortwave algorithm result, the ice fraction
changes abruptly at a CTT of about –33 °C (~240 K).
According to Marchant et al. (2016), the CTT test uses a
threshold at 240 K to “vote” for the ice clouds. This
could result in the discontinuity of the ice fraction. As
shown previously, cloud phase inference in ICAS is
based on the consistency between the model and mea-
surements under the constraints given by a priori know-
ledge about the relationship between CTT and the
phase, relying on BTDs in the split window with large
weights. Thus, the cloud phase determination in ICAS is
constrained strongly by the cloud phase dependence on
the CTTs, which guarantees that ice clouds that are too
warm and liquid clouds that are too cold are not re-
trieved. However, the strong constraint on the cloud
phase is a limitation of our algorithm because a small
amount of information about the cloud phase comes
from measurements. Baum et al. (2012) showed that in
their algorithm refinement for MODIS C6, using cloud
emissivity ratios between the split window bands sub-
stantially improves the inference of the ice cloud phase,
especially for optically thin ice clouds. In future work,
cloud phase inference could be improved by using this
index.

Conclusions
An optimal estimation-based cloud retrieval algorithm
has been developed to estimate the optical and physical
properties of clouds simultaneously from measurements
of several TIR bands. A major source of modeling errors
is uncertainties in atmospheric profiles, which are usu-
ally difficult to quantify. In this study, they are assessed
by direct comparison of the clear-sky observations over
the ocean with the model calculations. This type of
model-measurement comparison is important for devel-
oping cloud retrieval algorithms. A feature of the present
algorithm is that the COT and the CTH is retrieved well
for optically thin clouds by simultaneously fitting the
model to the measurement in multiple TIR bands.
Although the cloud top inferred from TIR measurement
fluctuates with the cloud top from the cloud radar pro-
file, the topmost parts of clouds seen only in the lidar
profile are not detected well by TIR measurements.
Compared with MODIS C6 operational products, COT
of less than 5 agrees well, although CER deviates greatly.
CTH estimates agree well for optically thick clouds when
the MODIS product is based on the CO2 slicing method,
whereas there is significant disagreement in CTHs be-
tween the present study and C6 products for optically thin
clouds at the cloud edges. In the present algorithm, the
determination of the cloud thermodynamic phase is
strongly constrained by a priori knowledge about cloud
phase dependence on the CTTs. It guarantees that ice
clouds that are too warm and water clouds that are too
cold are not retrieved; however, more statistical verifica-
tion of the temperature dependence should be performed
by increasing the number of cases.
The present algorithm will be used in studies with ob-

servations from the Himawari-8 satellite, a Japanese next-
generation geostationary meteorological satellite, which
has been operated by the Japan Meteorological Agency
since 7 July 2015 and carries a visible-to-IR imager with
greatly improved radiometric, spectral, spatial, and tem-
poral resolution (Bessho et al. 2016). The development
strategy used in this study will be used to create an algo-
rithm for Himawari-8. The algorithm will have several
modifications to accommodate the different spectral
bands and will have improvements to the multilayer cloud
retrieval and cloud phase discrimination. CALIPSO lidar
measurements are suitable for retrieving optically thin
cloud and reliable cloud phase discrimination (Hu et al.
2009). Using depolarization lidar comparison on a global
scale, would help determine the performance of the TIR-
based algorithm. In the future, further comparison of
collocated data from different cloud products will be per-
formed to characterize respective strengths and limitations
of different methods.
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