Evaluating the impact of visualization of wildfire hazard upon decision-making under uncertainty
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The paper investigates whether the methods chosen for representing uncertain geographic information aids or impairs decision-making in the context of wildfire hazard. Through a series of three human subject experiments, utilizing 180 subjects and employing increasingly difficult tasks, this research evaluates the effect of five different visualizations and a text based representation on decision-making under uncertainty. Our quantitative experiments focus specifically on the task of decision-making under uncertainty, rather than the task of reading levels of uncertainty from the map. To guard against the potential for generosity and risk seeking in decision-making under uncertainty, the experimental design uses performance-based incentives. The experiments showed that the choice of representation makes little difference to performance in cases where subjects are allowed the time and focus to consider their decisions. However, with the increasing difficulty of time pressure, subjects performed best using a spectral color hue-based representation, rather than more carefully designed cartographic representations. Text-based and simplified boundary encodings were amongst the worst performers. The results have implications for the performance of decision-making under uncertainty using static maps, especially in the stressful environments surrounding an emergency.
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1. Introduction

When designing information displays to support spatial decision-making, an important question is how to convey the inherent uncertainty connected with any geographic information. This problem is especially pertinent in emergency response situations, where decisions based on uncertain and complex information may have lasting and significant consequences.

Visualization researchers have already proposed a variety of techniques for representing the uncertainty associated with mapped data (see Section 2). However, this paper extends existing research in two important aspects. First, existing research has focused primarily on map-reading tasks, such as whether humans can correctly identify the levels of uncertainty from a map. In this work the aim is to go a step further and focus on the decision making task: to what extent the representation of uncertainty affects the actual decision taken. Unlike the map reading task, in which a person may unambiguously be judged to be right or wrong in their performance, the decision making is significantly more complex. Under uncertainty, it is possible to make the ‘right’ decision (i.e., the most rational decision on the basis of available evidence) and still achieve the ‘wrong’ outcome (because of the uncertainty), or vice versa.

The ‘right decision, wrong outcome’ problem presents particular challenges to experimental evaluation of the performance of decision makers. Thus, the second key contribution of this research is to explore the application of incentive-based methodologies to the evaluation of spatial decision-making under uncertainty. Incentive experiments, where a proportion of subjects’ participation fee is performance-based, are known to be particularly suited to ‘risky’ choices where participants need to judge or predict outcomes (Camerer and Hogarth 1999). Although incentive experiments are widely used in experimental economics to assist with understanding human judgments of risk, they have not yet been widely applied to spatial decision-making and geovisualization.

In the following section (Section 2), a review of the relevant literature in representing uncertainty and evaluating those representations is undertaken. Section 3 then presents a human-subject experiment to test the effects of six different representations of uncertainty upon a spatial decision-making task, set in the context of an emergency wildfire scenario. Building on the results of this primary experiment, Section 4 examines whether a more challenging environment (specifically under time-pressure or with distractions) can affect decision-making performance. The discussion and conclusions in Section 5 reflect on the implications for spatial decision-making under uncertainty in an emergency context.

2. Background

Uncertainty is an endemic feature of geographic information. This paper focuses specifically on outcome uncertainty: uncertainty in the mind of a decision-maker about which locations may be impacted by a near-future event (in our case, the likelihood that a wildfire may burn different locations in a region). There already exists in the literature a substantial body of work investigating cartographic mechanisms for communicating information about uncertainty in geographic information more generally, many familiar from conventional maps.

For example, MacEachren (1992) explored the use of color hue for representing uncertainty, suggesting that this technique is best used for novice users. The evidence for the usability of color value (lightness) is conflicting, with some experiments indicating
value is not effective (Schweizer and Goodchild 1992), and others indicating the converse (Leitner and Buttenfield 2000, Aerts et al. 2003). Where it is effective, darker values are associated with more certainty, and lighter values with more uncertainty (Buttenfield 1993, MacEachren 1992, Van Der Wel et al. 1994, McGranghan 1993). Saturation has been found not to be particularly effective or suitable for representing uncertainty (Buttenfield 1993, MacEachren et al. 2012).

The shape, size, and orientation of symbols have been used to represent information about uncertainty in maps, as well as the arrangement (pattern) of groups of symbols. Howard and MacEachren (1996) found linear patterns overlaid on top of standard maps to be an effective way of communicating levels of uncertainty. The use of glyphs to represent uncertainty has also been studied (Pang et al. 1997, Cliburn et al. 2002). The findings indicate that glyphs can be successful in the context, although more suited to use by experts as they can be visually overwhelming (Pang et al. 1997). Uncertainty overlays have also been successfully tested, using contour lines of different colors to depict the uncertainties associated with different variables Pang (2001).

Fog, focus, and crispness have been applied to blur or obscure displayed information in order to prevent unwarranted certainty being ascribed to these features (MacEachren 1992). For example, fog can be used as an ‘atmosphere’ through which the map is viewed; the thicker the fog, the more uncertain the underlying information.

Finally, it is worth noting that attempts to represent uncertainty in geographic information are also common in the wider geovisualization literature. For example, blinking and flickering (Fisher 1993, Evans 1997); movie animations (Blenkinsop et al. 2000); and even sound (Fisher 1994, Lodha et al. 1996, Krygier 1994, Bearman et al. 2013) have been proposed as possible routes to communicating uncertainty in geographic information. However, in this paper our exploration is restricted to static cartographic techniques, such as might be used on a paper map. Static paper maps are still overwhelmingly the default form of communication of geographic information to responders in emergency scenarios (Cai et al. 2006, Brooks and Swaminathan 2010, Klimenko et al. 2007, Zlatanova and Li 2008).

### 2.1. Map reading versus decision making

Map-based tasks in the literature can be classified along a continuum, where at one end sits map reading (i.e., extracting encoded information from a map) and at the other end sits decision-making (choosing which action to take based on that encoded information). A common theme throughout the studies into the map-based representation of uncertainty discussed above is that these sit further towards the map reading end of the spectrum: the task of interpreting the level of uncertainty from the map.

Map reading is usually assessed using basic value retrieval tasks (Kinkeldey et al. 2014). Whilst such studies still require users to make a decision, these decisions are generally limited to interpreting the information contained in the map. For example, in a typical study by Aerts et al. (2003), participants were asked to identify areas of urban growth under uncertainty. The task required users to match colors from the map to the legend to find an area’s associated uncertainty. Even when faced with more complex tasks, most previous studies of cartographic representation of uncertainty reduce to a map-reading task. For example, a study by Hope and Hunter (2007b) presented users with a thematic map of land suitability for airport sites overlaid with glyphs indicating the level of certainty. Users were then asked to choose the optimal region for a new airport based on the combination of suitability and certainty. Whilst this task forced users to
combine two types of data to make a higher-level decision, it is arguable that the task still required users only to perform basic map reading in managing uncertainty (i.e., matching the uncertainty representation with the value in the legend).

Although there is no crisp distinction between map-reading and decision-making, the distinction is still important because different representations may have an effect not only on a user’s ability to interpret from the map the correct level of uncertainty, but also on the ultimate action a user selects based on that uncertain information. For example, a user who correctly interprets the level of uncertainty from two maps may still come to different decisions based on that level of uncertainty, depending for example on the spatial configuration of uncertainty, such as close proximity to more or less uncertainty. Supporting this viewpoint, Mason et al. (2014) argue that evaluating the effect of a visualization on a user should include an evaluation of the emotional responses (e.g., trust, confidence, worry, anxiety). Further, under uncertainty decision-makers must face the ‘right decision, wrong outcome’ problem: in some cases, a rational decision may still lead to an adverse outcome (and vice-versa).

Only a relatively small proportion of work in the literature has examined the effects of different graphical and cartographic representations of uncertainty upon the effectiveness of tasks more strongly associated with the decision-making end of the scale. For example, Finger and Bisantz (2002) used point-based representations of uncertainty (using blurring of icons) to assess effectiveness of users in identifying a radar contact as hostile or friendly. Other such examples are research by Kirschenbaum et al. (2013) and Kirschenbaum and Arruda (1994) where representations of uncertainty were tested in submarine localization visualization tasks and Andre and Cutler (1998) where display of uncertainty was investigated in navigation tasks. Interestingly, these studies showed that performance was found to be more accurate for novices when uncertainty was displayed spatially.

The work in this paper aligns more closely towards the decision-making end of the task spectrum, and investigates cartographic representations of uncertainty and their effect upon improved judgment and decision-making in uncertain situations. Although research into the task of reading uncertain information from a map has an established history, less is known about the effects of uncertainty on spatial decision-making tasks. Focusing our work on the decision-making end of the spectrum is important for at least two reasons. First, from the point of view of emergency response, it is more important examine if and how the representation of uncertainty affects a user’s decision (i.e., which action they choose to make), not only whether that user can correctly interpret the information encoded in a map. In scenarios such as evacuation from a wildfire, numerous factors beyond the simple extraction of information from a graphical representation are important, such as fear, worry, distractions, and risk aversion. Second, only by examining tasks at the decision-making end of the spectrum, beyond only map-reading, is it possible to explore the ‘right decision, wrong outcome’ problem inherent in decision-making under uncertainty.

2.2. Experimental support

Amongst the many studies of cartographic representations of uncertainty in the literature, only a subset has been empirically evaluated. Some of these empirical approaches adopt a qualitative, questionnaire-based approach common in human factors research. For example, Deitrick and Edsall (2006) performed a study where participants had to interpret uncertainty in land use maps to answer a series of map-reading tasks. Cox
et al. (2013) examined participants’ preferences for different graphical representations of the uncertainty associated with the potential impact of predicted hurricane tracks. A recent study by Severtson and Myers (2013) assessed via surveys participants emotional responses to uncertainty displayed on cancer risk maps. Whilst Ash et al. (2014) asked participants to answer a series of emotional questions based upon their interpretation of spatially communicated tornado warnings. One difficulty with such studies can occur when a small proportion of those subjects invited actually respond. For example, in Kunz et al. (2011) approximately 50% of those subjects who were sent surveys actually responded. Such experimental designs leave open the possibility of self-selection bias (i.e., those people who elected to respond may be systematically different in their responses from those that did not).

Incentive-based experiments are one such way to combat self-selection bias to some degree. Others have relied on quantitative experimental evidence in examining the representation of uncertainty, such as in work on using value, saturation, and texture to communicate uncertainty in maps (Leitner and Buttenfield 2000, Viard et al. 2011). However, practical considerations may mean such studies use human subjects drawn from students engaged in the researcher’s own courses, which introduces the possibility of further bias.

In this context, payment schemes have often been employed in experimental human factors research. Often these payments are structured as flat fee for participation, typically ranging from $5 USD to $10 USD (Brewer and Pickle 2002, MacEachren et al. 1998, Leitner and Buttenfield 2000). Hourly rates may also be used, for example, by Finger and Bisantz (2002) where participants were paid $6 USD per hour. Further incentives have also been included in some experiments, such as Bisantz et al. (2005, 2011) where participants were paid an hourly rate plus performance-based monetary bonus for the highest scoring participant.

The objective of all these payment schemes is to make explicit the incentives for participants. In the majority of experiments in the literature surveyed, no payments were offered to participants (Aerts et al. 2003, Cliburn et al. 2002, Viard et al. 2011, Blenkinsop et al. 2000, Lucieer and Kraak 2004, Schweizer and Goodchild 1992, Monmonier and Gluck 1994, Deitrick and Edsall 2006, Kunz et al. 2011, Ash et al. 2014, Severtson and Myers 2013, Hope and Hunter 2007a). It is unclear what in each of these instances the incentives were for those participants.

To combat such ambiguities, performance-based incentive payment schemes have been widely used in experimental economics research (Hertwig and Ortmann 2001, 2003, Smith and Walker 1993, Camerer and Hogarth 1999). For example, Camerer and Hogarth (1999) evaluated 74 experiments where zero, low, or high performance-based incentives were paid. They found that the presence and amount of financial incentive does seem to affect average performance in many tasks, particularly judgment tasks where effort responds to incentives and where increased effort improves performance (Camerer and Hogarth 1999).

Numerous studies have shown that performance-based incentive payments can have large effects on subject behavior when compared with zero incentive payments, particularly in the domain of risk (Smith and Walker 1993, Camerer and Hogarth 1999, Cubitt et al. 2001, Holt and Laury 2002, Bardsley et al. 2010). Thus, in our study, we expect positive incentive payments generate a set of motivations that interacts with visualization and time pressure. However, the same is true of an experiment with the performance-based incentives set to zero: this experimental design is still expected to affect performance.
According to Bardsley et al. (2010), we can expect performance-related incentives influence behavior in our experiments in three main ways:

- **Performance-based incentives provide motivation for human subjects to increase their effort in the decision making process (Camerer and Hogarth 1999).** As a result, the experiment provides data on how an individual acts when their deliberative process are engaged. For our experiments, we are interested in studying decision-making in a wildfire setting where individuals have significant incentives to make decisions accurately and quickly, and where the adverse outcomes are highly salient. It is likely that in this environment, deliberative processes will be engaged, and visualization may help guide individuals to make better decisions.

- **Performance-based incentives assist in allowing for ‘home-grown’ motivations that are typically hard to measure and control (e.g., some subjects may wish to support the research of the experimenter and try to adjust their decisions to generate data that would ‘support’ the researchers hypothesis; others may wish to have fun or create noise while others may wish to support ‘aesthetically pleasing’ visualizations by intentionally making mistakes in other formats.) A major reason for performance-related rewards is to make the specific decision problem we are interested in salient (i.e., in our experiments, we wish to see the effect of the treatments) and to crowd-out intrinsic preferences that we cannot control (Smith 1976).

- **Performance-based incentive payments help make an environment more salient to the subject so that the decisions made encode some of the emotional experiences that would be felt in the true environment.** In the risk domain, individuals who are placed into hypothetical situations often fail to predict their emotional affect and act differently than they do when faced with payoff-relevant decisions. For example, subjects faced with real financial incentives are more risk averse (Holt and Laury 2002); exhibit endowment effects where they do not wish to give up things they already possess (Lowenstein and Adler 1995); and are more eager to mitigate losses (Cubitt et al. 2001). In this experiment, our interest is in situations where emotional affect is likely to be high. Thus, performance-based incentive payments are expected to generate data in experimental conditions that more faithfully captures the emotional responses of subjects in real scenarios.

In summary, offering performance-based incentives promotes engagement of subjects’ deliberative systems; makes the environment more salient for subjects; and helps make the experimental environment more representative of the types of decisions that users of the visualization platform are likely to face. As the aim of this research is to evaluate spatial decision-making under uncertainty, this study adopted an incentive-based methodology from experimental economics in its design.

Thus, the key contributions of this study are to combine three under-researched aspects in the literature on visualization of uncertainty, specifically:

- the investigation of the task of decision-making under uncertainty, rather than map-reading of uncertain information;
- the use of quantitative experiments in exploring decision-making performance under uncertainty; and
- the application of an incentivized experimental design, to combat potential presentation effects in subjects.
3. Experiment 1 (primary)

Our experiments are designed to investigate the decision-making performance of individuals given multiple different representations of uncertainty. Of particular interest to us is the ‘right, decision, wrong outcome’ problem. Under uncertainty, people may make the right decision, but due to the underlying uncertainty this decision may result in the wrong outcome.

In our experiments, participants were presented with a decision-making task related to a wildfire. Participants had to choose to stay or leave a home based upon their interpretation of the potential and uncertain impact of a wildfire. Our objective is to see to what extent the representation used affects not just the participants’ decisions, but also the outcomes. This primary experiment addresses the most basic scenario, with extensions in response to the results covered in the next section.

3.1. Participants

Sixty students from the University of Melbourne took part in the primary experiment. The students were selected from an existing experimental economics database of participants. The students were recruited from a wide variety of faculties within the university. Students currently engaged in studying geography or closely related disciplines were actively excluded, as the aim was to focus on participants without specialized knowledge of map reading concepts. The mean age of participants was 23.8, ranging in age from 18 to 53. The majority of participants had no prior experience with wildfires. All participants in the experiment were tertiary educated with degrees ranging from Bachelors through to PhD and there was an even distribution between male and female. Approximately 50 percent of participants listed English as their first language and the other fifty percent were of Asian, South East Asian, and European descent. All participants had a good grasp of mathematics and 54 out of 60 had never formally studied GIS or cartography.

3.2. Stimuli

Five of the six experimental stimuli were maps consisting of a burn probability surface, a hillshade backdrop, a house location shown using a black cross, and a corresponding legend. The hillshade backdrop was chosen to provide some geographical context. However, roads and other topographic features were omitted from the map to minimize the chance of recognition by any subjects who might have prior knowledge of the area.

Each mapped probability surface showed the different likelihoods of being impacted by a hypothetical fire across the study region. The probability surfaces were generated by the Phoenix Rapidfire fire spread modeling software, currently in use in Victorian Government for fire prediction and management purposes (Tolhurst et al. 2008). The stimuli were not tested for being color-blind safe which could be a potential bias. However, due to the existing complexity of the task and the fact that such a small proportion of the population is colorblind, we decided not to introduce this extra factor into our experiment. The probability surface was represented using one of five different cartography representations of uncertainty (Figure 1):

(a) The simple map boundary representation (Figure 1a) was chosen as a similar style of map is currently in use in the fire services sector in Victoria today. This simplified representation encoded less information than the other representations, showing only
two classes of region: 80–100% likelihood and less than 80% likelihood of burn impact. 

(b) The color hue representation used a spectral color ramp (Figure 1b) to distinguish between five classes of burn likelihood (0–20%, 20–40%, 40–60%, 60–80%, and 80–100%). This representation was again chosen as it is used in practice as the default representation in the FSPRO fire modeling software widely used in the USA (USDA Forest Service 2015).

(c) A color value representation was chosen as variation to the color hue representation (Figure 1c) but with the addition of containing a clear value message (with lighter value representing decreasing uncertainty). This representation has been found to be successful for depicting uncertainty in a regional planning scenario by Leitner and Buttenfield (2000). In that study, the best results were observed where a darker value was used to represent more certain information.

(d) Transparency was chosen as the fourth representation (Figure 1d), as it proved successful for representing uncertainty in an experiment conducted by Bisantz et al. (2011) using a military decision-making task. A previous human subject study on transparency conducted by Bisantz et al. (2009) found transparency to be suitable for ranking levels of uncertainty in thunderstorm mapping.

(e) A point texture-based representation was also tested (Figure 1e). Texture was described by Leitner and Buttenfield (2000) in their regional planning study, to be the next most successful following color value.

Finally, a sixth, text-based representation of the predicted wildfire likelihood was also included. This inclusion is in line with research by Ware (2008), who concluded that text may often be superior to images for presenting abstract ideas, logic, and conditional information. Using text enabled an evaluation of whether representing uncertainty through simple text-based descriptions might be more effective for decision-making than through map-based representations, in contrast to some results in the literature (see Section 2.2).

In selecting the different representations, the issue of the precision of information encoded in each of the different representations was also considered (i.e., how detailed the information is in each of the different views). The four ‘normal’ representations (i.e., color hue, color value, transparency, and texture) are most precise and present the most detail. Although it gives a percentage for burn likelihood for the house location, the text representation is arguably less precise as it doesn’t provide the wider geographic context, for example, representing how close the house location is to the boundary of a probability region. This representation is also not entirely the same as the graphic representations as it does not require value retrieval in its interpretation. The boundary representation is arguably least precise as it has no internal gradation from 0–80% probability.

3.3. Procedure

The experiment was conducted using between-subjects testing where each participant viewed every scenario once. The experiment was administered in blocks of treatments (six blocks with ten participants per block). There was randomized ordering within the blocks. Each participant viewed 90 scenarios. For each scenario participants had simply to decide whether to ‘stay’ or ‘leave’ a home based on the presented information about the potential and uncertain impact of a wildfire.

As was foreshadowed in the previous sections, a key feature of this experiment is the use of a performance-based incentives scheme, adopted directly from standard experimental economics methods. Each participant was paid a flat $7 AUD participation fee. Up to
an additional $9 AUD could be earned throughout the experiment in performance-based payments. These amounts were chosen to ensure the performance-based payments (i.e., those a participant could earn) could potentially be more than the participation fee, a clear motivation for performing the experiment well (see Section 2.2). Thus, the total amount that could be earned by a participant was $16 AUD, slightly more than previous experiments as surveyed by the literature (see Section 2.2). However, because of the performance related element, in practice the most that was earned in any of our experiments was $14.40 AUD (approximately $11.50 USD). On average it took participants approximately 15 minutes to complete the entire experiment.

For each correct outcome a participant was paid $0.10 AUD. For each incorrect outcome participants did not receive a payment. An outcome was deemed to be correct if either: a. the participant decided to leave the house and it was in fact impacted by the fire;
or b. the participant decided not to leave the house and it was in fact not impacted. Whether the house was in fact impacted (burned) or not was randomly chosen with a probability equal to that represented on the map. Note that this experimental design ensured the experiment was not simply a map-reading task. The information provided to the participants gives the ‘likelihood’ of an outcome. In a small number of cases (10%) participants who elected to leave a house located in the 80–100% burn likelihood zone (logically, the right decision) would in fact suffer the wrong outcome (the house would not be impacted by the fire). Similarly, in 30% of cases houses located in the 20–40% burn likelihood zone would in fact be impacted by the fire. Our experiment also imposes a cost for choosing to leave when the house is not impacted, in which case a participant is paid 0c. This incentive structure reflects the premise that in reality successfully staying and defending a house significantly decreases the chance of property loss, at both that house and neighboring houses. Thus, our experiments embody the ‘right decision, wrong outcome’ problem, where participants who make rational decision based on reading the map may still result in the wrong outcome (and conversely, some participants who make the wrong decision may by luck result in the right outcome).

A matrix showing decision/outcome payments was displayed on the screen at all times. However, to minimize the influence of a person’s fine-grained performance on their progress, participants were not shown the total amount they would be paid until the end of the experiment. A time limit of 30 seconds was chosen for decisions, to avoid excessive delays in progress through the experiment. The limit of 30 seconds was chosen, following an initial pilot experiment which indicated it would be ample time to answer questions without stress or discomfort. A countdown timer was shown on the experiment screen showing a countdown from 30 seconds, so participants had knowledge of how much time they had to make a decision.

The experiments were run in a purpose built experimental economics computer lab. The experiment was administered through an internet browser connected to the experimental database. Data from participants was anonymized through a unique multiple-digit identifier assigned to each participant. Participants were asked to begin the experiment after reading the instruction screen on the experimental interface, which included sample images for each representation they would be shown during the experiment.

At the end of the experiment, participants were asked to complete a short questionnaire which included demographic questions, scenario preferences, general comments, questions about the participants math ability, map reading ability, and wildfire experience.

3.4. Results

Participants earned an average of $13.34 AUD in this experiment, comprised of an average performance-related incentive payment of $6.34 AUD plus a $7.00 AUD participation fee. Overall, performance related incentive payments ranged from $4.50 AUD to $7.40 AUD.

Figure 2 compares the results of a logistic regression (logit) analysis for stay/leave decisions and correct/incorrect outcomes for the primary experiment. Logit is best suited to comparing the response across different treatments because of the binary nature of the data (stay or leave decision, correct or incorrect outcome) (Cox 1970, Collett 1991). In comparing different treatments, logit requires one treatment to be identified as the benchmark against which the other methods were tested. The boundary representation was selected as the benchmark for our experiments, since it was the representation that encoded the least precise information of all the representations. The choice of the boundary representation as the benchmark does not in any way affect our results. Whilst logit
requires the selection of a baseline reference representation, the other representations can
still be compared with one another. Thus, if we were to select another representation as
the referent representation, it would not affect the relative odds ratios between other
representations.

Figure 2. Odds ratios for a. decisions and b. outcomes for different representations relative to
boundary representation for Experiment 1. Upper and lower 95-percent confidence limits are
represented by the extent of the horizontal bars. A single asterisk indicates significance at the 5
percent level. As the boundary representation is the referent representation, it is not represented
above.

Figure 2 shows the odds ratios for the different results. An odds ratio is a measure of
association between an exposure and an outcome. The odds ratio represents the odds
that an outcome will occur given a particular treatment compared to the odds of the
outcome occurring in the absence of that treatment. For example, in Figure 2a the odds
ratios indicate that participants were 0.84 times less likely to decide to stay in the case
of text than in the case of the boundary representation. Conversely the results in Figure
2b indicate that participants were 1.25 times more likely to make a decision that led to
the correct outcome in the case of text compared with the boundary representation.

The logit analysis produces significance values for each representation when compared
to the boundary representation. A single asterisk indicates a difference is significant at
the 95-percent confidence level. Figure 2a shows that none of the differences in stay versus
leave decisions across the each of the different representation was statistically significant
at the 5% level. By contrast, in terms of the outcomes in Figure 2b, the text-based
representation led to significantly better outcomes than the boundary representation,
although none of the other representations resulted in a significant difference in outcome
success.

The mean time taken by participants to decide to each scenario was found similar
across all the representations (between 3 and 4 seconds). Users performed fastest on the
boundary representation (3.41 seconds), which also resulted in the least successful out-
comes (see Figure 2a). The slowest responses were found for color value, color hue, and
textural representations (3.45 seconds), noting that these were the next three most accu-
rate behind text. Although ANOVA revealed the differences in times to be statistically
significant, the effect size is very small (at most 4 hundredths of a second).
Finally, analysis of participant preferences (Figure 3) indicated that the color hue was the most preferred representation, with the text representation—which led to the most successful outcomes—the next most preferred.

![Figure 3. Histogram showing user preference count for primary experiment. Order of the bars is the same as in Figure 6.](image)

3.5. **Discussion**

These results highlight the distinction between decision and outcome. Participants apparently took somewhat different decisions based on the different representations (for example, with rather fewer participants electing to stay given the text-based representation), even though the observed differences were not statistically significant.

However, the differences in decision do give rise to a statistically significant difference in outcomes. Subjects were least successful when using the boundary representation, and most successful when using the text-based representation, which led to 25% more successful outcomes than the boundary representation. This result apparently contradicts results of other studies that demonstrate the utility of graphical representations (see Section 2.2), although it is in line the conclusions of Ware (2008) (that text may sometimes be superior to images for abstract information).

Conversely, the boundary representation was least successful for users, although there is evidence that the boundary representation can be handled significantly more rapidly. One interpretation of this result is that the boundary representation encodes less information than the other representations (i.e., with only one category for 0–80% likelihood of fire impact, compared with four categories in the other other representations). Hence, it seems plausible that users can make faster decisions when faced with less information to process. Set against that, participants were able to complete the task rapidly on average across the board, with almost all responses requiring less than 5 seconds.
The strong user preference for the color hue was counter to expectations (and graphic design principles). The spectral color hue representation lacks any ‘value message’ and so should normally only be considered for the representation for categorical rather than quantitative data. Despite color hue having no clear risk value message, strong preference for this representation could be attributed to participants being able to read it more easily as there is higher contrast between the levels of burn likelihood. The most successful outcomes were achieved with the substantially less-preferred textual representation. Thus, preference alone may not provide a clear guide to the effectiveness of a mechanism for representing uncertainty.

In summary, Experiment 1 provided a useful baseline, with subtle indications of differences in performance, but differences between outcomes that were in most cases not statistically significant. Except in the case of text versus boundary representations, it made little difference to the outcome which representation was chosen. In some senses, this result might be interpreted to indicate that the cartography ‘doesn’t matter’ in this instance of decision making under uncertainty. Subjects performed better using textual information than with a map, and aside from the less precise boundary representation, none of the different graphical depictions of uncertainty had much impact upon the outcomes.

However, another possible interpretation of this result was that the task was too easy, with participants able to consider at their leisure all the information presented, in turn leading to little differences in outcomes. Increasing the difficulty of the experiment, however, might reveal greater differences in outcomes, the focus of the next two experiments.

4. Experiments 2 and 3

Based on the results of the primary experiment, two further adaptations of Experiment 1 were designed that would increase the difficulty of the task. In particular, time pressure and distractions are common features of emergency decision-making scenarios. Subsequent Experiments 2 and 3 aimed to examine the performance of the different representations in such scenarios. The experiments again used similar performance-based incentives to Experiment 1. It is important to emphasize all three experiments follow the same controlled experiment design. Across each of the experiments, the same information is presented to the subjects under the same conditions but using different representations. Thus, we ascribe differences in performance evident across the set of subjects to the effect of the different representations.

4.1. Procedure: Time pressure (Experiment 2)

Time-pressure is a factor in real wildfire decisions. Reducing the amount of time participants were given to make a decision seemed a natural next step in making the task more difficult. Experiment 2 used identical experimental stimuli and between-subjects methodology as the primary Experiment 1. Participants were tested in the same experimental laboratory environment, using the same computers, and given the same exit questionnaire to control for subject differences. However, instead of 30 seconds, participants were given only 5 decision-making time per stimulus with a 1 second pause in between each scenario (where participants were shown whether they were correct or incorrect and the amount earned). While this timing was a considerable reduction in the time available when compared with the 30 seconds in Experiment 1, it is still longer than
the 3–4 seconds taken on average to make a decision in that experiment.

Other minor changes to the experimental interface were made to assist participants in performing the task under time pressure. Specifically, the information on the correct/incorrect screen was further simplified and enlarged, and the stay/leave buttons were also enlarged. Further, stimuli were presented in blocks of 15, with a pause in between requiring the participant to confirm when they were ready to continue to the next 15 stimuli. These periodic breaks provided some respite for participants, useful in case participants became confused or overwhelmed rather than simply time-pressured. Finally, in line with the objective of rewarding rapid decisions, participants were not paid for a decision if they ran out of time.

4.2.  Procedure: Dual task (Experiment 3)

Distraction is also a factor in emergency decision making. Experiment 3 used a dual task design, so participants would have to make decisions with competing information and attention. Experiment 3 followed the Experiment 1 design, but where the original stimuli were paired with a secondary task. The secondary task involved a series of sentences to memorize. For each sentence, participants were later required to answer whether two statements about the prepositional content of each sentence was true or false. The sentences used had been shown in previous research on working memory to work well in dual-task experiments (Fedorenko et al. 2007). As an example, one sentence used was: ‘The detective who recognised the spy crossed the street at the light.’ One of the corresponding (true) statements was: ‘The detective crossed the street at the light’ (i.e., as opposed to the spy). Appendix A contains a full list of sentences and their corresponding true/false questions as used in this experiment.

Six different sentences and their corresponding statements were spliced between the blocks of 15 stimuli (i.e., participants memorized a sentence, completed 15 stimuli, indicated whether two statements about the sentence were true or false, and then repeated the sequence). The timing for this experiment was the same as the primary Experiment 1 (30 seconds per scenario) including for secondary tasks (i.e., up to 30 seconds to memorize each sentence and indicate whether each corresponding statement was true or false).

4.3.  Participants

60 new participants were recruited for each of Experiments 2 and 3. In each experiment, any participants who had participated in previous experiments were excluded, to guard against learning effects. The population of participants had similar characteristics to those in Experiment 1: mean age approximately 24, ranging from 18 to 63; education ranging from year 12 through to PhD; relatively even distribution between the sexes with 60 percent male; approximately 50% of participants listing English as their first language with the remainder of South East Asian, European, or Asian descent; and all participants having a good grasp of mathematics, with only 5% having previously studied GIS or cartography.

4.4.  Results

The same logistic regression analysis used for Experiment 1 was again used to examine any differences in decisions and outcomes for the time pressure and dual task experiments
(2 and 3). The boundary representation was again chosen as the benchmark for all analyses. The odds ratios of a correct response of each of the representations relative to the boundary method were also computed.

Figure 4 provides a graphic representation of odds ratios and confidence intervals for Experiment 2, time pressure. The results show that while only transparency led to significantly different decisions when compared to the boundary representation (Figure 4a), with the exception of text all of the representations led to significantly better outcomes than boundary. In particular, the color hue representation again performed particularly well, leading to the best overall outcomes (1.37 times more likely to lead to a correct decision) significant at the 99-percent confidence level.

Figure 5 provides the same results for Experiment 3, dual task. The picture in Experiment 3 is different again, with none of the representations leading to an significantly different outcome and with text and color value leading to significantly fewer ‘stay’ decisions.

On average subjects earned $13.00 AUD for participation in the time-pressure experiment, of which $6.00 AUD was performance related (ranging from $4.70 AUD to $7.20 AUD). By contrast, subjects earned average of $5.36 AUD performance-related incentives for the dual experiment with amounts varying from $4.40 AUD to $6.40 AUD.

Preferences

Figure 6 shows the histograms of user preferences for Experiments 2 and 3. The pattern of preferences is broadly consistent with that in Experiment 1 (Figure 3), but with a marked reduction in preference for the text-based representation in Experiment 2, time pressure.
Figure 5. Odds ratios for a. decisions and b. outcomes for different representations for Experiment 3 (dual task). Upper and lower 95-percent confidence limits are represented by the extent of the horizontal bars. A single asterisk indicates significance at the 5 percent level and the double asterisk indicates significance at the 1 percent level. As the boundary representation is the referent representation, it is not represented above.

Figure 6. Histograms of user preferences for a. Experiment 2 (time pressure), and b. Experiment 3 (dual task). Order of the bars is the same as in Figure 3.

Time analysis

Examining the average times taken across the three experiments shows only relatively small differences in time taken (Table 1). In particular, the effect on time taken of the time pressure experiment is a reduction in time taken of approximately 2 tenths of a second on average. Interestingly, in Experiment 2, users took slightly longer to make decisions with the text and boundary representations, and they were also less accurate with these two representations.
### 4.5. Discussion

The results of the time-pressure experiment did indeed lead to a different pattern of results. All of the other map-based representations outperformed the boundary representation. This result is further evidence that users were able to account for and include in their decision-making the varying levels of uncertainty encoded in these representations, but not encoded in the boundary representation. Only text led to outcomes as poor as the boundary representation. It seems likely that under time-pressure, map-based information is easier to use rapidly, an impression somewhat supported by the longer time required to decide using the text-based representation (a small effect size—at most one twentieth of a second—but significant at the 1% level).

A clear increased preference for the color value representation was evident in Experiment 2, when compared with Experiment 1, with text showing a clear decreased preference. However, color hue remained the most preferred, and in this case was also the most successful in terms of outcomes. The participants’ preference for color hue is one possible reason for the improved performance (e.g., participants liked the color hue representation more, so perhaps paid more attention to it). However, this interpretation is somewhat contradicted by the results in Experiment 1, where color hue was more strongly preferred, but was not the most successful in terms of outcomes. In general, visualization literature indicates that user preferences do not typically influence performance (Quispel and Maes 2014, Wilkening 2009). This success might instead be attributed to the color hue’s ability to provide a ‘quick-and-dirty’ answer. This concept aligns with research by Wilkening (2009), who finds that people using maps for decision-making indeed prefer different types of map displays according to whether under time pressure or not. Although the representation does lack a value message, there are in most cases clearer distinctions between the different zones than are possible with more elegant and graphically correct choices of visual variable (i.e., color value or transparency). This lack of value message is comparable to the ‘rainbow color map’ issue commonly encountered in visualization literature (Light and Bartlein 2004, Borland and Taylor II 2007). The use of the rainbow color map is cartographically inelegant, confusing, and obscuring but it is still widely used because it successfully encodes continuous rather than discrete surfaces (Borland and Taylor II 2007).

The time pressure experiment did indeed lead to a small but significant decrease in the time taken by participants to decide (up one quarter of a second on average). The slowest responses were also observed when using the worst-performing representations (boundary and text). Further, subjects were somewhat less accurate overall in Experiment 2, making more incorrect decisions than Experiment 1 and earning marginally less performance-related incentive payments (on average $6.00 AUD) for Experiment 2 versus $6.34 AUD.
for Experiment 1). It seems reasonable to conclude from these results that Experiment 2 did indeed increase the difficulty of the experiment, and the observed differences between Experiments 1 and 2 might be attributable to this increased difficulty. For example, the differences in outcomes using the text representation may imply that while text can be the best representation in cases where one has time, it may be the worst in cases where time is limited.

In the dual task experiment, however, none of the representations were significantly different in outcomes from the boundary representation, although both text and color value were associated with significantly fewer ‘stay’ decisions. The performance of participants was the worst of all three experiments, with participants earning performance-related incentive payments of on average just $5.36 AUD. In fact, this performance translates into numbers of correct decisions in the dual task experiment that were not significantly better than purely random decisions. In short, the dual task experiment effectively reduced participants to decisions that gave rise to outcomes no better than ‘flipping a coin.’ Our conclusion is that Experiment 3 was too difficult, confounding the participants to the extent that again the representation used did not really matter, and participants performed equally poorly with all representations.

5. Conclusion

This work explored experimentally the effects of different graphical and textual representations of uncertainty on human subjects’ abilities to make decisions under uncertainty. The question of how decision-makers perform under uncertainty requires the ‘right decision, wrong outcome’ problem to be addressed. Thus, our experimental design incorporates as a key feature the possibility that subjects will make the right (i.e., rational) decision—for example, decide to leave a home predicted to have an 80–100% chance of being impacted by a fire—that leads to the wrong outcome—for example, in a small proportion of instances, homes predicted to have an 80–100% chance of being impacted by a fire will in fact not be burned. Previous work has tended to ignore this issue, focusing instead on evaluating the map-reader’s success at correctly reading the level of uncertainty from a map.

The experiments compared five map-based and one text-based representation of uncertainty in an emergency decision-making scenario. As all three experiments follow an identical controlled experimental design (i.e., same stimuli, same method for recruiting participants, same experimental conditions, incentives scheme, laboratory, and computers) we can infer that through these experiments we are as accurately as possible measuring people’s responses to the stimuli. The results show no evidence of a link between user preference and task performance. For example, color hue was found to be the most preferred representation across all experiments, and whilst it performed best in terms of outcomes for Experiment 1, this was not the case for Experiments 2 and 3. These findings support those in research conducted by Quispel and Maes (2014) and Wilkening (2009), for example, indicating that user preferences do not typically influence performance. In terms of outcomes, participants performed best when allowed time and focus to consider the decision. In this case, the purely text-based representation outperformed all the map-based representations. In this respect, our results accord with Ware (2008), indicating that text may be superior to graphics for presenting abstract information about uncertainty. This concept draws parallels with work on positional uncertainty by Hope and Hunter (2007a) who also found quicker decisions were made with probability represented
textually/numerically than with color value or a representation similar to our boundary representation.

However, as the difficulty of the task was increased, with time pressure introduced, this pattern was reversed with time- and attention-consuming textual information leading to amongst the worst outcomes. Under time pressure, the best outcome was achieved with a spectral color hue representation. Such a representation is amongst the most inelegant tested, and acknowledged to be inappropriate for use with quantitative data. Research by Gehlenborg and Wong (2012) on using heat maps reported that ‘color can be unreliable when used to represent discrete values’ because there is a ‘discordance between what we ‘should’ see and what we ‘actually’ see.’ However, in our case of time-pressured decision making under uncertainty, the stark differences in regions of uncertainty, perhaps combined with users’ preferences, led to the most rapid and high-accuracy decisions of any representation tested.

Across both experiments, the simplified ‘boundary’ map, encoding only two rather than five regions of uncertainty, was amongst the worst performers. Hence, whether using map or text-based representations, subjects were still able to incorporate the additional information encoded by more detailed representations of uncertainty. A third experiment increased further the difficulty for subjects, distracting them with a dual task. In this experiment, participants ability to use the information in the uncertainty representation failed completely, with none of the representations improving outcomes above those that might occur by random chance.

Our results have application to the design of maps and graphics for conveying uncertain geographic information to decision-makers, in particular in risk-laden domains such as emergency response. Uncertainty is an essential component of many applications of map products that needs to be accounted for by map designers. In particular, outcome uncertainty—uncertainty in the mind of a decision-maker about which locations may be impacted by a near-future event—is inherent not only in emergency response, but common in other applications such as weather forecasts, climate change, transportation and urban planning. Experimental designs such as those used in this research can provide quantitative data about user responses to different representations that incorporate the effects of uncertainty on decision-making, not only the map-reading task.

Our experiments and results are targeted specifically at static, paper maps. While other displays are certainly possible, static paper maps are a vital media for communication in emergencies. Such paper maps provide a relatively intuitive and accessible tool for communication of emergency information to the public and between different levels of emergency response personnel. Paper maps are, for example, overwhelmingly the media of choice in use in practice by Victorian emergency responders (Garvey 2013), with whom we work extensively. While higher level professional emergency personnel may be well-versed in map reading, many emergency response personnel are volunteer members of the local community without any specialist GIS skills or training (Garvey 2013). Static maps, such as those tested, are also frequently provided to members of the public. These maps are used by non-expert individuals to make decisions about their own safety, particularly in Australia where there are no forced evacuations. Despite this ubiquity, for those without high levels of map expertise, the assumptions and limitations of maps are widely acknowledged to hold the potential for misinterpretation (Monmonier 1996). By using student participants with little or no GIS or map-reading experience in our experiments, we aim capture the responses of this wider audience.

An auxiliary contribution of this paper has been to introduce performance-based incentives into the design of these experiments. Such experimental designs are widely used in
experimental economics to control for ‘risky’ choices, where participants need to judge or predict outcomes, but only infrequently found in visualization and cartography. Experimental examinations of decision-making under uncertainty should account for exactly these risky choices. Without such incentives, it is arguably less likely that results will reflect decision makers’ true incentives and behavior in actual emergency decision-making settings.

A limitation of the study is the focus on a single decision making task. It is possible that the task itself influences the role and effects of uncertainty upon the decision-maker. In previous work, Riviero et al. (2014) found no increases in the time required for air traffic control decision tasks when using transparency to represent uncertainty. St John et al. (2000) similarly found that time to make a decision (to attack or wait) did not increase when including symbology to represent the uncertainty in the size of an enemy unit. In contrast, Shattuck et al. (2009) found that the time taken to make a decision increased when including uncertainty in a troop deployment decision-making scenario.

Future work could extend this research in a number of ways. This initial performance-based incentive experiment deliberately focused on a highly simplified example of a spatial decision: whether a house would be impacted by an uncertain wildfire extent. Whilst this situation was of a spatial nature, knowledge of spatial concepts wasn’t crucial to the decision-making process. Although the task difficulty was increased through both time pressure and distractions, further experiments are planned with fundamentally more complex spatial tasks, such as routing and navigation. Rather than having participants select whether to stay or leave based upon the location of the house, participants would be presented with multiple exit routes and would need to select the best in the presence of uncertain outcomes. Our experiment has also deliberately focused on static cartographic interfaces, but examining decision making under uncertainty with dynamic and interactive interfaces (e.g., animation or brushing) is another natural extension.

Of course further complexity would also arise in practical decision making in the application in the field. Our results shed light on the effects of using different representations of uncertainty in the rarefied atmosphere of the lab, albeit with unambiguous incentives, time pressures, and distractions. However, in practice decision-making tasks are more complex still, especially in domains such as emergency response. Research into the effects of decision making under uncertainty in a wider range of contexts might reveal more complex different patterns.

Finally, this experiment has examined just one aspect of uncertainty: the likelihood of impact by wildfire. The experimental method set out in this work could be used for examining not only the effect of different cartographic representations upon spatial decision making, but the impact of different aspects of uncertainty, including decision-making with imprecise information and decision-making with vague spatial knowledge.
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7. Appendix A

List of sentences and true/false questions used for the dual-task experiment adapted from Fedorenko *et al*. (2007).

- Sentence 1: The detective who recognized the spy crossed the street at the light.
  - Question 1a: The detective crossed the street at the light.
  - Question 1b: The spy recognized the detective.
- Sentence 2: The waitress who hugged the bartender dropped the tray on the floor.
  - Question 2a: The waitress hugged the bartender.
  - Question 2b: The waitress dropped the tray.
- Sentence 3: The acrobat who mocked the clown performed the trick at the show.
  - Question 3a: The clown mocked the acrobat.
  - Question 3b: The clown performed the trick.
- Sentence 4: The lecturer who provoked the dean left the university in the summer.
  - Question 4a: The dean left the university in the summer
  - Question 4b: The dean provoked the lecturer
- Sentence 5: The singer who blamed the organizer cancelled the concert in Los Angeles.
  - Question 5a: The singer cancelled the concert.
  - Question 5b: The orchestra blamed the singer.
- Sentence 6: The biker who the driver ignored made the turn at the crossing.
- Question 6a: The driver made the turn at the crossing.
- Question 6b: The biker ignored the driver.

8. Appendix B

Screenshots of the experiment interface.

Figure 7. Introduction screen for the primary experiment.
Figure 8. Experiment interface for the time pressure experiment showing payment matrix, countdown timer and color value stimuli.
Figure 9. Experiment interface for the time pressure experiment showing payment matrix, countdown timer and color hue stimuli.