Design of a Model Observer to Evaluate Calcification Detectability in Breast Tomosynthesis and Application to Smoothing Prior Optimization
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Purpose: In this work we design and validate a model observer that can detect groups of microcalcifications in a four alternative forced choice (4-AFC) experiment and use it to optimize a smoothing prior for detectability of microcalcifications.

Methods: A channelized Hotelling observer (CHO) with eight Laguerre-Gauss channels was designed to detect groups of five microcalcifications in a background of acrylic spheres by adding the CHO log-likelihood ratios calculated at the expected locations of the five calcifications.

This model observer is then applied to optimize the detectability of the microcalcifications as a function of the smoothing prior. We examine the quadratic and total variation (TV) priors, and a combination of both. A selection of these reconstructions was then evaluated by human observers to validate the correct working of the model observer.

Results: We found a clear maximum for the detectability of microcalcification when using the total variation prior with weight $\beta_{TV} = 35$. Detectability only varied over a small range for the quadratic and combined quadratic-TV priors when weight $\beta_Q$ of the quadratic prior was changed by two orders of magnitude.

Spearman correlation with human observers was good except for the highest value of $\beta$ for the quadratic and TV priors. Excluding those, we found $\rho = 0.93$ when comparing detection fractions, and $\rho = 0.86$ for the fitted detection threshold diameter.

Conclusions: We successfully designed a model observer that was able to predict human performance over a large range of settings of the smoothing prior, except for the highest values of $\beta$ which were outside the useful range for good image quality.

Since detectability only depends weakly on the strength of the combined prior, it is not possible to pick an optimal smoothness based only on this criterion. On the other hand, such choice can now be made based on other criteria without worrying about calcification detectability.

I. INTRODUCTION

Digital breast tomosynthesis (DBT) is a recent three dimensional (3D) breast imaging technique with increasing clinical use. Compared to 2D mammography, reconstruction of the breast’s anatomy in thick slices with high in-plane resolution allows better visualization of low contrast lesions due to the removal of interference from overlapping tissues. According to the meta-analysis by Lei et al.1 single view DBT results in better sensitivity and specificity than two view digital mammography for diagnosing benign and malignant breast lesions, even though there remains a risk of underclassifying malignant lesions that present as microcalcifications2.

Despite being commercially available for a few years already, current breast tomosynthesis systems3 show a large variety in reconstruction methods and acquisition parameters such as angular range and number of projections, indicating that there is no obvious optimal practical implementation of a breast tomosynthesis system. Further optimization within the constraints of existing hardware could therefore potentially increase the clinical performance of these devices, but this process requires relevant quality metrics and efficient methods to evaluate them. A good candidate is the detection performance of simple geometric shapes in a structured background, because for this task human performance can be estimated by model observers4–8.

When model observers are applied in breast tomosynthesis, they are typically used to evaluate either the projection geometry or the 3D reconstruction technique. In many instances a channelized Hotelling observer (CHO) is used to evaluate detectability of low contrast mass-type lesions. Chawla et al.9 used this method to examine the effect of the number of projection images and the total angular range of those projections on detectability in both the projection and the reconstructed image domains. Possible sources of discrepancies between different model observer implementations were examined by Young et al.10 who showed the need to take inter-projection correlations into account when applying the CHO in the projection domain and by Park et al.11 who demonstrated that the choice of different 2D and 3D observer channels resulted in different preferences in system geometry. Focusing on the evaluation of 3D reconstruction techniques, Van de Sompel et al.12 used
the CHO to compare variants of filtered backprojection (FBP), the simultaneous algebraic reconstruction technique (SART), and maximum likelihood (ML) reconstruction, while Zeng et al.\textsuperscript{19} found that the choice of reconstruction method did not influence the ranking of different acquisition geometries.

Some authors used alternative model observers to the CHO, such as the channelized non-prewithening (CNPW) observer from the works of Gifford et al.\textsuperscript{14} and Lau et al.\textsuperscript{15} which they used to examine the effect of the number of projection views on detectability. This observer was shown to predict human observer performance when combined with a separate holistic search step\textsuperscript{13}.

In cases where the background structure and noise are stationary, it is possible to use frequency domain observers instead of the CHO and CNPW which are applied in the image domain. Reiser and Nishikawa\textsuperscript{16} presented a prewithening observer which was used to evaluate detectability of low contrast masses as a function of the number of projections, scan angle, and quantum noise. Wang et al.\textsuperscript{17} used the same observer type to optimize a slice thickness filter in FBP and Gang et al.\textsuperscript{18} evaluated performance of five frequency domain model observers for a wide range of scan angles and found reasonable correspondence with human observers.

While most authors focus on the detection of mass-like lesions, a few also concentrate on the detection of microcalcifications, an area where current tomosynthesis implementations do not have an advantage over digital mammography\textsuperscript{19}. Das et al. used the same visual search CNPW as Lau et al.\textsuperscript{15} and applied it to compare the detectability of microcalcifications in FBP and penalized ML reconstructions\textsuperscript{20} and to evaluate the effect of the cutoff frequency of a Butterworth filter in FBP reconstruction\textsuperscript{21}. Hu and Zhao\textsuperscript{22} applied a frequency domain prewithening observer to demonstrate the effects of angular dose distribution on the detection of microcalcifications, and Sidky et al.\textsuperscript{23} used the same type of model observer and task to optimize a total variation smoothing prior.

Here we focus on this last task by designing a channelized Hotelling observer that can predict human observer performance in a microcalcification detection task, and then apply this model observer to optimize the smoothing prior in the model based ML iterative reconstruction we presented previously\textsuperscript{24}.

\section*{II. MATERIALS AND METHODS}

\subsection*{A. Phantom & Reconstruction}

We used a prototype phantom designed to compare the performance of 2D full-field digital mammography and digital breast tomosynthesis systems\textsuperscript{25}. It contains 3D printed masses and microcalcification particles (CaCO$_3$, 2.7 g/cm$^3$, produced by Leeds Test Objects Ltd, Boroughbridge, United Kingdom) placed within a structured background consisting of acrylic (PMMA) spheres with diameters of 15.9 mm, 12.7 mm, 9.5 mm, 6.4 mm, 3.2 mm, and 1.6 mm, placed in water, which together show statistical properties close to those of patient images\textsuperscript{35}. A photograph and a reconstructed slice of the phantom are shown in figure 1. In this work we only consider the microcalcification targets.

The phantom includes five microcalcification groups fixed on a 2 mm thick PMMA plate, placed at a height of 20 mm in the phantom, and 50 mm away from the chest wall side. Each group consists of five calcifications arranged such that four lie in the corners of a square (side 7.1 mm), with the fifth at the center, as shown in figure 2. The different groups contain calcifications with diameters in the following ranges: 90–100 $\mu$m, 112–125 $\mu$m, 140–160 $\mu$m, 180–200 $\mu$m, and 224–250 $\mu$m. The thin plate itself is not visible in the reconstructions and the limited angle acquisition causes the structured background to be visible inside the volume of the thin plate in the form of out-of-plane artifacts.

Fifteen sets of projection data were acquired on the Siemens Mammomat Inspiration tomosynthesis system for each of three exposure settings: the one determined by the automatic exposure control (AEC), and at half and double the AEC dose level. The detector has a pixel spacing of 85 $\mu$m and each acquisitions consists of 25 projections spread over 50$^\circ$. Between every set of three acquisitions at the different dose levels, the phantom was shaken and placed back on the detector in order to generate a different background structure with the same statistical properties by displacing the spheres in the phantom.

Phantom images for all three dose levels were reconstructed using the Siemens system filtered backprojection...
depends on the measured data, which includes an acquisition dependent resolution model to compensate for blur introduced by the motion of the x-ray tube during image acquisition, and includes additional constraints in the form of a quadratic smoothing prior with weight $\beta_Q$ and a total variation $TV_{Q}$ smoothing prior with weight $\beta_{TV}$. The two smoothing priors further depend on the reconstruction volume $\bar{\mu}$ indexed by $j$ and $k$ and neighbor weights $w_{jk}$.

$$L = \sum_{i} y_i \ln \bar{y}_i - \frac{\beta_Q}{4} \sum_{j,k} w_{jk}(\mu_j - \mu_k)^2 - 4\beta_{TV} \sum_{j,k} w_{jk} |\mu_j - \mu_k|$$

All reconstructions were performed with voxel sizes of $85 \times 85 \times 1000 \, \mu m^3$ and from these reconstructions regions of $236 \times 236 \times 30$ voxels, roughly corresponding to $20 \times 20 \times 30 \, mm^3$, were extracted for use in the observer studies described below.

B. Human Observer Study

Images acquired from the phantom were used to evaluate the detectability threshold of the included groups of calcifications for a specific combination of system settings by means of a human observer study. The study took the form of a four-alternative forced choice (4-AFC) where all four choices were shown to the observer at the same time, since this has been shown to provide the best results when working with inexperienced observers such as students or interns. In such a study each observer is shown four 3D regions of interest (ROI) as a stack of sequential reconstructed slices, one of which contains a group of microcalcifications, and then selects the ROI thought to contain the lesion. In practical terms, the 4-AFC cases were presented in groups of 15, with matching target size and reconstruction type within each group. The order in which these groups were evaluated was randomized independently for each observer. By evaluating this experiment for different calcification diameters and observers for each reconstruction, we can determine the smallest diameter for which at least 62.5% of the microcalcification groups remain visible by a two parameter psychometric curve fit to the correctly detected fractions $d(\phi)$ for each target diameter $\phi$:

$$d(\phi) = 0.25 + \frac{0.75}{1 + \left(\frac{\phi}{\sigma_{tr}}\right)^{-\gamma}}. \quad (2)$$

The free parameters are the 62.5% detection threshold diameter $\phi_{tr}$, and the slope of the curve $f$.

C. Model Observer Design

The first task in setting up the model observer is generating a set of signal templates for the reconstructed microcalcification targets in the phantom. Because the target sizes were chosen in order to create a wide range of detection levels (from non-visible to subtle to obvious), it was not feasible to get good signal templates from the measured data. Therefore simulated projection data were used to create the signal templates.

Using the system geometry of the Siemens Mammomat Inspiration tomosynthesis system, we simulated noise- and scatter-free projection data of the microcalcification targets in a homogeneous background, and of the same homogeneous background without the targets. The targets were simulated at an isotropic voxel size of 5 $\mu m$, and the background at 85 $\mu m$. The detector pixels were supersampled by a factor of 5 to model partial volume effects, and eight source positions were simulated to model the tube motion during the 120 ms exposure time. The target templates were then obtained by subtracting the reconstruction of the background from the reconstruction with the target included. Examples are shown in figures 3 and 4 for FBP and MLTR$_{pr}$ with $\beta_Q = 2 \cdot 10^4$ and $\beta_{TV} = 2$ respectively.

The channels for the CHO were selected by evaluating the performance of the first 2 to 16 Laguerre-Gauss (LG) channels$^{36,37}$, with width $\sigma$ of the Gaussian part set to between 1 and 5 pixels of 85 $\mu m$ in steps of 0.2 pixels, on a fully simulated dataset from a previous study$^{38}$. This dataset consisted of clusters of spherical microcalcificas-

![FIG. 3. Templates of the five target diameters for an FBP reconstruction, showing the focus plane in the middle together with the planes above (top) and below (bottom).](image)
tions between 100 µm and 200 µm set in random locations in a background of filtered white noise. Projections for these data were simulated as described above for the templates, after which Poisson noise was added and the projections were reconstructed using precursors of the FBP and MLTR\textsubscript{pr} methods\textsuperscript{28,39} in this paper. From this evaluation, the first eight LG channels with width σ set to 187 µm (2.2 pixels of 85 µm) were selected because that setting resulted in the highest free-search ROC (FROC) area under the curve (AUC) determined by the weighted JAFROC method\textsuperscript{40}. The efficient LG channels were selected over the anthropomorphic difference-of-Gaussian or Gabor channels\textsuperscript{6,8,41}, because the search step included in the model observer (see section II C 3) to account for the uncertain target locations in the phantom, will decrease the initial performance. Therefore it seemed more prudent to start from the higher scoring LG channels, where this drop in performance could be tuned to match human performance, rather than start from the anthropomorphic channels, where this further drop in performance could end up lower than the actual human performance.

The selected settings create the channels that are shown in figure 5, which is at the same scale as figures 3 and 4 so that the relative sizes of the channels and targets can be compared.

Since the targets all have diameters of 250 µm or less, and reconstructions have a typical plane separation of 1 mm we chose to use a single-plane observer on the in-focus reconstructed plane rather than a multi-plane observer. With this implementation we also avoid problems that would be caused by the different appearance of the out-of-plane artifacts of the calcifications in the different reconstruction types. This can be seen in the top and bottom rows of figure 3 and 4: the center of the out-of-plane artifact is shifted slightly compared to the central plane target with the direction of the shift depending on the location of the target in the phantom. Additionally the out-of-plane artifacts look very different in both reconstruction techniques. These two observations are the reason why the same channels, centered at the same location in the planes above and below the focus plane, cannot be used.

2. The 4-AFC Experiment

With these signal templates and channels, we can apply a channelized Hotelling observer (CHO) to the individual calcifications in each group. This is however not the approach adopted by the human observers, who examined the image for the entire group of five calcifications, rather than each calcification individually. In order to perform the same 4-AFC experiment as the human observers, the model observer has to calculate a single likelihood ratio for the presence of five calcifications $c_i$ at locations $\ell_i$ with $i \in \{1, 2, 3, 4, 5\}$ for each presented ROI. This means calculating $p(L_1, L_2, L_3, L_4, L_5|c_i=0)$ and $p(L_1, L_2, L_3, L_4, L_5|c_i=1)$, with $c_i=0$ shorthand for $c_1=c_2=c_3=c_4=c_5=0$ and $L_i$ the 8-element channel output of image location $\ell_i$, calculated as follows:

$$L_{ik} = \sum_j C_{jk} \ell_{ij}$$

with $k$ indexing the eight selected channels $C$, and $j$ indexing the 32×32 voxels in each channel and in the region around location $\ell_i$ to which they are applied.

For simplicity, we assume these five locations are independent. This is sufficiently accurate for the data noise because after reconstruction, these correlations are mostly oriented perpendicular to the planes, and the noise correlations within the plane are very small and of very short range, because these locations do not share any projection lines and are essentially reconstructed from different detector pixels. This approximation is less accurate for the anatomical noise which is created the PMMA spheres in the phantom which have diameters between 1.6mm and 16mm, and thus will create anatomical noise correlations between locations in that range. Because there are either five calcifications present or none, we can say:

$$p(L_1, L_2, L_3, L_4, L_5|c_1=1) = p(L_1|c_1=1) \cdot p(L_2|c_1=1) \cdots p(L_5|c_1=1)$$

$$p(L_1|c_1=1) \cdot p(L_2|c_2=1) \cdots p(L_5|c_5=1),$$

which means we can add the log-likelihood ratios of the five locations to obtain the log-likelihood ratio $q(A)$ for
region of interest $A$.

$$q(A) = \ln \frac{p(A|\bar{A}_1)}{p(A|\bar{A}_0)}$$

(7)

$$= \ln \frac{p(L_1, L_2, L_3, L_4, L_5|c_1 = 1)}{p(L_1, L_2, L_3, L_4, L_5|c_1 = 0)}$$

(8)

$$= \ln \frac{p(L_1|c_1 = 1)}{p(L_1|c_1 = 0)} + \ldots + \ln \frac{p(L_5|c_5 = 1)}{p(L_5|c_5 = 0)}.$$ 

(9)

Each individual log-likelihood ratio $q$ was then calculated as follows\textsuperscript{42}:

$$q(L) = (\bar{L}_1 - \bar{L}_0)^T C_A^{-1} L - \frac{1}{2} (L_1 C_A^{-1} L_1 - \bar{L}_0^T C_A^{-1} \bar{L}_0),$$

(10)

with $L$ the channel output of location $\ell$ in ROI $A$ for which the score is being calculated, $\bar{L}_1$ the template of signal present, $\bar{L}_0$ the template for signal absent, and $C_A^{-1}$ the $8 \times 8$ inverse covariance of the channel output calculated specifically in the evaluated ROI $A$. This covariance matrix was itself calculated by applying the selected channels to approximately 10 000 partially overlapping regions of $32 \times 32$ voxels, each one shifted by 8 pixels in a plane from the previous region and with regions extracted from every other plane in the selected ROI (with a size of $236 \times 236 \times 30$ voxels).

3. Calcification Group Geometry

In ideal circumstances, when the exact location of each calcification is known, scores for these five locations could just be added to get the score of each ROI. However, in reality the exact location of each calcification in the phantom was not known because the targets in this prototype phantom were positioned by hand. Therefore the target regions for the 4-AFC study were extracted by using their relative position to the location of the largest calcification group, which was clearly visible in all images.

To account for inaccuracies due to deviations from the expected target geometry described in section II A, the model observer performs a search through five planes centered around the expected position of the calcifications in each ROI. The central target is searched for in a disk with a diameter of 32 pixels (2.72 mm). The search regions for the four calculations on the corner positions were then determined relative to this variable position of the central calcification. The peripheral microcalcifications are allowed to be within a disc with diameter of 24 pixels (2.04 mm) centered at their expected locations 43 pixels (3.66 mm) to the left or right and 43 pixels to top or bottom from the central calcification, as shown in figure 6. All five calcifications also need to be contained within two adjacent planes at most. The final score for each image stack is now the maximum score that falls within these geometric constraints.

4. Reference Data

Before applying the model observer to its intended task of optimizing a smoothing prior as described in the next section, we compared it to a small set of reference data to make sure the model observer was working as intended. This dataset consisted of the three FBP reconstructions of the low, AEC, and high dose level phantom acquisitions, which had been evaluated by five human observers,\textsuperscript{25} and one additional MLTR reconstruction with $\lambda_Q = 2 \cdot 10^4$ and $\beta_{TV} = 2$ of the AEC dose level acquisition which was evaluated by a different group of five observers.

An initial comparison between the results from the 4-AFC evaluations performed by the model observer and those of the human observers found that using a single, global covariance matrix to describe the correlations for all ROI reconstructed with the same method resulted in a large mismatch. This problem was solved by determining an individual, local covariance matrix for each evaluated ROI, as in equation (10). The reference data were then used to set the geometric constraints described in section II C 3. Even though no internal noise was included in the model observer, these constraints can actually be seen as performing the same role as internal noise, since both can be tuned such that the model observer matches human observer results. In this instance, allowing more flexibility in the constraints, i.e. allowing larger search areas for the model observer, as in figure 6, will lower the performance of the model observer, because it increases the chance of finding high scoring noise structures in the background images.

Figure 7 shows the 4-AFC scores and psychometric curves for the human observer and the final implementation of the model observer. Because it is relatively hard to compare the results from both observers, a direct comparison of the 20 detected fractions (5 diameters for 4 reconstructions) from the 4-AFC evaluations is shown in figure 8, and the comparison of the fitted detection threshold diameters $\phi_{tr}$ is shown in figure 9.

Figure 8 shows that the detected fraction of the the smallest microcalcification group (90–100 $\mu$m) in the
FBP and MLTR pr reconstructions of the AEC dose acquisition are underestimated by the model observer, with one of the points even scoring significantly below the guessing level of 25%. Because the reference dataset was too small to examine this behavior further, the performance of the smallest target size (90–100 μm) was examined in more detail in the results of the application of the model observer on the smoothing prior optimization task.

D. Smoothing Prior Optimization & Model Observer Validation

We applied the model observer presented in section II C to the optimization of the smoothing prior weights βQ and βTV in the MLTR pr reconstruction of the AEC dose level phantom measurements. For this task, we examine the quadratic smoothing prior for strength βQ between $2 \cdot 10^3$ and $5 \cdot 10^3$, the total variation with $\ell_1$ norm for strength βTV between 1 and 50, and the combined prior with $\beta_Q$ between $2 \cdot 10^3$ and $2 \cdot 10^5$ for $\beta_{TV} = 2$, and $\beta_Q$ between $2 \cdot 10^4$ and $2 \cdot 10^5$ for $\beta_{TV} \in \{4, 6, 8\}$. With these ranges of the prior weight, the reconstructed images vary from noisier to smoother than the images used in clinical practice.

After finishing the optimization study, nine prior settings were selected for validation by human observers in order to validate the results obtained by the model observer. The 4-AFC experiments for the selected reconstructions were performed by five human observers. Spearman’s ρ, which does not make assumptions on the variable distributions, is used to calculate the correlations between human and model observer detection fractions and fitted threshold diameters.

III. RESULTS

A. Smoothing Prior Optimization

Figure 10 shows the fitted threshold diameter to the 4-AFC experiment results for the quadratic, total variation, and combined priors. The smallest threshold diameter of 120 μm was reached for the total variation prior with $\beta_{TV} = 35$. Threshold diameters only decrease slowly with increasing prior strength for the quadratic and combined smoothing priors, with threshold diameters between 133 μm and 138 μm for $\beta_Q > 10^4$. Results of the combined prior with $\beta_{TV} = 4$ and $\beta_{TV} = 6$ are not shown because they overlap with the results of the quadratic and combined priors.

B. Model Observer Validation

The nine prior settings that were selected for validation by human observers are listed in table I. Figure 11 shows a calcification group with 180–200 μm targets for each of these priors to illustrate the wide range of settings that was chosen.

Human and model observer detection scores for these reconstruction settings are shown in figure 12, with the
FIG. 10. Fitted threshold diameter from model observer results for the quadratic, total variation, and combined priors, with 95% confidence intervals for the cases selected for human reading.

<table>
<thead>
<tr>
<th>Prior Type</th>
<th>Prior Strength $(\beta_Q, \beta_{TV})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quadratic</td>
<td>$(6 \cdot 10^3, 0); (5 \cdot 10^4, 0); (5 \cdot 10^5, 0)$</td>
</tr>
<tr>
<td>Combined</td>
<td>$(2 \cdot 10^4, 2); (8 \cdot 10^4, 8)$</td>
</tr>
<tr>
<td>Total Variation</td>
<td>$(0, 3); (0, 20); (0, 35); (0, 50)$</td>
</tr>
</tbody>
</table>

TABLE I. Prior settings selected for verification by human readers.

two outliers shown in red: the scores of the 112–125 $\mu$m target for $\beta_Q = 5 \cdot 10^5$ and the 140–160 $\mu$m target for $\beta_{TV} = 50$, i.e. the highest values for $\beta$ for the quadratic and total variation priors respectively. The scores of the 90–100 $\mu$m targets are not included, and examined separately in section III C. Correlation coefficients (Spearman $\rho$) and corresponding 95% confidence intervals between human and model observers for these scores were 0.917 [0.844–0.956] and 0.928 [0.862–0.963] with and without the outliers respectively and these are significant in both instances ($p<0.001$).

Figures 13 and 14 show the fitted detection threshold diameter $\phi_{tr}$ for human and model observers, with the same two outliers ($\beta_Q = 5 \cdot 10^5$ and $\beta_{TV} = 50$) as in figure 12. Correlation coefficients (Spearman $\rho$) between human and model observers for these thresholds were 0.857 ($p=0.024$) without the outliers, and 0.550 ($p=0.133$) with outliers included. There were too few points to calculate a reliable confidence interval.

C. Evaluation of the 90–100 $\mu$m Target

Scatter plots of the detection fraction of the nine prior settings listed in table I are shown in figure 15 for human and model observers and for the smallest target size. Our assumption for this target is that it is too small to be seen in DBT reconstructions, which was verified through visual inspection with graphical aids pointing to the correct locations. Therefore both human and model observers are expected to result in a detection fraction consistent with the theoretical guess rate of 0.25 in a 4-AFC experiment for this target size. However, we find that the average detection fraction of the smallest target is 0.36 for human readers, which is significantly ($p<0.001$) above the guess level. The model observer on the other hand scores 18% correct, significantly below the guess level ($p=0.004$).

Feedback from the observers indicated that the guess rate might have increased because some background types were correctly assumed to never have a target present. This can be seen in figure 16: 16a shows the signal in its typical background, and 16b and 16c show two types of normal backgrounds. Because the microcalcification targets in the phantom are mounted on a thin...
FIG. 13. The fitted detection threshold diameter $\phi_{tr}$ for human and model observers. Two outliers ($\beta_Q = 5 \cdot 10^5$ and $\beta_{TV} = 50$) are shown in red. The error bars represent 95% confidence intervals.

FIG. 14. Fitted threshold diameter from human observer results for the quadratic, total variation, and combined priors, with 95% confidence intervals. The dashed lines are the corresponding model observer results from figure 10.

PMMA plate, the presence of the sphere in 16c means that there cannot be a microcalcification group at the same locations. Thus if the background in 16c appeared in the 4-AFC experiment, it would be rightly discarded as a candidate, and the observer would then choose between the three remaining images, effectively reducing the 4-AFC to 3-AFC and thus increasing the guessrate accordingly.

FIG. 15. Scatter plot with mean and 95% confidence interval of the human and model observer scores of the 90–100 $\mu$m targets for the reconstructions listed in table I.

FIG. 16. Different phantom backgrounds: a) with target present, b) without target, but resembling target background, c) without target, not resembling target background.

FIG. 17. Boxplot with whiskers from minimum to maximum of the model observer log-likelihood ratio of the smallest diameter targets, normal cases with background similar to target backgrounds, and normal cases with background not similar to target backgrounds.

With this information we performed an additional experiment to check if the background types that were quickly discarded by the human observers might have a reversed effect on the model observer, resulting in the lower than expected performance. For this we selected one of the nine reconstructions ($\beta_Q = 2 \cdot 10^4$, $\beta_{TV} = 2$) and visually inspected all background images to see if there was a single large sphere visible in the central plane. Images where no sphere was clearly in focus (as in figure 16b) were included in group A, images where such a sphere was clearly visible (as in figure 16c) were included in group B.

The model observer log-likelihood ratios $q$ for these groups are plotted in figure 17. The mean scores are 11.49 for the abnormal cases, 11.52 for background cases in group A, and 11.92 for background cases in group B. Restricting the normal cases in the 4-AFC experiment to cases from group A results in a detection fraction of 0.22 (95% CI:[0.11–0.33]), up from 0.14 (95% CI:[0.06–0.21]). The new score of 0.22 is not significantly different from 0.25 ($p=0.550$), while the old score of 0.14 was significantly lower ($p=0.006$).

IV. DISCUSSION

In this work we set out to accomplish two main goals: design a model observer that can predict human observer performance in a calcification detection task, and apply this model observer to maximize calcification detectability by optimizing the weights of the smoothing prior. This optimization was successful and maximal detectability was found for the total variation prior with sharp...
peaks in both detection threshold diameter and detected fraction at $\beta_{TV} = 35$. Figure 14 shows that this optimum was found for both human and model observers, and that the ranking of the different settings was the same for both observer types. Threshold diameters for the quadratic and combined quadratic and total variation prior only changed by a small amount over the examined range, with the threshold improving slowly with $\beta_Q$ increasing two orders of magnitude, and images ranging from too noisy to too smooth (as in figures 11a and 11c).

The sharp minimum at $\beta_{TV} = 35$, rather than a more gradual change is probably a consequence of the non-linear behavior of the total variation prior. Since the threshold diameter is most strongly influenced by the detectability of the 140–160 $\mu$m target, this value of beta results in the largest possible noise suppression that does not suppress the targets at this crucial diameter. Below this strength, irregular speckle noise (as seen in figure 11g) still confounds detectability, while at this specific prior strength, the background is reduced to a featureless piecewise-constant area, with few noise specks that could be confused with the calcification targets, while the targets themselves are not yet suppressed by the prior. Above this strength both noise and targets are suppressed, and thus the threshold diameter increases again.

Unfortunately the prior with the highest detection rate produces reconstructions that are not clinically useful since most small scale and low contrast information has been removed from the image, and thus detection and characterization of mass lesions in clinical images would be practically impossible. This means that the presented optimization process would not have been successful in choosing an appropriate setting for our smoothing prior if the goal had been to select a clinically acceptable reconstruction. Although the detection of small calcifications is a necessary condition for choosing a good smoothing prior, that addresses a weaker point of current tomosynthesis systems, it seems it is not a sufficient condition to guarantee overall optimal performance.

This means we would need either a replacement task or one or more additional tasks in the optimization process that would be more sensitive to oversmoothing than the current detection task. Possible options could be distinguishing between different orientations of a capital letter ‘E’ or ‘C’, i.e. the tumbling E or Landolt C used to measure visual acuity, or more applied to mammography, distinguishing between smooth and irregular microcalcifications. With these alternative or additional tasks, it seems more likely that the quadratic or mixed smoothing prior will provide the best compromise, since the detection performance remains stable over a large range of $\beta$, unlike the total variation prior, where a relatively small change in $\beta$ would result in performance worse than the quadratic prior.

Even though the chosen detection task was not sufficient for the clinical optimization of a smoothing prior, the model observer itself managed to predict human observer results accurately over a large range of prior settings, except for the highest $\beta_Q$ and $\beta_{TV}$ values. Considering that these highest prior strengths are clearly not clinically relevant, we find that the model observer is a useful tool in the evaluation of the microcalcification detection task specified in this phantom, and can in fact be used instead of human observers.

Though care was taken to make sure the data used to design and train the model observer was independent from the data used in the evaluation of the smoothing prior, some aspects were shared between design and application. First, all data, both simulated and measured, were acquired using the geometry of the Siemens Mammatom Inspiration system, and as such additional validation will be needed when expanding the model observer to systems of different vendors. Second, there was a limited overlap in the datasets used in the design and application of the MO. In specific, the MLTR$_{pr}$ reconstruction used in the design was one of the reconstructions considered in the task of optimizing the smoothing prior. However, due to the presence of three additional FBP reconstructions in the design stage, we think there was not much chance of overfitting the observer to the data for the application. And last, the MO was trained and evaluated specifically on a prototype version of the phantom described in section II A, and thus additional validation will be needed when switching to an updated design to alleviate the problems described in section III C, or application to a different phantom altogether. Any data obtained in these additional validations will also be useful to increase the statistical strength of the calculated Spearman correlation between human and model observers, which is currently limited by the low number of cases, especially for the correlation of the threshold diameters.

When evaluating the detectability for the smallest target diameter of 90–100$\mu$m we found that the conflicting performance between human and model observers was caused by scoring differences for two types of backgrounds. Human observers correctly considered the backgrounds that contained a large in focus sphere (as in figure 16c) unlikely to contain the target, while the model observer scored these as more likely to contain the target. This behavior results in a performance increase for the human observers, and a decrease for the model observer, both of which are probably present for all target diameters, but most clearly seen for the smallest target.

The working hypothesis for the behavior of the model observer is that the large low structure-noise area in background regions with a central big PMMA sphere results in a covariance matrix with low values, which means that any false signal found there is multiplied by the inverse of this matrix, giving higher likelihood ratios, while in truth, the presence of this solid PMMA sphere excludes the possibility of a signal being present. This hypothesis is consistent with the results of the additional experiment, where removing the background type that caused this problem was excluded, resulted in the model observer performing as expected. Although this problem
was only examined for the smallest target size, it is likely to have affected the performance at other diameters too, although to a lesser extent since once the targets become visible, less guessing is required in the 4-AFC experiment. The cause of finding these two different background types can be seen in the design of the phantom, described in section II A. It is the thin PMMA plate to which the calcification targets are attached that prevents the larger PMMA spheres being present at the same location, and thus any instance where such sphere is present must mean no targets are present. In order to make sure that all backgrounds presented during the 4-AFC study are of the same type, it would be possible to separate them by visual inspection, but a better solution would be to adapt the phantom in such a way that all backgrounds resemble the ones in figures 16a and 16b. Since the calcifications need a supporting structure, the most straightforward solution is to extend the thin PMMA plate through the entire phantom, and thus avoiding any background regions in which large PMMA spheres are present at the same height as the calcification targets.

V. CONCLUSION

We successfully designed a model observer that was able to predict human performance over a large range of settings of the smoothing prior, except for the highest values of $\beta$ which were outside the useful range for good image quality.

Based on the model observer results, we were able to choose a smoothing prior that optimizes the detection of microcalcifications in our iterative reconstruction and a human observer study confirmed that this prior yielded good results for the calcification detection task. Unfortunately, this 'optimal' prior applies strong smoothing, and tends to erase small scale and low contrast information in the reconstructed images, which makes it unsuitable in a clinical setting. Therefore we must also conclude that this detection task lacks the complexity or subtlety required to optimize for the task of reading clinical images.

When focusing on the combined quadratic and total variation prior, we find detectability only changes slightly for different amounts of smoothing, and thus an optimal strength for this prior can be selected based on other criteria without worrying about calcification detectability.
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