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#### Abstract

This paper investigates the delay-dependent stability problem of continuous neural networks with a bounded timevarying delay via Lyapunov-Krasovskii functional (LKF) method. This paper focuses on reducing the conservatism of stability criteria by estimating the derivative of the LKF more accurately. Firstly, based on several zero-value equalities, a generalized free-weighting-matrix (GFWM) approach is developed for estimating the single integral term. It is also theoretically proved that the GFWM approach is less conservative than the existing methods commonly used for the same task. Then, the GFWM approach is applied to investigate the stability of delayed neural networks, and several stability criteria are derived. Finally, three numerical examples are given to verify the advantages of the proposed criteria.
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## 1. Introduction

Neural networks have been successfully applied in image processing, pattern recognition, associative memory, optimization problem, etc. [1]-[3]. For those applications, the artificial neural networks usually must be stable [6]. However, the finite switching speed of amplifiers and the inherent communication time between neurons inevitably cause time delays during the implementation of artificial neural networks [7]. These delays might lead to undesired dynamics like oscillation and instability. Therefore, it is an important job to determine the admissible maximal delay bound (AMDB) such that the delayed neural networks (DNNs) with a delay less than this bound remain stable. In the past few decades, such delay-dependent stability analysis problem has become a hot issue in the field of neural networks [4].

These delays are usually time-varying and Lyapunov-Krasovskii functional (LKF) method can easily handle such DNNs, thus, the LKF method has become the one of most popular methods for stability analysis and finding the AMDBs. The DNNs with bounded delays are asymptotically stable if there exists an LKF, which consists of state vector based quadratic terms, is positive definite and has a negative gradient over the time. Linear matrix inequalities (LMIs) based delay-dependent stability criteria can be easily used to check whether or not such LKF can be found for the DNNs. However, the criteria derived have some conservatism since they are only sufficient conditions. In order

[^0]to find the AMDBs more accurately, one important issue in the related research is to develop new criteria with less conservatism. This paper also investigates the stability of DNNs following this direction.

By constructing a special form of LKF candidate, tractable LMI-based stability criteria are derived using necessary techniques to estimate the LKF and its derivative. Therefore, the construction and the treatment for the LKF are the basic issues related to how conservative the criteria are.

In the early research, the LKFs for the stability analysis of the DNNs were constructed by introducing delay-based single and double integral terms into the typical non-integral quadratic form of Lyapunov function for delay-free systems [5], [6], [8]-[14]. Later, researchers have developed many new LKFs by making the previous ones more general in three aspects.

1) Firstly, based on several subintervals divided from the whole delay region, some scholars have developed the delay-partition-based LKFs by replacing the original integral terms with multiple new integral terms with smaller domain of integration [16]-[30].
2) Secondly, by using various state vectors (current, delayed, and/or integrated state vectors etc.), some scholars have developed new LKFs by augmenting the quadratic terms of original LKFs [31]-[42].
3) Thirdly, since the triple integral term was found to be helpful for reducing the conservatism of stability criteria for linear time-delay systems [47], similar and/or extended forms have also been widely applied to stability analysis of various DNNs [49]-[58].

Although those LKFs have different forms, they all include a common term with the form of $\int_{-h}^{0} \int_{t+\theta}^{t} y^{T}(s) R y(s) d s d \theta$ (Here $h>0$ is the scalar, $y(s)$ is the system state-based vector, and matrix $R>0$.). Then its derivative contains the term as follows

$$
\begin{equation*}
-\int_{t-h}^{t} y^{T}(s) R y(s) d s \tag{1}
\end{equation*}
$$

This term was directly dropped in the early literature [5], but such treatment is very conservative. Later, this term was retained to improve the results, in which case it must be estimated to represent the criterion in the form of tractable LMI. As mentioned in [43], the estimation of the above single integral term is strongly related to the conservatism of criteria. Therefore, the stability criteria of DNNs have been improved gradually by using more effective techniques for this estimation task.

The basic inequality was used to estimate the single integral term [6]. Since He et al. [44] proposed the freeweighting matrix (FWM) approach, which is more effective than the basic inequality, the FWM approach has been widely used in the stability analysis of DNNs [8]-[13], [28]-[32]. The slack matrices introduced by the FWM approach provide great freedom of the criteria.

An alternative method that estimates the original integral terms directly was also used in the stability analysis of DNNs. The criteria from this type of method are strongly linked to the inequalities used. At the beginning, the Jensen inequality has been wildly applied to analyze the stability of the DNNs [14]-[26], [33, 34, 51, 52]. In 2013, Seuret et al. [43] presented a Wirtinger-based inequality and proved that it is less conservative than the Jensen inequality. Since then, Wirtinger-based inequality has become the most popular method to estimate the single integral term during the investigation of DNNs [27], [37]-[41], [53]-[56].

Very recently, Zeng et al. proposed a free-matrix-based inequality (FMBI) in [45] and extended it to the research of DNNs [42, 50]. To the best of the authors' knowledge, this inequality is the least conservative among the existing inequalities for estimating single integral term. However, there is further room to be investigated using the FMBI. Some slack matrices in the FMBI do not seem to contribute to a reduction of the conservatism. In [42], the FMBI was only used to estimate the single integral term without any augmented vector, while the augmented integral term was still estimated via the Jensen inequality.

It can be expected that stability criteria with less conservatism will be obtained by developing and using a more effective approach to estimate the single integral term. This motivates the present research.

This paper further investigates delay-dependent stability of DNNs following the development of a more effective method to estimate the single integral term (1). The contributions of the paper are summarized as follows:

1) A general free-weighting-matrix (GFWM) approach is developed to estimate single integral term. Based on several zero-value equalities, a new estimation method, named as GFWM approach, is developed by following the basic estimation procedure of the FWM approach. And a new inequality is derived based on the GFWM approach (Lemma 5).
2) Necessary theoretical studies are carried out to compare the GFWM approach and several previous estimation methods. It is proved that the inequality obtained from the GFWM approach can encompass the Wirtinger-based inequality and the FMBI.
3) Several new stability criteria with less conservatism for the DNNs are derived. For generalized neural networks with a time-varying delay, based on two LKFs (one with delay-product-type terms and the other without similar terms), two stability criteria are derived by using the GFWM to estimate the single integral term appearing in the derivative of the LKFs.

The remainder of the paper is organized as follows. Section 2 gives the problem formulation and necessary preliminary. In Section 3, the development of the GFWM approach and its comparison to previous methods are discussed in detail. The GFWM approach is applied to a generalized DNN and several stability criteria are derived in Section 4. In Section 5, three numerical examples are used to demonstrate the benefits of the proposed criteria. Conclusions are given in Section 6.

Notations: Throughout this paper, the superscripts $T$ and -1 mean the transpose and the inverse of a matrix, respectively; $\mathcal{R}^{n}$ denotes the $n$-dimensional Euclidean space; $\mathcal{R}^{n \times m}$ is the set of all $n \times m$ real matrices; $\|\cdot\|$ refers to the Euclidean vector norm; $P>0(\geq 0)$ means that $P$ is a real symmetric and positive-definite (semi-positive-definite) matrix; $\operatorname{diag}\{\cdots\}$ denotes a block-diagonal matrix; the symmetric term in a symmetric matrix is denoted by $*$; and $\operatorname{Sym}\{X\}=X+X^{T}$.

## 2. Problem formulation and preliminary

This section describes the problem to be investigated and gives related preliminaries.

### 2.1. Problem formulation

Consider the following generalized DNNs [35]:

$$
\begin{equation*}
\dot{y}(t)=-A y(t)+W_{0} g(W y(t))+W_{1} g(W y(t-d(t)))+J \tag{2}
\end{equation*}
$$

where $y(t)=\left[y_{1}(t) y_{2}(t) \cdots y_{n}(t)\right]^{T}$ is the state vector associated with the $n$ neurons; $g(\cdot)=\left[g_{1}(\cdot) g_{2}(\cdot) \cdots g_{n}(\cdot)\right]^{T}$ represents the neuron activation function with $g(0)=0 ; A=\operatorname{diag}\left\{a_{1}, a_{2}, \cdots, a_{n}\right\}>0 ; W, W_{0}$ and $W_{1}$ are the connection weight matrices; $J=\left[\begin{array}{llll}J_{1} & J_{2} & \cdots & J_{n}\end{array}\right]^{T}$ is a vector representing the bias; and $d(t)$ is a time-varying delay satisfying

$$
\begin{equation*}
0 \leq d(t) \leq h \tag{3}
\end{equation*}
$$

and

$$
\begin{array}{ll}
\text { CaseI }: & \dot{d}(t) \leq \mu \\
\text { CaseII }: & |\dot{d}(t)| \leq \mu \tag{5}
\end{array}
$$

where $h$ and $\mu$ are constants.
Assumption 1. The neuron activation function $g_{i}(\cdot)$ is assumed to be bounded and satisfies the following condition:

$$
\begin{equation*}
\sigma_{i}^{-} \leq \frac{g_{i}\left(s_{1}\right)-g_{i}\left(s_{2}\right)}{s_{1}-s_{2}} \leq \sigma_{i}^{+}, \quad s_{1} \neq s_{2}, i=1,2, \cdots, n \tag{6}
\end{equation*}
$$

where $\sigma_{i}^{-}$and $\sigma_{i}^{+}$are known real constants.
Remark 1. Constants $\sigma_{i}^{+}$and $\sigma_{i}^{-}$in Assumption 1 are allowed to be positive, negative, or zero, and many activation functions (monotonic or non-monotonic) satisfy the condition of (6) [15].

Based on this assumption for the activation function, there exists an equilibrium point $y^{*}$ for the neural network, i.e., $0=-A y^{*}+W_{0} g\left(W y^{*}\right)+W_{1} g\left(W y^{*}\right)+J$. Using transformation $x(t)=y(t)-y^{*}$ [4], one can shift the equilibrium point $y^{*}$ of (2) to the origin and rewrite system (2) as:

$$
\begin{equation*}
\dot{x}(t)=-A x(t)+W_{0} f(W x(t))+W_{1} f(W x(t-d(t))) \tag{7}
\end{equation*}
$$

where $f()=.\left[f_{1}(\cdot) f_{2}(\cdot) \cdots f_{n}(\cdot)\right]^{T}$ and $f_{i}\left(W_{2 i} x(t)\right)=g_{i}\left(W_{2 i} x(t)+W_{2 i} y^{*}\right)-g_{i}\left(W_{2 i} y^{*}\right)$ with $f_{i}(0)=0$ and $W_{2 i}$ denoting the $i$-th row vector of the matrix $W$. Then,
it follows from (6) and $f_{i}(0)=0$ that [51]

$$
\begin{align*}
& \sigma_{i}^{-} \leq \frac{f_{i}\left(s_{1}\right)-f_{i}\left(s_{2}\right)}{s_{1}-s_{2}} \leq \sigma_{i}^{+}, \quad s_{1} \neq s_{2}  \tag{8}\\
& \sigma_{i}^{-} \leq \frac{f_{i}(s)}{s} \leq \sigma_{i}^{+}, \quad s \neq 0 \tag{9}
\end{align*}
$$

This paper is concerned with the delay-dependent stability of DNN (2). In order to determine the AMDBs more accurately, this paper aims to derive new delay-dependent stability criteria with conservatism as small as possible. As mentioned in Section I, the construction of LKFs and the treatment of their derivatives are two aspects related to conservatism. Since there are many different forms of LKFs, this paper mainly pays attention to the treatment of the single integral term that appears in the derivative of all LKFs.

### 2.2. Preliminary

The following lemmas are used in subsequent sections of this paper.
Lemma 1. Wirtinger-based inequality [43]: For symmetric positive definite matrix $R \in \mathcal{R}^{n \times n}$, scalars $a<b$, and vector $\omega:[a, b] \mapsto \mathcal{R}^{n}$ such that the integrations concerned are well defined, then the following inequality holds

$$
\int_{a}^{b} \omega^{T}(s) R \omega(s) d s \geq \frac{1}{b-a}\left[\begin{array}{l}
\chi_{1}  \tag{10}\\
\chi_{2}
\end{array}\right]^{T}\left[\begin{array}{cc}
R & 0 \\
0 & 3 R
\end{array}\right]\left[\begin{array}{l}
\chi_{1} \\
\chi_{2}
\end{array}\right]
$$

where $\chi_{1}=\int_{a}^{b} \omega(s) d s$ and $\chi_{2}=\chi_{1}-\frac{2}{b-a} \int_{a}^{b} \int_{a}^{s} \omega(u) d u d s=-\chi_{1}+\frac{2}{b-a} \int_{a}^{b} \int_{s}^{b} \omega(u) d u d s$.
Lemma 2. Free-matrix-based inequality [42]: For symmetric matrices $R \in \mathcal{R}^{n \times n}$ and $Z_{1}, Z_{3} \in \mathcal{R}^{3 n \times 3 n}$, any matrices $Z_{2} \in \mathcal{R}^{3 n \times 3 n}$ and $N_{1}, N_{2} \in \mathcal{R}^{3 n \times n}$, such that

$$
\left[\begin{array}{ccc}
Z_{1} & Z_{2} & N_{1}  \tag{11}\\
* & Z_{3} & N_{2} \\
* & * & R
\end{array}\right]>0
$$

and vector $v:[a, b] \mapsto \mathcal{R}^{n}$ such that the integration concerned are well defined, the following inequality holds

$$
\begin{equation*}
\int_{a}^{b} \dot{v}^{\mathrm{T}}(s) R \dot{v}(s) \mathrm{d} s \geq-(b-a) \varsigma_{0}^{T}\left(\frac{3 Z_{1}+Z_{3}}{3}\right) \varsigma_{0}-\operatorname{Sym}\left\{\varsigma_{0}^{T} N_{1} \varsigma_{1}+\varsigma_{0}^{T} N_{2} \varsigma_{2}\right\} \tag{12}
\end{equation*}
$$

where $\varsigma_{0}=\left[v^{T}(b), v^{T}(a), \int_{a}^{b} \frac{v^{T}(s)}{b-a} d s\right]^{T}, \varsigma_{1}=v(b)-v(a)$, and $\varsigma_{2}=v(b)+v(a)-2 \int_{a}^{b} \frac{v(s)}{b-a} d s$.
Lemma 3. Reciprocally convex inequality [59]: For any vectors $\beta_{1}$ and $\beta_{2}$, symmetric matrix $R$, any matrix $S$ satisfying $\left[\begin{array}{l}R S \\ * R\end{array}\right] \geq 0$, and real scalar $0 \leq \alpha \leq 1$, then the following inequality holds

$$
\frac{1}{\alpha} \beta_{1}^{T} R \beta_{1}+\frac{1}{1-\alpha} \beta_{2}^{T} R \beta_{2} \geq\left[\begin{array}{l}
\beta_{1}  \tag{13}\\
\beta_{2}
\end{array}\right]^{T}\left[\begin{array}{c}
R \\
* \\
* R
\end{array}\right]\left[\begin{array}{l}
\beta_{1} \\
\beta_{2}
\end{array}\right]
$$

Lemma 4. For any symmetric matrices $\Pi_{0}, \Pi_{1}$, and $\Pi_{2}$, and a scalar continuous function $\alpha(t) \in[0, \gamma]$ with $\gamma$ being constant, the following holds

$$
\left.\begin{array}{ll} 
& \gamma^{2} \Pi_{0}+\gamma \Pi_{1}+\Pi_{2} \leq 0 \\
\text { 1) : } & \gamma \Pi_{1}+\Pi_{2} \leq 0 \\
& \Pi_{2} \leq 0 \tag{16}
\end{array}\right\} \Longrightarrow \alpha^{2}(t) \Pi_{0}+\alpha(t) \Pi_{1}+\Pi_{2} \leq 0
$$

Proof. Rewriting $\alpha^{2}(t) \Pi_{0}+\alpha(t) \Pi_{1}+\Pi_{2}$ yields

$$
\alpha^{2}(t) \Pi_{0}+\alpha(t) \Pi_{1}+\Pi_{2}=\frac{\alpha(t)}{\gamma^{2}}\left[\alpha(t)\left(\gamma^{2} \Pi_{0}+\gamma \Pi_{1}+\Pi_{2}\right)\right]+\frac{\alpha(t)}{\gamma^{2}}\left[(\gamma-\alpha(t))\left(\gamma \Pi_{1}+\Pi_{2}\right)\right]+\frac{\gamma-\alpha(t)}{\gamma} \Pi_{2}
$$

Obviously, 1) of Lemma can easily be obtained from the above representation. If $\Pi_{0} \geq 0, \gamma^{2} \Pi_{0}+\gamma \Pi_{1}+\Pi_{2} \leq 0 \Longrightarrow$ $\gamma \Pi_{1}+\Pi_{2} \leq 0$, then 2 ) of Lemma is obtained. If $\Pi_{0} \leq 0, \gamma \Pi_{1}+\Pi_{2} \leq 0 \Longrightarrow \gamma^{2} \Pi_{0}+\gamma \Pi_{1}+\Pi_{2} \leq 0$, then 3 ) of Lemma is obtained. This completes the proof.

## 3. Estimation of single integral term via the GFWM approach

This section develops the GFWM approach to estimate the single integral term. The comparison of the GFWM approach and the existing commonly used methods (Wirtinger-based inequality and FMBI) is also given.

### 3.1. The GFWM approach

Based on several zero-value equalities, the GFWM approach is developed by following the basic estimation procedure of the FWM approach. More specifically, the following new inequality is established for single integral term.

Lemma 5. (The GFWM-based inequality) For symmetric positive definite matrix $R \in \mathcal{R}^{n \times n}$, any matrices $L, M$, and vector $\omega:[a, b] \mapsto \mathcal{R}^{n}$ such that the integration concerned are well defined, then the following inequality holds

$$
\begin{equation*}
\int_{a}^{b} \omega^{T}(s) R \omega(s) d s \geq-\operatorname{Sym}\left\{\chi_{0}^{T} L \chi_{1}+\chi_{0}^{T} M \chi_{2}\right\}-(b-a) \chi_{0}^{T}\left(\frac{3 L R^{-1} L^{T}+M R^{-1} M^{T}}{3}\right) \chi_{0} \tag{17}
\end{equation*}
$$

where $\chi_{0}$ is any vector and $\chi_{1}, \chi_{2}$ are defined in Lemma 1.
Proof. For a function $\lambda(s)=k_{1}+k_{2} s$, the calculation based on integration by parts leads to

$$
\int_{a}^{b} \lambda(s) \omega(s) d s=\lambda(a) \int_{a}^{b} \omega(s) d s+k_{2} \int_{a}^{b} \int_{s}^{b} \omega(u) d u d s
$$

By setting $\lambda(a)=-1, k_{2}=\frac{2}{b-a}$, i.e. $\lambda(s)=\frac{-b-a}{b-a}+\frac{2}{b-a} s$, the above equality is rewritten as

$$
\begin{equation*}
\int_{a}^{b} \lambda(s) \omega(s) d s=\chi_{2} \tag{18}
\end{equation*}
$$

Then the following zero-value equality is obtained for any vector $\chi_{0}$ and any matrix $M$ :

$$
\begin{equation*}
0=2 \int_{a}^{b} \lambda(s) \chi_{0}^{T} M \omega(s) d s-2 \chi_{0}^{T} M \chi_{2} \tag{19}
\end{equation*}
$$

Similarly, the following zero-value equalities are derived:

$$
\begin{align*}
& 0=2 \int_{a}^{b} \chi_{0}^{T} L \omega(s) d s-2 \chi_{0}^{T} L \chi_{1}  \tag{20}\\
& 0=\int_{a}^{b} \chi_{0}^{T}\left(L R^{-1} L^{T}\right) \chi_{0} d s-(b-a) \chi_{0}^{T}\left(L R^{-1} L^{T}\right) \chi_{0}  \tag{21}\\
& 0=\int_{a}^{b} \lambda(s) \chi_{0}^{T}\left(M R^{-1} M^{T}\right) \lambda(s) \chi_{0} d s-\frac{b-a}{3} \chi_{0}^{T}\left(M R^{-1} M^{T}\right) \chi_{0} \tag{22}
\end{align*}
$$

$$
\begin{equation*}
0=2 \int_{a}^{b} \chi_{0}^{T}\left(L R^{-1} M^{T}\right) \lambda(s) \chi_{0} d s \tag{23}
\end{equation*}
$$

Based on the estimation idea of the FWM approach, by adding the right sides of (19)-(23) to the single integral term in inequality (17), the following equality is derived:

$$
\begin{align*}
\int_{a}^{b}\left[\begin{array}{c}
\chi_{0} \\
\lambda(s) \chi_{0} \\
\omega(s)
\end{array}\right]^{T}\left[\begin{array}{ccc}
L R^{-1} L^{T} & L R^{-1} M^{T} & L \\
* & M R^{-1} M^{T} & M \\
* & * & R
\end{array}\right]\left[\begin{array}{c}
\chi_{0} \\
\lambda(s) \chi_{0} \\
\omega(s)
\end{array}\right] d s= & \int_{a}^{b} \omega^{T}(s) R \omega(s) d s  \tag{24}\\
& +\operatorname{Sym}\left\{\chi_{0}^{T} L \chi_{1}+\chi_{0}^{T} M \chi_{2}\right\}+(b-a) \chi_{0}^{T}\left(\frac{3 L R^{-1} L^{T}+M R^{-1} M^{T}}{3}\right) \chi_{0}
\end{align*}
$$

It follows from the Schur complement that

$$
\left[\begin{array}{ccc}
L R^{-1} L^{T} & L R^{-1} M^{T} & L  \tag{25}\\
* & M R^{-1} M^{T} & M \\
* & * & R
\end{array}\right] \geq 0
$$

thus

$$
\int_{a}^{b} \omega^{T}(s) R \omega(s) d s+\operatorname{Sym}\left\{\chi_{0}^{T} L \chi_{1}+\chi_{0}^{T} M \chi_{2}\right\}+(b-a) \chi_{0}^{T}\left(\frac{3 L R^{-1} L^{T}+M R^{-1} M^{T}}{3}\right) \chi_{0} \geq 0
$$

which implies (17). This completes the proof.
Remark 2. From the proof procedure, it can be found that the GFWM-based inequality is obtained by using several zero-value terms and following the similar idea of the FWM approach. The advantages of the GFWM approach compared with the FWM approach are reflected in two aspects: For the FWM approach [44], $\omega=\dot{v}$, and only two zero-value terms (18) and (21) are introduced, while the GFWM approach does not require $\omega=\dot{v}$ such that it can handle single integral term with more general form. And it includes more zero-value terms, namely, (19), (22), and (23), which would reduce the gap between original integral term and its estimated value.

### 3.2. The comparison investigation

This part shows that the inequality obtained by the GFWM approach encompasses the ones given in Lemmas 1 and 2.
(a) The GFWM-based inequality (17) encompasses the Wirtinger-based inequality (10)

Letting $\chi_{0}^{T} L=-\frac{1}{b-a} \chi_{1}^{T} R$ and $\chi_{0}^{T} M=-\frac{3}{b-a} \chi_{2}^{T} R$ yields

$$
\begin{equation*}
-\operatorname{Sym}\left\{\chi_{0}^{T} L \chi_{1}+\chi_{0}^{T} M \chi_{2}\right\}-(b-a) \chi_{0}^{T}\left(\frac{3 L R^{-1} L^{T}+M R^{-1} M^{T}}{3}\right) \chi_{0}=\frac{\chi_{1}^{T} R \chi_{1}+3 \chi_{2}^{T} R \chi_{2}}{b-a} \tag{26}
\end{equation*}
$$

Then inequality (17) reduces to inequality (10). Thus, the GFWM-based inequality (17) encompasses the Wirtingerbased inequality (10).
(b) The GFWM-based inequality (17) encompasses the FMBI (12)

First step: proving that (17) encompasses a new inequality (27). Let $\omega=\dot{v}$, then $\chi_{1}=\varsigma_{1}, \chi_{2}=\varsigma_{2}$. By setting $\chi_{0}=\varsigma_{0},(17)$ is rewritten as

$$
\begin{equation*}
\int_{a}^{b} \dot{v}^{T}(s) R \dot{v}(s) d s \geq-\operatorname{Sym}\left\{\varsigma_{0}^{T} L \varsigma_{1}+\varsigma_{0}^{T} M \varsigma_{2}\right\}-(b-a) \varsigma_{0}^{T}\left(\frac{3 L R^{-1} L^{T}+M R^{-1} M^{T}}{3}\right) \varsigma_{0} \tag{27}
\end{equation*}
$$

Second step: proving that $(27) \Longleftrightarrow(12)$.

- On one hand, if set $N_{1}=L, N_{2}=M, Z_{1}=L R^{-1} L^{T}$, and $Z_{3}=M R^{-1} M^{T}$, then (12) can be rewritten as

$$
\begin{align*}
\int_{a}^{b} \dot{v}^{\mathrm{T}}(s) R \dot{v}(s) \mathrm{d} s & \geq-(b-a) \varsigma_{0}^{T}\left(\frac{3 Z_{1}+Z_{3}}{3}\right) \varsigma_{0}-\operatorname{Sym}\left\{\varsigma_{0}^{T} N_{1} \varsigma_{1}+\varsigma_{0}^{T} N_{2} \varsigma_{2}\right\} \\
& =-(b-a) \varsigma_{0}^{T}\left(\frac{3 L R^{-1} L^{T}+M R^{-1} M^{T}}{3}\right) \varsigma_{0}-\operatorname{Sym}\left\{\varsigma_{0}^{T} L \varsigma_{1}+\varsigma_{0}^{T} M_{\varsigma_{2}}\right\} \tag{28}
\end{align*}
$$

Thus, $(12) \Longrightarrow(27)$.

- On the other hand, if there exists matrices $X, Y$, and $Z$ satisfying $X \geq L R^{-1} L^{T}, Y \geq L R^{-1} M^{T}$, and $Z \geq M R^{-1} M^{T}$, then the following inequalities hold

$$
\left[\begin{array}{ccc}
X & Y & L  \tag{29}\\
* & Z & M \\
* & * & R
\end{array}\right] \geq 0
$$

and

$$
\begin{align*}
\int_{a}^{b} \dot{v}^{T}(s) R \dot{v}(s) d s & \geq-\operatorname{Sym}\left\{\varsigma_{0}^{T} L \varsigma_{1}+\varsigma_{0}^{T} M \varsigma_{2}\right\}-(b-a) \varsigma_{0}^{T}\left(\frac{3 L R^{-1} L^{T}+M R^{-1} M^{T}}{3}\right) \varsigma_{0} \\
& \geq-\operatorname{Sym}\left\{\varsigma_{0}^{T} L \varsigma_{1}+\varsigma_{0}^{T} M \varsigma_{2}\right\}-(b-a) \varsigma_{0}^{T}\left(\frac{3 X+Z}{3}\right) \varsigma_{0} \tag{30}
\end{align*}
$$

Then, if set $L=N_{1}, M=N_{2}, X=Z_{1}, Y=Z_{2}$, and $Z=Z_{3}$, then inequalities (29) and (30) become inequalities (11) and (12). Thus, (27) $\Longrightarrow$ (12), (11).

Therefore, the GFWM-based inequality (17) encompasses the FMBI (12).
Remark 3. From the comparison studies, it can be found that the Wirtinger-based inequality is special case of the GFWM-based inequality and can be obtained by fixing some slack matrices. Thus, the GFWM approach is less conservative since the slack matrices provide additional freedom. Moreover, the equivalence of the FMBI and (27) shows that some slack matrices in the $F M B I\left(Z_{i}, i=1,2,3\right)$ do not contribution to reducing the conservatism. In addition, the FMBI can only handle the case of $\omega=\dot{v}$.

## 4. Delay-dependent stability analysis of the DNNs

This section investigates the stability of DNN (2) by using the GFWM approach and derives three stability criteria. The following notations are introduced at first for simplifying the representation of subsequent parts:

$$
\left.\left.\begin{array}{lll}
h_{d}(t):=h-d(t), & x_{d}(t):=x(t-d(t)), & x_{h}(t):=x(t-h) \\
f(t):=f(W x(t)), & f_{d}(t):=f(W x(t-d(t))), & f_{h}(t):=f(W x(t-h)) \\
v_{1}(t):=\int_{t-d(t)}^{t} \frac{x(s)}{d(t)} d s, & v_{2}(t):=\int_{t-h}^{t-d(t)} \frac{x(s)}{h_{d}(t)} d s \\
v_{3}(t):=\int_{t-d(t)}^{t} \int_{s}^{t} \frac{x(u)}{d(t)} d u d s & v_{4}(t):=\int_{t-h}^{t-d(t)} \int_{s}^{t-d(t)} \frac{x(u)}{h_{d}(t)} d u d s \\
\xi_{1}(t):=\left[\begin{array}{lll}
x^{T}(t) & x_{d}^{T}(t) & x_{h}^{T}(t)
\end{array}\right]^{T} & \xi_{2}(t):=\left[f^{T}(t) f_{d}^{T}(t) f_{h}^{T}(t)\right.
\end{array}\right]^{T}\right\}
$$

$$
\left.\begin{array}{rl}
e_{i} & :=\left[\begin{array}{llllll}
0_{n \times(i-1) n} & I_{n \times n} & 0_{n \times(10-i) n}
\end{array}\right], \quad i=1,2, \cdots, 10 \\
e_{s} & :=\left[\begin{array}{llllllll}
-A & 0 & 0 & W_{0} & W_{1} & 0 & 0 & 0
\end{array} 0\right.
\end{array}\right]
$$

4.1. Case I: Stability of DNN (2) with the delay satisfying (4)

For DNN (2) with the delay satisfying (4), construct the following LKF candidate:

$$
\begin{align*}
V_{1}(t)= & {\left[\begin{array}{c}
x(t) \\
\int_{t-h}^{t} x(s) d s
\end{array}\right]^{T} P\left[\begin{array}{c}
x(t) \\
\int_{t-h}^{t} x(s) d s
\end{array}\right]+\int_{t-d(t)}^{t} \varepsilon_{1}^{T}(s) Q_{1} \varepsilon_{1}(s) d s+\int_{t-h}^{t} \varepsilon_{1}^{T}(s) Q_{2} \varepsilon_{1}(s) d s+\int_{-h}^{0} \int_{t+\theta}^{t} \varepsilon_{2}^{T}(s) Z \varepsilon_{2}(s) d s d \theta } \\
& +\sum_{i=1}^{n} \int_{0}^{W_{2 i} x}\left[\lambda_{1 i}\left(\sigma_{i}^{+} s-f_{i}(s)\right)+\lambda_{2 i}\left(f_{i}(s)-\sigma_{i}^{-} s\right)\right] d s \tag{31}
\end{align*}
$$

where

$$
\varepsilon_{1}(t)=\left[x^{T}(t) f^{T}(t)\right]^{T}, \varepsilon_{2}(t)=\left[x^{T}(t) \dot{x}^{T}(t)\right]^{T}
$$

and $P, Q_{i}, i=1,2$, and $Z$ are the symmetric positive definite matrices; and $\Lambda_{i}=\operatorname{diag}\left\{\lambda_{i 1}, \lambda_{i 2}, \cdots, \lambda_{i n}\right\}, i=1,2$ are the symmetric diagonal matrices.

Based on LKF (31), the following stability criterion is derived by using the GFWM-based inequality (17) to derive single integral terms appearing in the derivative of the LKF.

Theorem 1. For given scalars $h$ and $\mu, D N N$ (2) with time delay satisfying (3) and (4) and activation function satisfying (6) is asymptotically stable, if there exist positive symmetric matrices $P, Q_{1}, Q_{2}, Z \in \mathcal{R}^{2 n \times 2 n}$, symmetric matrices $Z_{a}, Z_{b} \in \mathcal{R}^{n \times n}$; positive diagonal matrices $\Lambda_{1}, \Lambda_{2}, U_{j}, H_{j} \in \mathcal{R}^{n \times n}, j=1,2,3$; and any matrices $L_{i}, M_{i} \in$ $\mathcal{R}^{8 n \times 2 n}, i=1,2$, such that the following LMIs hold

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\left.\Psi_{1}(d(t))\right|_{d(t)=h}-h \Xi_{5} & h e_{g}^{T} L_{1} & h e_{g}^{T} M_{1} \\
* & -h \bar{Z}_{a} & 0 \\
* & * & -3 h \bar{Z}_{a}
\end{array}\right] \leq 0}  \tag{32}\\
& {\left[\begin{array}{ccc}
\left.\Psi_{1}(d(t))\right|_{d(t)=0}-h \Xi_{7} & h e_{g}^{T} L_{2} & h e_{g}^{T} M_{2} \\
* & -h \bar{Z}_{b} & 0 \\
* & * & -3 h \bar{Z}_{b}
\end{array}\right] \leq 0} \tag{33}
\end{align*}
$$

where

$$
\begin{align*}
& \Psi_{1}(d(t))=\Upsilon_{0}+d(t) \Upsilon_{1}+h_{d}(t) \Upsilon_{2}  \tag{34}\\
& \Upsilon_{0}=\Xi_{0}+\Xi_{3} \\
& \Upsilon_{1}=\Xi_{1}+\Xi_{1}^{T}+\Xi_{4}+\Xi_{4}^{T}+\Xi_{5} \\
& \Upsilon_{2}=\Xi_{2}+\Xi_{2}^{T}+\Xi_{6}+\Xi_{6}^{T}+\Xi_{7} \\
& \Xi_{0}=\operatorname{Sym}\left\{\left[\begin{array}{l}
e_{1} \\
e_{0}
\end{array}\right]^{T} P\left[\begin{array}{c}
e_{s} \\
e_{1}-e_{3}
\end{array}\right]\right\}+\left[\begin{array}{l}
e_{1} \\
e_{4}
\end{array}\right]^{T}\left(Q_{1}+Q_{2}\right)\left[\begin{array}{l}
e_{1} \\
e_{4}
\end{array}\right]-\left[\begin{array}{l}
e_{3} \\
e_{6}
\end{array}\right]^{T} Q_{2}\left[\begin{array}{l}
e_{3} \\
e_{6}
\end{array}\right]-(1-\mu)\left[\begin{array}{l}
e_{2} \\
e_{5}
\end{array}\right]^{T} Q_{1}\left[\begin{array}{l}
e_{2} \\
e_{5}
\end{array}\right]+h\left[\begin{array}{l}
e_{1} \\
e_{s}
\end{array}\right]^{T}\left[\begin{array}{l}
e_{1} \\
e_{s}
\end{array}\right]
\end{align*}
$$

$$
\begin{align*}
& +e_{1}^{T} Z_{a} e_{1}+e_{2}^{T}\left(Z_{b}-Z_{a}\right) e_{2}-e_{3}^{T} Z_{b} e_{3}+\operatorname{Sym}\left\{\left[\left(\Sigma_{1} W e_{1}-e_{4}\right)^{T} \Lambda_{1}+\left(e_{4}-\Sigma_{2} W e_{1}\right)^{T} \Lambda_{2}\right] W e_{s}\right\} \\
& +\sum_{i=1}^{3} \operatorname{Sym}\left\{\left(\Sigma_{1} W e_{i}-e_{i+3}\right)^{T} H_{i}\left(e_{i+3}-\Sigma_{2} W e_{i}\right)\right\} \\
& +\sum_{i=1}^{2} \operatorname{Sym}\left\{\left[\Sigma_{1} W\left(e_{i}-e_{i+1}\right)-\left(e_{i+3}-e_{i+4}\right)\right]^{T} U_{i}\left[\left(e_{i+3}-e_{i+4}\right)-\Sigma_{2} W\left(e_{i}-e_{i+1}\right)\right]\right\} \\
& +\operatorname{Sym}\left\{\left[\Sigma_{1} W\left(e_{1}-e_{3}\right)-\left(e_{4}-e_{6}\right)\right]^{T} U_{3}\left[\left(e_{4}-e_{6}\right)-\Sigma_{2} W\left(e_{1}-e_{3}\right)\right]\right\}  \tag{35}\\
& \Xi_{1}=\left[\begin{array}{l}
e_{0} \\
e_{7}
\end{array}\right]^{T} P\left[\begin{array}{c}
e_{s} \\
e_{1}-e_{3}
\end{array}\right]  \tag{36}\\
& \Xi_{2}=\left[\begin{array}{l}
e_{0} \\
e_{8}
\end{array}\right]^{T} P\left[\begin{array}{c}
e_{s} \\
e_{1}-e_{3}
\end{array}\right]  \tag{37}\\
& \Xi_{3}=\operatorname{Sym}\left\{e_{g}^{T} L_{1}\left[\begin{array}{c}
e_{0} \\
e_{1}-e_{2}
\end{array}\right]+e_{g}^{T} M_{1}\left[\begin{array}{c}
2 e_{9} \\
e_{1}+e_{2}-2 e_{7}
\end{array}\right]\right\}+\operatorname{Sym}\left\{e_{g}^{T} L_{2}\left[\begin{array}{c}
e_{0} \\
e_{2}-e_{3}
\end{array}\right]+e_{g}^{T} M_{2}\left[\begin{array}{c}
2 e_{10} \\
e_{2}+e_{3}-2 e_{8}
\end{array}\right]\right\}  \tag{38}\\
& \Xi_{4}=e_{g}^{T} L_{1}\left[\begin{array}{l}
e_{7} \\
e_{0}
\end{array}\right]+e_{g}^{T} M_{1}\left[\begin{array}{c}
-e_{7} \\
e_{0}
\end{array}\right]  \tag{39}\\
& \Xi_{5}=e_{g}^{T}\left(L_{1} \bar{Z}_{a}^{-1} L_{1}^{T}+\frac{1}{3} M_{1} \bar{Z}_{a}^{-1} M_{1}^{T}\right) e_{g}  \tag{40}\\
& \Xi_{6}=e_{g}^{T} L_{2}\left[\begin{array}{l}
e_{8} \\
e_{0}
\end{array}\right]+e_{g}^{T} M_{2}\left[\begin{array}{c}
-e_{8} \\
e_{0}
\end{array}\right]  \tag{41}\\
& \Xi_{7}=e_{g}^{T}\left(L_{2} \bar{Z}_{b}^{-1} L_{2}^{T}+\frac{1}{3} M_{2} \bar{Z}_{b}^{-1} M_{2}^{T}\right) e_{g}  \tag{42}\\
& \bar{Z}_{a}=Z+\left[\begin{array}{cc}
0 & Z_{a} \\
Z_{a} & 0
\end{array}\right], \quad \bar{Z}_{b}=Z+\left[\begin{array}{cc}
0 & Z_{b} \\
Z_{b} & 0
\end{array}\right] \tag{43}
\end{align*}
$$

Proof. Firstly, differentiating $V_{1}(t)$ along the solutions of (7) yields

$$
\begin{align*}
\dot{V}_{1}(t) \leq & 2\left[\begin{array}{c}
x(t) \\
d(t) v_{1}(t)+h_{d}(t) v_{2}(t)
\end{array}\right]^{T} P\left[\begin{array}{c}
\dot{x}(t) \\
x(t)-x_{h}(t)
\end{array}\right] \\
& +\varepsilon_{1}^{T}(t)\left(Q_{1}+Q_{2}\right) \varepsilon_{1}(t)-\varepsilon_{1}^{T}(t-h) Q_{2} \varepsilon_{1}(t-h)-(1-\mu) \varepsilon_{1}^{T}(t-d(t)) Q_{1} \varepsilon_{1}(t-d(t)) \\
& +2\left\{\left[\Sigma_{1} W x(t)-f(t)\right]^{T} \Lambda_{1}+\left[f(t)-\Sigma_{2} W x(t)\right]^{T} \Lambda_{2}\right\} W \dot{x}(t)+h \varepsilon_{2}^{T}(t) Z \varepsilon_{2}(t)-\int_{t-h}^{t} \varepsilon_{2}^{T}(s) Z \varepsilon_{2}(s) d s \tag{44}
\end{align*}
$$

Secondly, by taking into account the assumption of the activation function, (8) and (9), the following inequalities hold:

$$
\begin{aligned}
h_{i}(s) & :=2\left[\Sigma_{1} W x(s)-f(s)\right]^{T} H_{i}\left[f(s)-\Sigma_{2} W x(s)\right] \geq 0 \\
u_{i}\left(s_{1}, s_{2}\right) & :=2\left[\Sigma_{1} W\left(x\left(s_{1}\right)-x\left(s_{2}\right)\right)-\left(f\left(s_{1}\right)-f\left(s_{2}\right)\right)\right]^{T} U_{i}\left[\left(f\left(s_{1}\right)-f\left(s_{2}\right)\right)-\Sigma_{2} W\left(x\left(s_{1}\right)-x\left(s_{2}\right)\right)\right] \geq 0
\end{aligned}
$$

where

$$
H_{i}=\operatorname{diag}\left\{h_{1 i}, h_{2 i}, \cdots, h_{n i}\right\} \geq 0, i=1,2,3
$$

$$
U_{j}=\operatorname{diag}\left\{u_{1 j}, u_{2 j}, \cdots, u_{n j}\right\} \geq 0, j=1,2,3
$$

Thus, the following inequalities hold:

$$
\begin{align*}
& h_{1}(t)+h_{2}(t-d(t))+h_{3}(t-h) \geq 0  \tag{45}\\
& u_{1}(t, t-d(t))+u_{2}(t-d(t), t-h)+u_{3}(t, t-h) \geq 0 \tag{46}
\end{align*}
$$

Thirdly, for symmetric matrices $Z_{a}, Z_{b}$, the following zero-value term is obtained [51]:

$$
\begin{equation*}
0=x^{T}(t) Z_{a} x(t)-x_{d}^{T}(t) Z_{a} x_{d}(t)-2 \int_{t-d(t)}^{t} x^{T}(s) Z_{a} \dot{x}(s) d s+x_{d}^{T}(t) Z_{b} x_{d}(t)-x_{h}^{T}(t) Z_{b} x_{h}(t)-2 \int_{t-h}^{t-d(t)} x^{T}(s) Z_{b} \dot{x}(s) d s \tag{47}
\end{equation*}
$$

Fourthly, introducing (45)-(47) into (44) and combining the $d(t)$ - and $h_{d}(t)$-dependent terms yield

$$
\begin{equation*}
\dot{V}_{1}(t) \leq \zeta^{T}(t) \Gamma_{1}(d(t)) \zeta(t)-\dot{V}_{s}(t) \tag{48}
\end{equation*}
$$

where $\zeta(t)$ is defined in (31), and

$$
\begin{aligned}
& \Gamma_{1}(d(t))=\Xi_{0}+d(t)\left(\Xi_{1}+\Xi_{1}^{T}\right)+h_{d}(t)\left(\Xi_{2}+\Xi_{2}^{T}\right) \\
& \dot{V}_{s}(t)=\int_{t-d(t)}^{t} \varepsilon_{2}^{T}(s) \bar{Z}_{a} \varepsilon_{2}(s) d s+\int_{t-h}^{t-d(t)} \varepsilon_{2}^{T}(s) \bar{Z}_{b} \varepsilon_{2}(s) d s
\end{aligned}
$$

and $\Xi_{i}, i=0,1,2$ are defined in (35)-(37), $\bar{Z}_{a}, \bar{Z}_{b}$ are defined in (43).
Fifthly, for any matrices $L_{i}, M_{i} \in \mathcal{R}^{8 n \times 2 n}, i=1$, 2, letting $\chi_{0}$ in (17) be

$$
\begin{equation*}
\chi_{0}=\eta_{0}=\left[x^{T}(t), x_{d}^{T}(t), f^{T}(t), f_{d}^{T}(t), v_{1}^{T}(t), v_{2}^{T}(t), v_{3}^{T}(t), v_{4}^{T}(t)\right]^{T}=e_{g} \zeta(t) \tag{49}
\end{equation*}
$$

and using the GFWM-based inequality (17) to estimate the single integral term $\dot{V}_{s}(t)$ yield

$$
\begin{align*}
\dot{V}_{s}(t) \geq & -\operatorname{Sym}\left\{\eta_{0}^{T} L_{1} \eta_{1}+\eta_{0}^{T} M_{1} \eta_{2}\right\}-d(t) \eta_{0}^{T}\left(\frac{3 L_{1} \bar{Z}_{a}^{-1} L_{1}^{T}+M_{1} \bar{Z}_{a}^{-1} M_{1}^{T}}{3}\right) \eta_{0} \\
& -\operatorname{Sym}\left\{\eta_{0}^{T} L_{2} \eta_{3}+\eta_{0}^{T} M_{2} \eta_{4}\right\}-(h-d(t)) \eta_{0}^{T}\left(\frac{3 L_{2} \bar{Z}_{b}^{-1} L_{2}^{T}+M_{2} \bar{Z}_{b}^{-1} M_{2}^{T}}{3}\right) \eta_{0} \tag{50}
\end{align*}
$$

where

$$
\eta_{1}=\left[\begin{array}{c}
d(t) v_{1}(t) \\
x(t)-x_{d}(t)
\end{array}\right], \quad \eta_{2}=\left[\begin{array}{c}
-d(t) v_{1}(t)+2 v_{3}(t) \\
x(t)+x_{d}(t)-2 v_{1}(t)
\end{array}\right], \quad \eta_{3}=\left[\begin{array}{c}
h_{d}(t) v_{2}(t) \\
x_{d}(t)-x_{h}(t)
\end{array}\right], \quad \eta_{4}=\left[\begin{array}{c}
-h_{d}(t) v_{2}(t)+2 v_{4}(t) \\
x_{d}(t)+x_{h}(t)-2 v_{2}(t)
\end{array}\right]
$$

which implies

$$
\begin{equation*}
-\dot{V}_{s}(t) \leq \zeta^{T}(t) \Gamma_{2}(d(t)) \zeta(t) \tag{51}
\end{equation*}
$$

where

$$
\Gamma_{2}(d(t))=\Xi_{3}+d(t)\left(\Xi_{4}+\Xi_{4}^{T}+\Xi_{5}\right)+h_{d}(t)\left(\Xi_{6}+\Xi_{6}^{T}+\Xi_{7}\right)
$$

and $\Xi_{i}, i=3,4, \ldots, 7$ are defined in (38)-(42).
Finally, combining (48) and (51) yields

$$
\begin{equation*}
\dot{V}_{1}(t) \leq \zeta^{T}(t) \Psi_{1}(d(t)) \zeta(t) \tag{52}
\end{equation*}
$$

where $\Psi_{1}(d(t))$ is defined in (34).
On the other hand, based on Schur complement, LMIs (32) and (33) leads to

$$
\begin{equation*}
\left.\Psi_{1}(d(t))\right|_{d(t)=h} \leq 0,\left.\quad \Psi_{1}(d(t))\right|_{d(t)=0} \leq 0 \tag{53}
\end{equation*}
$$

which is equivalent to $\Psi_{1}(d(t)) \leq 0$ based on the convex combination method [60].
Therefore, if LMIs (32) and (33) hold, then the following holds for a sufficiently small scalar $\epsilon>0$ :

$$
\begin{equation*}
\dot{V}_{1}(t) \leq-\epsilon\|x(t)\|^{2} \tag{54}
\end{equation*}
$$

which shows the asymptotical stability of DNN (2) with time delay satisfying (3) and (4) . This completes the proof.

In order to clearly show the GFWM approach is more effective than the Wirtinger-based inequality, the following stability criterion is also obtained by using the LKF (31) and applying the Wirtinger-based inequality (10) to estimate the single integral term arises in the derivative of the LKF.

Theorem 2. For given scalars $h$ and $\mu, D N N$ (2) with time delay satisfying (3) and (4) and activation function satisfying (6) is asymptotically stable, if there exist positive symmetric matrices $P, Q_{1}, Q_{2}, Z \in \mathcal{R}^{2 n \times 2 n}$, symmetric matrices $Z_{a}, Z_{b} \in \mathcal{R}^{n \times n}$; positive diagonal matrices $\Lambda_{1}, \Lambda_{2}, U_{j}, H_{j} \in \mathcal{R}^{n \times n}, j=1,2,3$; and any matrices $S_{1}, S_{2} \in$ $\mathcal{R}^{2 n \times 2 n}$, such that the following LMIs hold

$$
\begin{align*}
& \left.\Psi_{3}(d(t))\right|_{d(t)=0} \leq 0  \tag{55}\\
& \left.\Psi_{3}(d(t))\right|_{d(t)=h} \leq 0  \tag{56}\\
& \Phi_{1}=\left[\begin{array}{cc}
\bar{Z}_{a} & S_{1} \\
* & \bar{Z}_{b}
\end{array}\right]>0  \tag{57}\\
& \Phi_{2}=\left[\begin{array}{cc}
\bar{Z}_{a} & S_{2} \\
* & \bar{Z}_{b}
\end{array}\right]>0 \tag{58}
\end{align*}
$$

where

$$
\begin{align*}
& \Psi_{3}(d(t))=\Upsilon_{3}+d(t) \Upsilon_{4}+h_{d}(t) \Upsilon_{5}  \tag{59}\\
& \Upsilon_{3}=\Xi_{0}+\Xi_{8} \\
& \Upsilon_{4}=\Xi_{1}+\Xi_{1}^{T}+\Xi_{9} \\
& \Upsilon_{5}=\Xi_{2}+\Xi_{2}^{T} \\
& \Xi_{8}=-\frac{E_{1}^{T} \Phi_{1} E_{1}+3 E_{3}^{T} \Phi_{2} E_{3}}{h}  \tag{60}\\
& \Xi_{9}=-\frac{\operatorname{Sym}\left\{E_{1}^{T} \Phi_{1} E_{2}+3 E_{3}^{T} \Phi_{2} E_{4}\right\}}{h}  \tag{61}\\
& E_{1}=\left[\begin{array}{c}
e_{0} \\
e_{1}-e_{2} \\
h e_{8} \\
e_{2}-e_{3}
\end{array}\right], E_{2}=-E_{4}=\left[\begin{array}{c}
e_{7} \\
e_{0} \\
-e_{8} \\
e_{0}
\end{array}\right], E_{3}=\left[\begin{array}{c}
2 e_{9} \\
e_{1}+e_{2}-2 e_{7} \\
2 e_{10}-h e_{8} \\
e_{2}+e_{3}-2 e_{8}
\end{array}\right]
\end{align*}
$$

Proof. By constructing the LKF same to (31), its derivative is given as (48). Then by using the Wirtinger-based inequality (10) and Lemma 3 to estimate the single integral term $\dot{V}_{s}(t)$ yields

$$
\begin{align*}
& -\int_{t-d(t)}^{t} \quad \varepsilon_{2}^{T}(s) \bar{Z}_{a} \varepsilon_{2}(s) d s-\int_{t-h}^{t-d(t)} \varepsilon_{2}^{T}(s) \bar{Z}_{b} \varepsilon_{2}(s) d s \\
& \quad \leq-\frac{1}{d(t)} \zeta^{T}(t)\left\{\left[\begin{array}{l}
d(t) e_{7} \\
e_{1}-e_{2}
\end{array}\right]^{T} \bar{Z}_{a}\left[\begin{array}{l}
d(t) e_{7} \\
e_{1}-e_{2}
\end{array}\right]\right\} \zeta(t)-\frac{1}{h_{d}(t)} \zeta^{T}(t)\left\{\left[\begin{array}{c}
h_{d}(t) e_{8} \\
e_{2}-e_{3}
\end{array}\right]^{T} \bar{Z}_{b}\left[\begin{array}{c}
h_{d}(t) e_{8} \\
e_{2}-e_{3}
\end{array}\right]\right\} \zeta(t) \\
& \quad-\frac{3}{d(t)} \zeta^{T}(t)\left\{\left[\begin{array}{l}
2 e_{9}-d(t) e_{7} \\
e_{1}+e_{2}-2 e_{7}
\end{array}\right]^{T} \bar{Z}_{a}\left[\begin{array}{l}
2 e_{9}-d(t) e_{7} \\
e_{1}+e_{2}-2 e_{7}
\end{array}\right]\right\} \zeta(t)-\frac{3}{h_{d}(t)} \zeta^{T}(t)\left\{\left[\begin{array}{c}
2 e_{10}-h_{d}(t) e_{8} \\
e_{2}+e_{3}-2 e_{8}
\end{array}\right]^{T} \bar{Z}_{b}\left[\begin{array}{c}
2 e_{10}-h_{d}(t) e_{8} \\
e_{2}+e_{3}-2 e_{8}
\end{array}\right]\right\} \zeta(t) \\
& \quad \leq-\frac{1}{h} \zeta^{T}(t)\left\{\left[\begin{array}{l}
d(t) e_{7} \\
e_{1}-e_{2} \\
h_{d}(t) e_{8} \\
e_{2}-e_{3}
\end{array} \Phi^{T}\left[\begin{array}{c}
d(t) e_{7} \\
e_{1}-e_{2} \\
h_{d}(t) e_{8} \\
e_{2}-e_{3}
\end{array}\right]\right\} \zeta(t)-\frac{3}{h} \zeta^{T}(t)\left\{\left[\begin{array}{c}
2 e_{9}-d(t) e_{7} \\
e_{1}+e_{2}-2 e_{7} \\
2 e_{10}-h_{d}(t) e_{8} \\
e_{2}+e_{3}-2 e_{8}
\end{array}\right]^{T}\left[\begin{array}{c}
2 e_{9}-d(t) e_{7} \\
e_{1}+e_{2}-2 e_{7} \\
2 e_{10}-h_{d}(t) e_{8} \\
e_{2}+e_{3}-2 e_{8}
\end{array}\right]\right\} \zeta(t)\right. \\
& \quad=-\frac{1}{h} \zeta^{T}(t)\left[E_{1}+d(t) E_{2}\right]^{T} \Phi_{1}\left[E_{1}+d(t) E_{2}\right] \zeta(t)-\frac{3}{h} \zeta^{T}(t)\left[E_{3}+d(t) E_{4}\right]^{T} \Phi_{2}\left[E_{3}+d(t) E_{4}\right] \zeta(t) \\
& \quad=\zeta^{T}(t)\left(\Xi_{8}+d(t) \Xi_{9}+d^{2}(t) \Xi_{10}\right) \zeta(t) \tag{62}
\end{align*}
$$

where $\Phi_{1}$ and $\Phi_{2}$ are defined in (57) and (58), respectively, $\Xi_{8}$ and $\Xi_{9}$ are defined in (60) and (61), respectively, and

$$
\begin{equation*}
\Xi_{10}=-\frac{E_{2}^{T} \Phi_{1} E_{2}+3 E_{4}^{T} \Phi_{2} E_{4}}{h} \tag{63}
\end{equation*}
$$

Then, combining (48) and (62) yields

$$
\begin{equation*}
\dot{V}_{1}(t) \leq \zeta^{T}(t) \Psi_{2}(d(t)) \zeta(t) \tag{64}
\end{equation*}
$$

where

$$
\begin{align*}
\Psi_{2}(d(t)) & =\Psi_{3}(d(t))+d^{2}(t) \Xi_{10} \\
& =\Upsilon_{3}+h \Upsilon_{5}+d(t)\left(\Upsilon_{4}-\Upsilon_{5}\right)+d^{2}(t) \Xi_{10} \tag{65}
\end{align*}
$$

and $\Psi_{3}(d(t))$ is defined in (59). Obviously, $\Xi_{10} \leq 0$, thus, based on 3) of Lemma $4, \Psi_{2}(d(t)) \leq 0$ requires the following holds

$$
\begin{equation*}
\Upsilon_{3}+h \Upsilon_{5} \leq 0, \quad \Upsilon_{3}+h \Upsilon_{5}+h\left(\Upsilon_{4}-\Upsilon_{5}\right) \leq 0 \tag{66}
\end{equation*}
$$

That is,

$$
\begin{equation*}
\left.\Psi_{3}(d(t))\right|_{d(t)=0} \leq 0,\left.\quad \Psi_{3}(d(t))\right|_{d(t)=h} \leq 0 \tag{67}
\end{equation*}
$$

Therefore, if LMIs (55)-(58) hold, then the following holds for a sufficiently small scalar $\epsilon>0$ :

$$
\begin{equation*}
\dot{V}_{1}(t) \leq-\epsilon\|x(t)\|^{2} \tag{68}
\end{equation*}
$$

which shows the asymptotical stability of DNN (2) with time delay satisfying (3) and (4). This completes the proof.

Remark 4. In [42], the FMBI was used to analyze the stability of DNN (2). Compared with the criterion derived in this paper, there are some drawbacks in [42]. Firstly, although the single integral term in $\dot{V}_{3}\left(x_{t}\right),-\int_{t-\tau}^{t} \dot{x}^{T}(s) Z_{1} \dot{x}(s) d s$, was estimated by using FMBI, however, the single integral terms in $\dot{V}_{5}\left(x_{t}\right),-\int_{t-d(t)}^{t}\left[\begin{array}{c}x(s) \\ \dot{x}(s)\end{array}\right]^{T}\left[\begin{array}{cc}Z_{2} & U_{1} \\ * & Z_{3}\end{array}\right]\left[\begin{array}{c}x(s) \\ \dot{x}(s)\end{array}\right] d s$ and $-\int_{t-\tau}^{t-d(t)}\left[\begin{array}{c}x(s) \\ \dot{x}(s)\end{array}\right]^{T}\left[\begin{array}{cc}Z_{2} & U_{2} \\ * & Z_{3}\end{array}\right]\left[\begin{array}{c}x(s) \\ \dot{x}(s)\end{array}\right] d s$,
were still estimated via the Jensen inequality, which is more conservative than Wirtinger-based inequality and the GFWM-based inequality. Secondly, there exists an error during the discussion of d(t) (i.e., Remark 3 therein). Specifically, in LMI (11) of Theorem 1, $\Xi$ can be rewritten as

$$
\begin{equation*}
\Xi(d(t))=\Omega_{0}+d(t) \Omega_{1}+d^{2}(t) \Omega_{2} \tag{69}
\end{equation*}
$$

where $\Omega_{i}, i=0,1,2$ are delay-independent matrices, and $\Omega_{2}=-\left[\begin{array}{c}e_{7} \\ e_{0} \\ -e_{8} \\ e_{0}\end{array}\right]^{T}\left(\Phi_{3}+\frac{\Phi_{4}}{\tau}\right)\left[\begin{array}{c}e_{7} \\ e_{0} \\ -e_{8} \\ e_{0}\end{array}\right]$ which is obtained from
$\Pi_{6}^{T} \Phi_{3} \Pi_{6}$ and $\Pi_{21}^{T} \Phi_{4} \Pi_{21}$. In Remark 3 therein the authors claimed that $\Xi(d(t)) \leq 0$ for all $d(t) \in[0, \tau]$ if $\Xi(0) \leq 0$ and $\Xi(\tau) \leq 0$. However, due to $\Phi_{3}+\frac{\Phi_{4}}{\tau} \geq 0$, it is not correct based on 3) of Lemma 4 in this paper. Therefore, the results in [42] are incorrect and will not be listed in the following numerical studies. Note that the notations, Remark, and Theorem mentioned in this remark are all defined in [42] if not explicity stated.

### 4.2. Case II: Stability of $\operatorname{DNN}$ (2) with the delay satisfying (5)

For DNN (2) with the delay satisfying (5), the following LKF candidate with delay-product-type terms is constructed:

$$
V_{2}(t)=V_{1}(t)+V_{3}(t)+V_{4}(t)+V_{5}(t)-\left[\begin{array}{c}
x(t)  \tag{70}\\
\int_{t-h}^{t} x(s) d s
\end{array}\right]^{T} P\left[\begin{array}{c}
x(t) \\
\int_{t-h}^{t} x(s) d s
\end{array}\right]
$$

where

$$
\begin{aligned}
& V_{3}(t)=\left[\begin{array}{c}
x(t) \\
\int_{t-d(t)}^{t} x(s) d s \\
\int_{t-h}^{t-d(t)} x(s) d s
\end{array}\right]^{T} P_{0}\left[\begin{array}{c}
x(t) \\
\int_{t-d(t)}^{t} x(s) d s \\
\int_{t-h}^{t-d(t)} x(s) d s
\end{array}\right] \\
& V_{4}(t)=d(t)\left[\begin{array}{c}
x(t) \\
\int_{t-d(t)}^{t} \frac{x(s)}{d(t)} d s
\end{array}\right]^{T} P_{1}\left[\begin{array}{c}
x(t) \\
\int_{t-d(t)}^{t} \frac{x(s)}{d(t)} d s
\end{array}\right] \\
& V_{5}(t)=(h-d(t))\left[\begin{array}{c}
x(t) \\
\int_{t-h}^{t-d(t)} \frac{x(s)}{h_{d}(t)} d s
\end{array}\right]^{T} P_{2}\left[\begin{array}{c}
x(t) \\
\int_{t-h}^{t-d(t)} \frac{x(s)}{h_{d}(t)} d s
\end{array}\right]
\end{aligned}
$$

and $V_{1}(t)$ is defined in (31), and $P_{i}, i=0,1,2$ are the symmetric positive definite matrices.
Based on LKF (70) and the GFWM-based inequality (17), the following stability criterion is derived.
Theorem 3. For given scalars $h$ and $\mu, D N N$ (2) with time delay satisfying (3) and (5) and activation function satisfying (6) is asymptotically stable, if there exist positive symmetric matrices $P_{0} \in \mathcal{R}^{3 n \times 3 n}, P_{1}, P_{2}, Q_{1}, Q_{2}, Z \in$
$\mathcal{R}^{2 n \times 2 n}$, symmetric matrices $Z_{a}, Z_{b} \in \mathcal{R}^{n \times n}$; positive diagonal matrices $\Lambda_{1}, \Lambda_{2}, U_{j}, H_{j} \in \mathcal{R}^{n \times n}, j=1,2,3$; and any matrices $L_{i}, M_{i} \in \mathcal{R}^{8 n \times 2 n}, i=1,2$, such that the following LMIs hold

$$
\begin{align*}
& {\left[\begin{array}{ccc}
\Psi_{a}-h \Xi_{5} & h e_{g}^{T} L_{1} & h e_{g}^{T} M_{1} \\
* & -h \bar{Z}_{a} & 0 \\
* & * & -3 h \bar{Z}_{a}
\end{array}\right] \leq 0}  \tag{71}\\
& {\left[\begin{array}{ccc}
\Psi_{b}-h \Xi_{7} & h e_{g}^{T} L_{2} & h e_{g}^{T} M_{2} \\
* & -h \bar{Z}_{b} & 0 \\
* & * & -3 h \bar{Z}_{b}
\end{array}\right] \leq 0}  \tag{72}\\
& {\left[\begin{array}{ccc}
\Psi_{c}-h \Xi_{5} & h e_{g}^{T} L_{1} & h e_{g}^{T} M_{1} \\
* & -h \bar{Z}_{a} & 0 \\
* & * & -3 h \bar{Z}_{a}
\end{array}\right] \leq 0}  \tag{73}\\
& {\left[\begin{array}{ccc}
\Psi_{d}-h \Xi_{7} & h e_{g}^{T} L_{2} & h e_{g}^{T} M_{2} \\
* & -h \bar{Z}_{b} & 0 \\
* & * & -3 h \bar{Z}_{b}
\end{array}\right] \leq 0} \tag{74}
\end{align*}
$$

where

$$
\begin{align*}
& \Psi_{a}=\left.\Psi_{4}(d(t), \dot{d}(t))\right|_{d(t)=h, \dot{d}(t)=-\mu} \\
& \Psi_{b}=\left.\Psi_{4}(d(t), \dot{d}(t))\right|_{d(t)=0, \dot{d}(t)=-\mu} \\
& \Psi_{c}=\left.\Psi_{4}(d(t), \dot{d}(t))\right|_{d(t)=h, \dot{d}(t)=\mu} \\
& \Psi_{d}=\left.\Psi_{4}(d(t), \dot{d}(t))\right|_{d(t)=0, \dot{d}(t)=\mu} \\
& \Psi_{4}(d(t), \dot{d}(t))=\bar{\Upsilon}_{0}+d(t) \bar{\Upsilon}_{1}+h_{d}(t) \bar{\Upsilon}_{2}+\Xi_{11}(d(t), \dot{d}(t))+\Xi_{12}(d(t), \dot{d}(t))+\Xi_{13}(d(t), \dot{d}(t))  \tag{75}\\
& \bar{\Upsilon}_{0}=\Xi_{0}+\Xi_{3}-\operatorname{Sym}\left\{\left[\begin{array}{l}
e_{1} \\
e_{0}
\end{array}\right]^{T} P\left[\begin{array}{c}
e_{s} \\
e_{1}-e_{3}
\end{array}\right]\right\} \\
& \bar{\Upsilon}_{1}=\Xi_{4}+\Xi_{4}^{T}+\Xi_{5} \\
& \bar{\Upsilon}_{2}=\Xi_{6}+\Xi_{6}^{T}+\Xi_{7} \\
& \Xi_{11}(d(t), \dot{d}(t))=\operatorname{Sym}\left\{\left[\begin{array}{c}
e_{1} \\
d(t) e_{7} \\
h_{d}(t) e_{8}
\end{array}\right]^{T} P_{0}\left[\begin{array}{c}
e_{s} \\
e_{1}-(1-\dot{d}(t)) e_{2} \\
(1-\dot{d}(t)) e_{2}-e_{3}
\end{array}\right]\right\}  \tag{76}\\
& \Xi_{12}(d(t), \dot{d}(t))=\dot{d}(t)\left[\begin{array}{l}
e_{1} \\
e_{7}
\end{array}\right]^{T} P_{1}\left[\begin{array}{l}
e_{1} \\
e_{7}
\end{array}\right]+\operatorname{Sym}\left\{\left[\begin{array}{l}
e_{1} \\
e_{7}
\end{array}\right]^{T} d(t) P_{1}\left[\begin{array}{l}
e_{s} \\
e_{0}
\end{array}\right]\right\}+\operatorname{Sym}\left\{\left[\begin{array}{l}
e_{1} \\
e_{7}
\end{array}\right]^{T} P_{1}\left[\begin{array}{c}
e_{0} \\
e_{1}-(1-\dot{d}(t)) e_{2}-\dot{d}(t) e_{7}
\end{array}\right]\right\}  \tag{77}\\
& \Xi_{13}(d(t), \dot{d}(t))=-\dot{d}(t)\left[\begin{array}{l}
e_{1} \\
e_{8}
\end{array}\right]^{T} P_{2}\left[\begin{array}{l}
e_{1} \\
e_{8}
\end{array}\right]+\operatorname{Sym}\left\{\left[\begin{array}{l}
e_{1} \\
e_{8}
\end{array}\right]^{T} h_{d}(t) P_{2}\left[\begin{array}{l}
e_{s} \\
e_{0}
\end{array}\right]\right\}+\operatorname{Sym}\left\{\left[\begin{array}{l}
e_{1} \\
e_{8}
\end{array}\right]^{T} P_{2}\left[\begin{array}{c}
e_{0} \\
(1-\dot{d}(t)) e_{2}-e_{3}+\dot{d}(t) e_{8}
\end{array}\right]\right\} \tag{78}
\end{align*}
$$

and $\Xi_{i}, i=0,3,4, \ldots, 7$, are defined in (35), (38)-(42).

Proof. The derivatives of the $V_{i}(t), i=3,4,5$ can be obtained as

$$
\begin{align*}
& \dot{V}_{3}(t)=2\left[\begin{array}{c}
x(t) \\
\int_{t-d(t)}^{t} x(s) d s \\
\int_{t-h}^{t-d t(t)} x(s) d s
\end{array}\right]^{T} P_{0}\left[\begin{array}{c}
\dot{x}(t) \\
x(t)-(1-\dot{d}(t)) x_{d}(t) \\
(1-\dot{d}(t)) x_{d}(t)-x_{h}(t)
\end{array}\right] \\
& =\zeta^{T}(t)\left(\Xi_{11}(d(t), \dot{d}(t))\right) \zeta(t)  \tag{79}\\
& \left.\dot{V}_{4}(t)=\dot{d}(t)\left[\begin{array}{c}
x(t) \\
\int_{t-d(t)}^{t} \frac{x(s)}{d(t)} d s
\end{array}\right]^{T}\left[\begin{array}{c}
x(t) \\
P_{1}
\end{array}\right]+2\left[\begin{array}{c}
x(t) \\
\int_{t-d(t)}^{t} \frac{x(s)}{d(t)} d s
\end{array}\right]+\int_{t-d(t)}^{t} \frac{x(s)}{d(t)} d s\right]^{T} d(t) P_{1}\left[\begin{array}{c}
\dot{x}(t) \\
{\left[\frac{x(t)-(1-\dot{d}(t)) x_{d}(t)-\dot{d}(t)}{d(t)} \int_{t-d(t)}^{t} \frac{x(t) d s}{d(t) d s}\right.}
\end{array}\right] \\
& =\zeta^{T}(t)\left(\Xi_{12}(d(t), \dot{d}(t))\right) \zeta(t)  \tag{80}\\
& \dot{V}_{5}(t)=-\dot{d}(t)\left[\begin{array}{c}
x(t) \\
\int_{t-h}^{t-\alpha(t)} \frac{x(s)}{h_{d}(t)} d s
\end{array}\right]^{T} P_{2}\left[\begin{array}{c}
x(t) \\
\int_{t-h}^{t-d(t)} \frac{x(s)}{h_{d}(t)} d s
\end{array}\right]+2\left[\begin{array}{c}
x(t) \\
\int_{t-h}^{t-d(t)} \\
\frac{x(s)}{h_{d}(t)} d s
\end{array}\right]^{T} h_{d}(t) P_{2}\left[\begin{array}{c}
\dot{x}(t) \\
\frac{(1-\dot{d}(t)) x_{d}(t)-x_{h}(t)+\dot{d}(t)}{h_{d}(t-h(t)} \frac{x_{1}(s) d s}{h_{d}(t)}
\end{array}\right] \\
& =\zeta^{T}(t)\left(\Xi_{13}(d(t), \dot{d}(t))\right) \zeta(t) \tag{81}
\end{align*}
$$

where $\Xi_{i}, i=11,12,13$, are defined in (76)-(78).
Combining the proof of Theorem 1, the derivative of the $V_{2}(t)$ can be estimated as

$$
\begin{equation*}
\dot{V}_{2}(t) \leq \zeta^{T}(t) \Psi_{4}(d(t), \dot{d}(t)) \zeta(t) \tag{82}
\end{equation*}
$$

where $\Psi_{4}(d(t), \dot{d}(t))$ is defined in (75).
It can be found that the $\Psi_{4}(d(t), \dot{d}(t))$ can be presented as

$$
\begin{equation*}
\Psi_{4}(d(t), \dot{d}(t))=\Omega_{3}+\dot{d}(t) \Omega_{4}+d(t)\left[\Omega_{5}+\dot{d}(t) \Omega_{6}\right] \tag{83}
\end{equation*}
$$

where $\Omega_{i}, i=3,4,5,6$ are delay-independent matrices. Thus, $\Psi_{4}(d(t), \dot{d}(t)) \leq 0$ requires the following holds

$$
\begin{equation*}
\left.\Psi_{4}(d(t), \dot{d}(t))\right|_{d(t) \in\{0, h\}, \dot{d}(t) \in\{-\mu, \mu\}} \leq 0 \tag{84}
\end{equation*}
$$

which can be guaranteed by LMIs (71)-(74) based on Schur complement.
Therefore, if LMIs (71)-(74) hold, then the following holds for a sufficiently small scalar $\epsilon>0$ :

$$
\begin{equation*}
\dot{V}_{2}(t) \leq-\epsilon\|x(t)\|^{2} \tag{85}
\end{equation*}
$$

which shows the asymptotical stability of DNN (2) with time delay satisfying (3) and (5) . This completes the proof.

To verify the contribution of delay-product-type terms $V_{4}(t)$ and $V_{5}(t)$, the stability criterion obtained from Theorem 3 by setting $P_{1}=0$ and $P_{2}=0$ (i.e., $V_{4}(t)=0$ and $V_{5}(t)=0$ ) is given as follows.

Corollary 1. For given scalars $h$ and $\mu, D N N$ (2) with time delay satisfying (3) and (5) and activation function satisfying (6) is asymptotically stable, if there exist positive symmetric matrices $P_{0} \in \mathcal{R}^{3 n \times 3 n}, Q_{1}, Q_{2}, Z \in \mathcal{R}^{2 n \times 2 n}$, symmetric matrices $Z_{a}, Z_{b} \in \mathcal{R}^{n \times n}$; positive diagonal matrices $\Lambda_{1}, \Lambda_{2}, U_{j}, H_{j} \in \mathcal{R}^{n \times n}, j=1,2,3$; and any matrices $L_{i}, M_{i} \in \mathcal{R}^{8 n \times 2 n}, i=1,2$, such that LMIs (71)-(74) with $P_{i}=0, i=1,2$ hold.

Remark 5. In Section 4.1, based on a simple augmented LKF, the comparison of Theorem 1 and Theorem 2 is given to show the advantage of the GFWM approach. In Section 4.2, the GFWM approach is extended to a new LKF with some delay-product-type terms, whose contribution to conservatism reduction can be verified through the comparison of Theorem 3 and Corollary 1. In fact, as mentioned in Section 1, the estimation of the single term is unavoidable for different LKFs. Therefore, it can be expected that better stability criteria can be obtained by extending the GFWM approach to other LKFs with more general forms. Moreover, the GFWM approach can be applied to investigate other problems, such as the analysis of dissipative [61, 62] and/or exponential stability [63, 64], and the DNNs with infinite delay [65] and/or leakage delays [66, 67].

Remark 6. It is worthy pointing out that the GFWM-based criteria developed in this paper achieve the conservatism reduction at the cost of many slack matrices, which may increase the calculation complexity. Although such problem may be solved with the development of high performance computer, it is also important to develop some new criteria that can reduce the conservatism without introducing additional decision variables. For example, the novel integral inequalities developed in [46] can achieve this objective and will be extended into the study of the DNNs in our future work.

## 5. Numerical examples

In this section, three numerical examples are given to show the advantages of the obtained criteria. As mentioned in Section 1, the important aim of the stability analysis of DNNs is to determine the AMDBs. And the stability criterion that provides larger AMDBs is less conservative than the one that gives smaller ones. Therefore, the advantages of the proposed criteria are demonstrated via the comparison of the AMDBs calculated by various criteria.

### 5.1. Results comparison

Example 1. Consider $D N N$ (2) with the following parameters:

$$
\begin{aligned}
A & =\operatorname{diag}\{1.5,0.7\}, \quad W=\operatorname{diag}\{1,1\}, \quad W_{0}=\left[\begin{array}{ll}
0.0503 & 0.0454 \\
0.0987 & 0.2075
\end{array}\right], \quad W_{1}=\left[\begin{array}{ll}
0.2381 & 0.9320 \\
0.0388 & 0.5062
\end{array}\right] \\
\Sigma_{1} & =\left[\begin{array}{cc}
0.3 & 0 \\
0 & 0.8
\end{array}\right], \quad \Sigma_{2}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right], \quad J=\left[\begin{array}{l}
0.4 \\
0.2
\end{array}\right]
\end{aligned}
$$

In order to verify the advantages of the proposed method, the AMDBs of the delay satisfying $\dot{d}(t) \leq \mu$ with respect to various $\mu$ obtained by the proposed criteria are given in Table 1, where the AMDBs calculated by stability criteria in the literature are also listed for comparison. The following observations are summarized from the results.

- It can be easily found that the proposed stability criteria can produce the larger AMDBs for all cases than those given in the existing literature. It shows that the proposed criteria are indeed less conservative than the ones in the literature.
- Theorem 1 and Theorem 2 are respectively derived via the proposed GFWM approach and the Wirtinger inequality based on the same LKF, and the AMDBs of Theorem 1 are larger than the ones of Theorem 2. That is, the GFWM approach is more effective than the widely used Wirtinger inequality approach, which matches the theoretical analysis in Section 3.
- The comparison between the AMDBs calculated by of Theorem 3 (with delay-product-type terms) and the ones of Corollary 1 (without delay-product-type terms) clearly verifies the delay-product-type terms, $V_{4}(t)$ and $V_{5}(t)$ in (70), are effective in the reduction of conservatism.
- The comparison between the results of Theorem 1 (for the case of $\dot{d}(t) \leq \mu$ ) and the ones of Theorem 3 (for the case of $|\dot{d}(t)| \leq \mu)$ shows that the additional information of delay changing rate, i.e., the lower bound of the delay changing rate, is helpful to further reduce the conservatism of the results.
- The comparison of NDVs included by different stability criteria listed in Table 1 shows that the GFWM-based inequality achieves the reduction of conservatism at the cost of the increase of decision variables.

Example 2. Consider DNN (2) with the following parameters:

$$
\begin{aligned}
& A=\operatorname{diag}\{7.3458,6.9987,5.5949\}, \quad W=\left[\begin{array}{ccc}
13.6014 & -2.9616 & -0.6936 \\
7.4736 & 21.6810 & 3.2100 \\
0.7290 & -2.6334 & -20.1300
\end{array}\right], \quad W_{0}=\operatorname{diag}\{0,0,0\}, \quad W_{1}=\operatorname{diag}\{1,1,1\} \\
& \Sigma_{1}=\operatorname{diag}\{0.3680,0.1795,0.2876\}, \Sigma_{2}=\operatorname{diag}\{0,0,0\}, \quad J=\left[\begin{array}{lll}
0.4 & 0.2 & 0.3
\end{array}\right]^{T}
\end{aligned}
$$

The DNN described above is a static neural network, and its stability has been widely studied in [14], [25], [32], [37], [38], [41], [49], [53], [55]. For different $\mu$, the AMDBs calculated via the criteria presented in this paper and the ones in the literature are summarized in Table 2, where ' '-' represents that the allowable upper bounds for the corresponding cases are not provided in those literatures. The results given reveal that the GFWM-based Theorem 1 is more effective than both the stability criteria in existing literature and the one developed via the Wirtinger inequality.

Example 3. Consider DNN (2) with the following parameters:

$$
\begin{aligned}
A & =\operatorname{diag}\{1.2769,0.6231,0.9230,0.4480\}, W=\operatorname{diag}\{1,1,1,1\} \\
W_{0} & =\left[\begin{array}{cccc}
-0.0373 & 0.4852 & -0.3351 & 0.2336 \\
-1.6033 & 0.5988 & -0.3224 & 1.2352 \\
0.3394 & -0.0860 & -0.3824 & -0.5785 \\
-0.1311 & 0.3253 & -0.9534 & -0.5015
\end{array}\right], W_{1}=\left[\begin{array}{cccc}
0.8674 & -1.2405 & -0.5325 & 0.0220 \\
0.0474 & -0.9164 & 0.0360 & 0.9816 \\
1.8495 & 2.6117 & -0.3788 & 0.8428 \\
-2.0413 & 0.5179 & 1.1734 & -0.2775
\end{array}\right] \\
\Sigma_{1} & =\operatorname{diag}\{0.1137,0.1279,0.7994,0.2368\}, \Sigma_{2}=\operatorname{diag}\{0,0,0,0\}, \quad J=[0.4,0.2,0.3,0.1]^{T}
\end{aligned}
$$

This example has often been used to compare the conservativeness of the stability criteria in the literature [20, $35,25,52,36,29,21,23,42,40]$. Table 3 gives the corresponding AMDBs with respect to different $\mu$ obtained by the proposed stability criteria as well as the ones given in literature. The stability criteria in [9, 12], derived based on the FWM approach, lead to smaller AMDBs than Theorem 1 does. It shows that the GFWM approach is more effective than the FWM approach, which verifies the statement in Remark 1. The LKFs with more general form, such delay-partition-based LKFs [20, 16, 25, 29, 21, 40, 23], augmented LKF [33], or the LKF with triple integral term [52], have improved the results, while they are still more conservative than the ones obtained by the proposed criteria since the Jensen inequality used therein is more conservative than the proposed GFWM approach.

### 5.2. Simulation verification

From the parameters of the DNNs, the equilibrium points of them can be obtained as $y^{*}=[0.67600 .9077]^{T}$, $y^{*}=\left[\begin{array}{lll}0.0948 & 0.0532 & 0.0261\end{array}\right]^{T}$, and $y^{*}=\left[\begin{array}{lll}0.1501 & 0.34710 .3037 & 0.2401\end{array}\right]^{T}$, respectively. From tables, the DNNs are stable for the cases: Example 1, $\mu=0.4$, and $h=9.7430$; Example 2, $\mu=0.1$, and $h=1.1118$; and Example 3, $\mu=0.1$, and $h=4.3583$. Thus, simulation studies for the following three cases are given:

- Example 1: $g(y)=\left[\begin{array}{l}0.3 \tanh \left(y_{1}\right) \\ 0.8 \tanh \left(y_{2}\right)\end{array}\right], y(t)=[0.8,0.5]^{T}, t \in[-9.7430,0] ; d(t)=\frac{9.7430}{2}+\frac{9.7430}{2} \sin \left(\frac{0.8}{9.7430} t\right)$;
- Example 2: $g(y)=\left[\begin{array}{l}0.3680 \tanh \left(y_{1}\right) \\ 0.1795 \tanh \left(y_{2}\right) \\ 0.2876 \tanh \left(y_{3}\right)\end{array}\right] y(t)=[0.2,0.1,0.3]^{T}, t \in[-1.1118,0] ; d(t)=\frac{1.1118}{2}+\frac{1.1118}{2} \sin \left(\frac{0.2}{1.1118} t\right)$;
- Example 3: $g(y)=\left[0.1137 \tanh \left(y_{1}\right), 0.1279 \tanh \left(y_{2}\right), 0.7994 \tanh \left(y_{3}\right), 0.2368 \tanh \left(y_{4}\right)\right]^{T}, y(t)=[0.3,0.1,0.2,0.4]^{T}$, $t \in[-4.3583,0] ; d(t)=\frac{4.3583}{2}+\frac{4.3583}{2} \sin \left(\frac{0.2}{4.3583} t\right)$;

The responses of the DNNs are shown in Figs. 1-3, and the results show that the DNNs are stable at their equilibrium points, which verifies the effectiveness of the proposed methods.

## 6. Conclusions

This paper has developed a novel GFWM approach to analyze the delay-dependent stability of continuous DNN with a bounded time-varying delay, and several new stability criteria with less conservatism have been established. The improvement of the proposed stability criteria is benefit from the development of the GFWM approach, which can estimate the single integral term arising in the derivative of the LKF more accurately. It has been theoretically proved that the GFWM approach encompasses the widely used Wirtinger-based inequality and the recently presently FMBI approach. Finally, the comparison of the AMDBs for three numerical examples calculated based on the proposed criteria and the existing ones has clearly verified the advantages of the proposed criteria.

## Acknowledgment

This work is supported partially by the National Natural Science Foundation of China under Grant Nos. 61503351, 51428702, and 61573325, and the Hubei Provincial Natural Science Foundation of China under Grant 2015CFA010.

## References

[1] L.O. Chua and L. Yang, Cellular neural networks: Applications, IEEE Trans. Circuits Syst., 35 (10) (1998) 1273-1290.
[2] Y.H. Chen and S.C. Fang, Neurocomputing with time delay analysis for solving convex quadratic programming problems, IEEE Trans. Neural Netw., 11 (1) (2000) 230-240.
[3] L. Zhang and Y. Zhang, Selectable and unselectable sets of neurons in recurrent neural networks with saturated piecewise linear transfer function, IEEE Trans. Neural Netw., 22 (7) (2011) 1021-1031.
[4] H. Zhang, Z. Wang, and D. Liu, A comprehensive review of stability analysis of continuous-time recurrent neural networks, IEEE Trans. Neural Netw. Learn. Syst., 25 (7) (2014) 1229-1261.
[5] X.F. Liao, G. Chen, and E.N. Sanchez, Delay-dependent exponential stability analysis of delayed neural networks: An LMI approach, Neural Netw., 15 (2002) 855-866.
[6] S. Xu, J. Lam, D. W. C. Ho, and Y. Zou, Novel global asymptotic stability criteria for delayed cellular neural networks, IEEE Trans. Circuits Syst. II, Exp. Briefs, 52 (6) (2005) 349-353.
[7] C.M. Marcus and R. M.Westervelt, Stability of analog neural networks with delay, Phys. Rev. A, 39 (1989) 347-359.
[8] Y. He, Q. G.Wang, and M.Wu, LMI-based stability criteria for neural networks with multiple time-varying delays, Physica D, 212 (2005) 126-136.
[9] C.C. Hua, C.N. Long, and X.P. Guan, New results on stability analysis of neural networks with time-varying delays, Phys. Lett. A, 352 (2006) 335-340.
[10] Y. He, M. Wu, and J.H. She, Delay-dependent exponential stability of delayed neural networks with time-varying delay, IEEE Trans. Circuits Syst. II, Exp. papers, 53 (7) (2006) 553-557.
[11] Y. He, G.P. Liu, and D. Rees, New delay-dependent stability criteria for neural networks with time-varying delay, IEEE Trans. Neural Netw., 18 (1) (2007) 310-314.
[12] Y. He, G.P. Liu, D. Rees, and M. Wu, Stability analysis for neural networks with time-varying interval delay, IEEE Trans. Neural Netw., 18 (6) (2007) 1850-1854.
[13] M. Wu, F. Liu, P. Shi, Y. He, and R. Yokoyama, Exponential stability analysis for neural networks with time-varying delay, IEEE Trans. Syst., Man, Cybern. B, Cybern., 38 (4) (2008) 1152-1156.
[14] H. Shao, Delay-dependent stability for recurrent neural networks with time-varying delays, IEEE Trans. Neural Netw., 19 (9) (2008) 16471651.
[15] Y. Liu, Z. Wang, and X. Liu, Global exponential stability of generalized recurrent neural networks with discrete and distributed delays, Neural Netw., 19 (5) (2006) 667-675.
[16] S.P. Xiao and X.M. Zhang, New globally asymptotic stability criteria for delayed cellular neural networks, IEEE Trans. Circuits Syst. II, Exp. papers, 56 (2009) 659-663.
[17] L. Wu, Z. Feng, and W. Zheng, Exponential stability analysis for delayed neural networks with switching parameters: Average dwell time approach, IEEE Trans. Neural Netw., 21 (9) (2010) 1396-1407.
[18] Z.G. Wu, J. Lam, H. Su, and J. Chu, Stability and dissipativity analysis of static neural networks with time delay, IEEE Trans. Neural Netw. Learn. Syst., 23 (2) (2012) 199-210.
[19] R. Yang, Z. Zhang, and P. Shi, Exponential stability on stochastic neural networks with discrete interval and distributed delays, IEEE Trans. Neural Netw., 21 (1) (2010) 169-175.
[20] H. Zhang, Z. Liu, G.B. Huang, and Z. Wang, Novel weighting-delay-based stability criteria for recurrent neural networks with time-varying delay, IEEE Trans. Neural Netw., 21 (1) (2010) 91-106.
[21] C. Ge, C. Hua, and X. Guan, New delay-dependent stability criteria for neural networks with time-varying delay using delay-decomposition approach, IEEE Trans. Neural Netw., 25 (7) (2014) 1378-1383.
[22] K. Mathiyalagan, J.H. Park, R. Sakthivel, and S. Marshal Anthoni, Delay fractioning approach to robust exponential stability of fuzzy CohenGrossberg neural networks, Appl. Math. Comput., 230 (2014) 451-463.
[23] X. Zhou, J. Tian, H. Ma, and S. Zhong, Improved delay-dependent stability criteria for recurrent neural networks with time-varying delays, Neurocomputing, 129 (2014) 401-408.
[24] J. Tian, W. Xiong, and F. Xu, Improved delay-partitioning method to stability analysis for neural networks with discrete-and distributed time-varying delays, Appl. Math. Comput., 233 (2014) 152-164.
[25] C.K. Zhang, Y. He, L. Jiang, Q.H. Wu, and M. Wu, Delay-dependent stability criteria for generalized neural networks with two delay components, IEEE Trans. Neural Netw. Learn. Syst., 25 (7) (2014) 1263-1276.
[26] Z. Wang, L. Liu, Q.H. Shan, and H. Zhang, Stability criteria for recurrent neural networks with time-varying delay based on secondary delay partitioning method, IEEE Trans. Neural Netw. Learn. Syst., 26 (10) 2015 2589-2595.
[27] H.B Zeng, J.H. Park, C.F. Zhang, and W. Wang, Stability and dissipativity analysis of static neural networks with interval time-varying delay, J. Franklin Inst., 352 (3) (2015) 1284-1295.
[28] J. Tian and X. xie, New asymptotic stability criteria for neural networks with time-varying delay, Phys. Lett. A, 374 (1) (2010) 938-943.
[29] H.B. Zeng, Y. He, M. Wu, and C.F. Zhang, Complete delay-decomposing approach to asymptotic stability for neural networks with timevarying delays, IEEE Trans. Neural Netw., 22 (5) (2011) 806-812.
[30] O.M. Kwon, and J.H. Park, Improved delay-dependent stability criterion for neural networks with time-varying delays, Phys. Lett. A, 373 (2009) 529-535.
[31] O.M. Kwon, J.W. Kwon, and S.H. Kim, New results on stability criteria for neural networks with time-varying delays, Chin. Phys. B, 20 (5) (2011) 050505-1-050505-11.
[32] Z. Zuo, C. Yang, and Y. Wang, A new method for stability analysis of recurrent neural networks with interval time-varying delay, IEEE Trans. Neural Netw., 21 (2) (2010) 339-344.
[33] T. Li, L. Guo, C. Sun, and C. Lin, Further results on delay-dependent stability criteria of neural networks with time-varying delays, $I E E E$ Trans. Neural Netw., 19 (4) (2008) 726-730.
[34] H. Zhang, Z. Liu, and G.B. Huang, Novel delay-dependent robust stability analysis for switched neutral-type neural networks with timevarying delays via SC technique, IEEE Trans. Syst., Man, Cybern. B, Cybern., 40 (6) (2010) 1480-1491.
[35] X.M. Zhang and Q.L. Han, Global asymptotic stability for a class of generalized neural networks with interval time-varying delays, IEEE Trans. Neural Netw., 22 (8) (2011) 1180-1192.
[36] H. Zhang, F. Yang, X. Liu, and Q. Zhang, Stability analysis for neural networks with time-varying delay based on quadratic convex combination, IEEE Trans. Neural Netw. Learn. Syst., 24 (4) (2013) 513-521.
[37] X.M. Zhang and Q.L. Han, Global asymptotic stability analysis for delayed neural networks using a matrix-based quadratic convex approach, Neural Networks, 54 (2014) 57-69.
[38] O.M. Kwon, M.J. Park, J.H. Park, S.M. Lee, and E.J. Cha, New and improved results on stability of static neural networks with interval time-varying delays, Appl. Math. Comput., 239 (2014) 346-357.
[39] Y. Liu, S.M. Lee, and H.G. Lee, Robust delay-dependent stability criteria for uncertain neural networks with two additive time-varying delay components, Neurocomputing, 151 (2015) 770-775.
[40] Y. Liu, S.M. Lee, O.M. Kwon, J.H. Park, New approach to stability criteria for generalized neural networks with interval time-varying delays, Neurocomputing, 149 (2015) 1544-1551.
[41] B. Yang, R. Wang, P. Shi, G.M. Dimirovski, New delay-dependent stability criteria for recurrent neural networks with time-varying delays, Neurocomputing, 151 (2015) 1414-1422.
[42] H.B Zeng, Y. He, M. Wu, and S.P. Xiao, Stability analysis of generalized neural networks with time-varying delays via a new integral inequality, Neurocomputing, 161 (2015) 148-154.
[43] A. Seuret and F. Gouaisbaut, Wirtinger-based integral inequality: application to time-delay systems, Automatica, 49 (9) (2013) $2860-866$.
[44] M. Wu, Y. He, J.H. She, and G.P. Liu, Delay-dependent criteria for robust stability of time-varying delay systems, Automatica, 40 (8) (2004) 1435-1439.
[45] H.B. Zeng, Y. He, M. Wu, and J.H. She, Free-matrix-based integral inequality for stability analysis of systems with time-varying delay, IEEE Trans. Automat. Control, 60 (10) (2015) 2768-2772.
[46] C.K. Zhang, Y. He, L. Jiang, M. Wu, and H.B. Zeng, Stability analysis of systems with time-varying delay via relaxed integral inequalities, Systems \& Control Letters 92 (2016) 52-61.
[47] J. Sun, G.P. Liu, J. Chen, and D. Reesb, Improved delay-range-dependent stability criteria for linear systems with time-varying delays, Automatica, 46 (2) (2010) 157-166.
[48] J. Tian and S. Zhong, Improved delay-dependent stability criterion for neural networks with time-varying delay, Appl. Math. Comput., 217 (2011) 10278-10288.
[49] Y.Q. Bai and J. Chen, New stability criteria for recurrent neural networks with interval time-varying delay, Neurocomputing, 121 (2013) 179-184.
[50] W.J. Lin, Y. He, C.K. Zhang, M. Wu, and M.D. Ji, Stability analysis of recurrent neural networks with interval time-varying delay via free-matrix-based integral inequality, Neurocomputing, 205(2016) 490-497.
[51] O.M. Kwon, M.J. Park, S.M. Lee, J.H. Park, and E.J. Cha, Stability for neural networks with time-varying delays via some new approaches, IEEE Trans. Neural Netw. Learn. Syst., 24 (2) (2013) 181-193.
[52] T. Li, T. Wang, A. Song, and S. Fei, Combined convex technique on delay-dependent stability for delayed neural networks, IEEE Trans. Neural Netw. Learn. Syst., 24 (9) (2013) 1459-1466.
[53] M.D. Ji, Y. He, C.K. Zhang, and M. Wu, Novel stability criteria for recurrent neural networks with time-varying delay, Neurocomputing, 138 (2014) 383-391.
[54] M.D. Ji, Y. He, M. Wu, and C.K. Zhang, Further results on exponential stability of neural networks with time-varying delay, Appl. Math. Comput., 256 (2015) 175-182.
[55] C.K. Zhang, Y. He, L. Jiang and M. Wu, Stability analysis for delayed neural networks considering both conservativeness and complexity IEEE Trans. Neural Netw. Learn. Syst., 27 (7) (2016) 1486-1500.
[56] J. Xia, J.H. Park, and H.B. Zeng, Improved delay-dependent robust stability analysis for neutral-type uncertain neural networks with Markovian jumping parameters and time-varying delays, Neurocomputing, 149 (2015) 1198-1205.
[57] T.H. Lee, J.H. Park, M.J. Park, O.M. Kwon, and H.Y. Jung, On stability criteria for neural networks with time-varying delay using Wirtinger-
based multiple integral inequality, J. Franklin Inst., 352 (12) (2015) 5627-5645.
[58] S. Ding, Z. Wang, Y. Wu, and H. Zhang, Stability criterion for delayed neural networks via Wirtinger-based multiple integral inequality, Neurocomputing (2016), http://dx.doi.org/10.1016/j.neucom.2016.04.058i
[59] P. Park, J.W. Ko, and C. Jeong, Reciprocally convex approach to stability of systems with time-varying delays, Automatica, 47 (1) (2011) 235-238.
[60] P. Park and J. Ko, Stability and robust stability for systems with a time-varying delay, Automatica, 43 (10) (2007) 1855-1858.
$[61]$ T.H. Lee, M.J. Park, J.H. Park, O.M. Kwon, and S.M. Lee, Extended dissipative analysis for neural networks with time-varying delays, IEEE Trans. Neural Netw. Learn. Syst., 25 (10) (2014) 1936-1941.
[62] G. Nagamani, S. Ramasamy Stochastic dissipativity and passivity analysis for discrete-time neural networks with probabilistic time-varying delays in the leakage term, Appl. Math. Comput., 289 (2016) 237-257.
[63] Y. He, M.D. Ji, C.K. Zhang, and M. Wu, Global exponential stability of neural networks with time-varying delay based on free-matrix-based integral inequality, Neural Networks, 77 (2016) 80-86
[64] H. Chen, S. Zhong, and J. Shao, Exponential stability criterion for interval neural networks with discrete and distributed delays, Appl. Math. Comput., 250 (2015) 121-130.
[65] S. Esteves and J.J. Oliveira, Global asymptotic stability of nonautonomous Cohen-Grossberg neural network models with infinite delays, Appl. Math. Comput., 265 (2015) 333-346.
[66] R. Li and J. Cao, Stability analysis of reaction-diffusion uncertain memristive neural networks with time-varying delays and leakage term, Appl. Math. Comput., 278 (2016) 54-69.
[67] R. Raja, Q. Zhu, S. Senthilraj, and R. Samidurai, Improved stability analysis of uncertain neutral type neural networks with leakage delays and impulsive effects, Appl. Math. Comput., 266 (2015) 1050-1069.

Table 1: The AMDBs $h$ for various $\mu$ (Example 1)

| Table 1: The AMDBs $h$ for various $\mu($ Example 1) |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Cases | Criteria |  | $\mu$ |  |  |  |
|  |  | 0.40 | 0.45 | 0.50 | 0.55 |  |
| $\dot{d}(t) \leq \mu$ |  | 3.9972 | 3.276 | 3.059 | 2.9814 | $12.5 n^{2}+5.5 n$ |
|  |  | 4.39 | 3.67 | 3.46 | 3.41 | $35.5 n^{2}+7.5 n$ |
|  |  | 4.5023 | 3.7588 | 3.5472 | 3.4885 | $12.5 n^{2}+23.5 n$ |
|  |  | 4.5543 | 3.8364 | 3.5583 | 3.4110 | $63.5 n^{2}+11.5 n$ |
|  | [51] (Co.1) | 4.8748 | 4.2702 | 4.0551 | 3.9369 | $30.5 n^{2}+23.5 n$ |
|  | [36] (Th.1) | 5.1029 | 4.1100 | 3.6855 | 3.4434 | $30.5 n^{2}+8.5 n$ |
|  | [48] (Th.1) | 5.2420 | 4.4301 | 4.1055 | 3.9231 | $87.5 n^{2}+11.5 n$ |
|  | [55] (Co.3) | 7.4203 | 6.6190 | 6.3428 | 6.2095 | $11.5 n^{2}+13.5 n$ |
|  | Theorem 2 | 6.7883 | 6.1800 | 5.9623 | 5.8481 | $17 n^{2}+13 n$ |
|  | Theorem 1 | 8.3498 | 7.3817 | 7.0219 | 6.8156 | $73 n^{2}+13 n$ |
| $\|\dot{d}(t)\| \leq \mu$ | [58] (Th.2.1) | 8.9704 | 7.6635 | 7.1554 | 6.8550 | $59.5 n^{2}+20.5 n$ |
|  | [51] (Th.3) | 9.7094 | 7.7523 | 6.8570 | 6.2977 | $42 n^{2}+27 n$ |
|  | Corollary 1 | 12.3721 | 10.0868 | 9.2340 | 8.7839 | $75.5 n^{2}+13.5 n$ |
|  | Theorem 3 | 13.8671 | 11.1174 | 10.0050 | 9.4157 | $79.5 n^{2}+15.5 n$ |

Table 2: The AMDBs $h$ for various $\mu$ (Example 2)

| Cases | Table 2: The AMDBs $h$ for various $\mu($ Example 2$)$ |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :---: |
|  | Criteria |  | $\mu$ |  |  |  |  |
|  |  | 0.0 | 0.1 | 0.5 | 0.9 |  |  |
|  | [25] (Th.4, $\rho=0.5)$ | 1.7683 | 1.0426 | 0.4313 | - | $12.5 n^{2}+23.5 n$ |  |
|  | [38] (Co.1) | 1.8764 | 1.1127 | 0.4464 | - | $26 n^{2}+17 n$ |  |
|  | [53] (Co.1) | 1.5575 | 0.9430 | 0.4417 | 0.3632 | $38 n^{2}+19 n$ |  |
|  | [14] (Th.2) | 1.3323 | 0.8245 | 0.3733 | 0.2343 | $2.5 n^{2}+5.5 n$ |  |
|  | [32] (Co.2) | 1.3323 | 0.8402 | 0.4264 | 0.3214 | $8.5 n^{2}+6.5 n$ |  |
|  | [49] (Co.1) | - | 0.8411 | 0.4296 | 0.3227 | $25.5 n^{2}+8.5 n$ |  |
|  | [55] (Co.3) | 1.5857 | 0.9567 | 0.4432 | - | $11.5 n^{2}+13.5 n$ |  |
|  | [41] (Co.1) | 1.6386 | 0.9956 | 0.4464 | 0.3800 | $104.5 n^{2}+17.5 n$ |  |
|  | Theorem 2 | 1.6124 | 0.9727 | 0.4442 | 0.3662 | $17 n^{2}+13 n$ |  |
|  | Theorem 1 | 1.7302 | 1.0453 | 0.4486 | 0.3938 | $73 n^{2}+13 n$ |  |
| $\|\dot{d}(t)\| \leq \mu$ | [37] (Pro.2) | 1.8899 | 1.1114 | 0.4514 | - | $17 n^{2}+14 n$ |  |
|  | Corollary 1 | 1.8899 | 1.1132 | 0.4920 | 0.4700 | $75.5 n^{2}+13.5 n$ |  |
|  | Theorem 3 | 1.8899 | 1.1135 | 0.4922 | 0.4701 | $79.5 n^{2}+15.5 n$ |  |

Table 3: The AMDBs $h$ for various $\mu$ (Example 3)

| Table 3: The AMDBs $h$ for various $\mu$ (Example 3) |  |  |  |  | NDVs |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Cases | Criteria | 0.1 | 0.5 | 0.9 |  |
| $(t) \leq \mu$ |  | 3.3574 | 2.5915 | 2.1306 | $15 n^{2}+7 n$ |
|  |  | 3.5204 | 2.7167 | 2.2141 | $10.5 n^{2}+8.5 n$ |
|  | [25] (Th.4, $\rho=0.5)$ | 3.8739 | 2.7415 | 2.3011 | $12.5 n^{2}+23.5 n$ |
|  | [52] (Th.1) | 3.623 | 2.965 | 2.352 | $63.5 n^{2}+11.5 n$ |
|  | [36] (Th.1) | 3.4984 | 2.7243 | 2.2029 | $30.5 n^{2}+8.5 n$ |
|  | [29] (Th.3, $m=2)$ | 3.7665 | 2.6814 | 2.2274 | $17 n^{2}+8 n$ |
|  | [21] (Th.1, $m=2)$ | 3.8428 | 2.7081 | 2.2485 | $7 n^{2}+9 n$ |
|  | [55] (Co.3) | 4.1838 | 3.1510 | 2.8347 | $11.5 n^{2}+13.5 n$ |
|  | [23] (Th.1, $m=2)$ | 4.1840 | 2.8387 | 2.3423 | $20 n^{2}+11 n$ |
|  | [42] (Th.1) | 4.1903 | 3.0779 | 2.8268 | $66.5 n^{2}+18.5 n$ |
|  | [40] (Co.3.1) | 4.2143 | 3.1059 | 2.7494 | $13.5 n^{2}+6.5 n$ |
|  | Theorem 2 | 4.1268 | 3.0778 | 2.7619 | $17 n^{2}+13 n$ |
|  | Theorem 1 | 4.2778 | 3.2152 | 2.9361 | $73 n^{2}+13 n$ |
| $\|\dot{d}(t)\| \leq \mu$ | [26] (Th.1) | 3.7515 | - | 2.4628 | $12.5 n^{2}+9.5 n$ |
|  | [51] (Th.3) | 3.9337 | 3.5307 | 3.2627 | $42 n^{2}+27 n$ |
|  | Corollary 1 | 4.3939 | 3.5657 | 3.3591 | $75.5 n^{2}+13.5 n$ |
|  | Theorem 3 | 4.4167 | 3.5986 | 3.3755 | $79.5 n^{2}+15.5 n$ |



Figure 1: State trajectories of the DNN of Example 1.


Figure 2: State trajectories of the DNN of Example 2.


Figure 3: State trajectories of the DNN of Example 3.
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