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Abstract

The relay based cooperative network is one of the promising techniques for next genera-

tion wireless communications, which can help extend the cell coverage and enhance the

diversity. To deploy relays efficiently with limited power and bandwidth under certain

performance requirements, resource allocation (RA) plays an increasingly important

role in the system design. In recent years, with the fast growth of the number of mobile

phone users, great portion of CO2 emission is contributed by wireless communication

systems. The combination of relay techniques and RA schemes reveals the solution to

green communications, which aims to provide high data rate with low power consump-

tion. In this thesis, RA is investigated for next generation relay based green wireless

systems, including the long-range cellular systems, and the short-range point-to-point

(P2P) systems.

In the first contribution, an optimal asymmetric resource allocation (ARA) scheme

is proposed for the decode-and-forward (DF) dual-hop multi-relay OFDMA cellular

systems in the downlink. With this scheme, the time slots for the two hops via each of

the relays are designed to be asymmetric, i.e., with K relays in a cell, a total of 2K

time slots may be of different durations, which enhances the degree of freedom over the

previous work. Also, a destination may be served by multiple relays at the same time to

enhance the transmission diversity. Moreover, closed-form results for optimal resource

allocation are derived, which require only limited amount of feedback information.

Numerical results show that, due to the multi-time and multi-relay diversities, the

proposed ARA scheme can provide a much better performance than the scheme with

symmetric time allocation, as well as the scheme with asymmetric time allocation for

a cell composed of independent single-relay sub-systems, especially when the relays are

relatively close to the source. As a result, with the optimal relay location, the system

can achieve high throughput in downlink with limited transmit power.

In the second contribution, the power consumption in relay based 60 GHz coopera-

tive networks is studied, which is based on three-terminal diversity amplify-and-forward

(DAF) and diversity DF (DDF) relaying strategies. A total power consumption model

including drive power, decoding power, and power consumption of power amplifier (PA)

is proposed, excluding the transmit power, as it is relatively small compared to decod-

ing power and PA power in the indoor environment. This model is formulated as a
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function of drive power, which gives an easy access to the system level power alloca-

tion. To minimise the system total power consumption, the optimal drive power can

be allocated to the source node by numerical searching method while satisfying the

data rate requirement. The impact of relay locations on the total power consumption

is also investigated. It is shown that, with the same data rate requirement, in the small

source-relay separation case, DAF consumes slightly less power than DDF; while with

larger source-relay separation, DAF consumes much more power than DDF.

In the future work, multiuser relay-based short-range communication systems will

be considered for the 60 GHz communication in the fading channel scenario, which ex-

tends the proposed power consumption model in a more practical way. The power con-

sumption model of other components, such as analog-to-digital converter, data buffer,

modulation/demodulation could also be considered to provide more details about green

P2P communications.

iii



Acknowledgement

Throughout the passing four years, I have received loads of support and help from the

following people who generously show their love and encouragement. Without their

kindness, this thesis would not have been completed.

I would like to give my deepest gratitude to my supervisor Dr. Xu Zhu, who has

been teaching me with great patient and guiding me from a graduate student to a

mature researcher. This work no doubt benefits from her invaluable comments. I also

appreciate the supervision upon my study from Prof. Yi Huang, who has contributed

great comments in some of my publications.

I am grateful to Dr. Sumei Sun at Institute for Infocomm Research (I2R), Singapore,

where I spent six months as a postgraduate student attachment. During this period,

Dr. Sun gave me lots of advices and guidance in my research work. I would also like

to thank Dr. Yeow-Khiang Chia at I2R, who helped me a lot with the information

theory. Besides, the following researchers at I2R deserve my gratitude for academical

assistance and family-like atmosphere, and they are Dr. Koichi Adachi, Dr. Lin Shan,

Dr. Xiaojuan Zhang, Mr. Gang Yang, Dr. Jingon Joung, Dr. Peng-Hui Tan, and Dr.

Chi-Keong Ho. It is my pleasure to share this good time with you.

I would like to thank my (previous) colleagues in the Wireless Communication

and Smart Grid group: Dr. Nan Zhou and Dr. Jingbo Gao for inspiring discussions in

resource allocation schemes, Mr. Yufei Jiang for sharing views in the channel estimation

theory, Mr. Teng Ma for the tutorials in channel measurement and body fitness, Mr.

Chao Zhang and Yanghao Wang for discussions in smart grid and photography, Mr.

Wenfei Zhu, Mr. Chaowei Liu, Mr. Jun Yin, Mr. Qinyuan Qian, and Mr. Yang Li

for sharing a family-like atmosphere and delicious meals. I am so pleased to see this

group now is growing up with the extra three new students: Mr. Mohammad Heggo,

Mr. Kainan Zhu, and Mr. Zhongxiang Wei. Your guys are the finest!

I would also like to show my great appreciation to the Chinese congregations in

Liverpool and Singapore of Jehovah’s Witnesses. Thanks to your Christian love and

spiritual support, I could get over the loneliness and find the meaning of real life.

Finally, my gratitude is dedicated to my parents. Without their support and love,

I would have no opportunity to study abroad and pursue this degree.

This thesis is a humble gift to my grandfather Mr. Fu Hou, my friends Mrs. Chris-

iv



tine Hobden and Mrs. Coi-Wan Tam. You are the true worriers fighting against cancer.

To God YHWH

[Prv 2:10] quia intrabit sapientia cor tuum, et scientia animae tuae placebit.

v



Contents

Declaration i

Abstract ii

Acknowledgement iv

Contents viii

List of Figures x

List of Tables xi

Nomenclature xiv

1 Introduction 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Research Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.3 Thesis Organisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4 Publication List . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Research Overview 4

2.1 Wireless Communication Channel Models . . . . . . . . . . . . . . . . . 4

2.1.1 Large-Scale Path Loss . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1.2 Small-Scale Multipath Fading . . . . . . . . . . . . . . . . . . . . 6

2.1.3 Fading Channel Model . . . . . . . . . . . . . . . . . . . . . . . . 9

2.2 Channel Capacity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2.1 Binary Symmetric Channel . . . . . . . . . . . . . . . . . . . . . 12

2.2.2 Additive White Gaussian Noise Channel . . . . . . . . . . . . . . 12

2.2.3 Fading Channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.3 Overview of Wireless Communication Systems . . . . . . . . . . . . . . 15

2.4 OFDM Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.4.1 OFDM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.4.2 OFDMA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

vi



2.5 Relay Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2.5.1 Amplify-and-Forward Relaying . . . . . . . . . . . . . . . . . . . 22

2.5.2 Decode-and-Forward Relaying . . . . . . . . . . . . . . . . . . . . 23

2.5.3 Relaying Protocols . . . . . . . . . . . . . . . . . . . . . . . . . . 24

3 Overview of Radio Resources and Their Allocation Schemes 26

3.1 Radio Resources in Wireless Communications . . . . . . . . . . . . . . . 26

3.1.1 Bandwidth and Carrier Frequency . . . . . . . . . . . . . . . . . 26

3.1.2 Transmit Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2 Resource Allocation in Multi-Carrier Based Systems . . . . . . . . . . . 30

3.2.1 Sub-carrier Allocation . . . . . . . . . . . . . . . . . . . . . . . . 30

3.2.2 Power Allocation . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

4 Asymmetric Resource Allocation for Long-Range Multi-Relay Based

OFDMA Systems 34

4.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.2 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.3 Asymmetric RA Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.3.1 Optimal ARA Algorithm . . . . . . . . . . . . . . . . . . . . . . 39

4.3.2 Suboptimal ARA Algorithm . . . . . . . . . . . . . . . . . . . . . 44

4.4 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5 Power Allocation for Short-Range 60 GHz Relay Based Systems 51

5.1 System Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5.1.1 Diversity AF Relaying . . . . . . . . . . . . . . . . . . . . . . . . 53

5.1.2 Diversity DF Relaying . . . . . . . . . . . . . . . . . . . . . . . . 55

5.2 Power Consumption Model . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.2.1 Decoding Power . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.2.2 PA Power . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.3 Problem Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.3.1 Problem Formulation for DAF Relaying . . . . . . . . . . . . . . 60

5.3.2 Problem Formulation for DDF Relaying . . . . . . . . . . . . . . 61

5.4 Numerical Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

6 Conclusion and Future Work 69

6.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

A Time Line of Wireless Communications 71

vii



B The Proof of Convexity of The Objective Function (4.12) 73

C Solution to the Quadratic Inequality (5.25) 75

D Curve Fitting of the PA 76

Bibliography 88

viii



List of Figures

2.1 The propagation of the EM wave as a closed sphere surrounding the

transmitter, (d – the distance between Tx and Rx) . . . . . . . . . . . . 4

2.2 An simplified example of multipath effect of EM wave . . . . . . . . . . 6

2.3 The received signals via different paths . . . . . . . . . . . . . . . . . . . 7

2.4 Fading types classified by symbol period . . . . . . . . . . . . . . . . . . 9

2.5 Block diagram of a communication system . . . . . . . . . . . . . . . . . 10

2.6 Binary symmetric channel . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.7 Simplified block diagram of the OFDM system . . . . . . . . . . . . . . 18

2.8 Block diagram of an OFDMA system in downlink . . . . . . . . . . . . . 20

2.9 A three-terminal relay network . . . . . . . . . . . . . . . . . . . . . . . 21

3.1 Illustration of the relationship between a passband spectrum and its

baseband equivalent . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.2 The amplification model of PA . . . . . . . . . . . . . . . . . . . . . . . 29

3.3 Illustration of the division of channels in a multi-carrier system, where

f represents the frequency , and the red portions are guard bands . . . 30

3.4 An example of sub-carrier allocation, where the numbers in the cube are

the relative values of SNR, and the grey parts indicate the maximum

SNR amongst users . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.5 Illustration of the water-filling algorithm . . . . . . . . . . . . . . . . . . 33

4.1 A multi-relay based OFDMA cellular system . . . . . . . . . . . . . . . 35

4.2 Impact of distance between the source and the mid circle of relays on

maximum achievable throughput, with K = 4 relays and L = 8 destina-

tions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.3 Impact of the number of relays on maximum achievable throughput, with

L = 16 destinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.4 Impact of the number of destinations on maximum achievable through-

put, with K = 4 relays . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.5 Impact of normalised distance between source and destinations on the

average time difference between two slots, with K = 4 relays and L = 8

destinations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

ix



5.1 Illustration of a three-terminal DxF relay network . . . . . . . . . . . . 53

5.2 The simplified block diagram of an DAF relaying . . . . . . . . . . . . . 54

5.3 The simplified block diagram of DDF relay node, where the source and

destination are omitted due to same structures with DAF . . . . . . . . 56

5.4 Illustration of a message node and its decoding neighbours, where ζ = 3

and the total number of iterations is 3 . . . . . . . . . . . . . . . . . . . 58

5.5 The impact of dive power on the total power consumption in DAF re-

laying, where dSD = dSR = dRD = 6 m . . . . . . . . . . . . . . . . . . . 64

5.6 The impact of dive power on the total power consumption in DDF re-

laying, where dSD = dSR = dRD = 6 m . . . . . . . . . . . . . . . . . . . 64

5.7 The impact of drive power on the total decoding power in DDF relaying 65

5.8 The impact of drive power on total PA power in DDF relaying . . . . . 66

5.9 The impact of the distances between each nodes on the power consump-

tion, where dSR = dRD = dSD/
√
2. Solid lines: DDF; dashed lines:

DAF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

5.10 The impact of relay’s location on the power consumption, where dSD =

7.07 m. Solid lines: DDF; dashed lines: DAF . . . . . . . . . . . . . . . 67

D.1 The curve fitting vs. data from [1] . . . . . . . . . . . . . . . . . . . . . 78

x



List of Tables

2.1 PL exponent values in different scenarios . . . . . . . . . . . . . . . . . . 6

2.2 Types of multipath fading . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3 Types of relaying protocols . . . . . . . . . . . . . . . . . . . . . . . . . 24

4.1 The parameter setup in the multi-relay based OFDMA cellular system . 46

5.1 The parameter setup in the relay based short-range communication systems 63

A.1 Time line of evolution of mobile telephony standards . . . . . . . . . . . 72

D.1 PAE vs. Pin, at 1.8 V DC voltage . . . . . . . . . . . . . . . . . . . . . 76

D.2 Sub-gradient parameters setup . . . . . . . . . . . . . . . . . . . . . . . 77

xi



Nomenclature

3G third generation

3GPP third generation partnership project

4G fourth generation

5G fifth generation

AD analogue-to-digital

AF amplify-and-forward

AMPS advanced mobile phone system

ARA asymmetric resource allocation

AWGN additive white Gaussian noise

BEP bit error probability

BER bit error rate

BS base station

BSC binary symmetric channel

CDMA code-division multiple access

CEPT European Conference of Postal and Telecommunications Administrations

CIR channel impulse response

CNR channel-to-noise ratio

CP cyclic prefix

CSI channel state information

CoMP coordinated multipoint

DAF diversity amplify-and-forward

xii



DDF diversity decode-and-forward

DF decode-and-forward

DxF diversity x forward

EM electromagnetic

ERP effective radiated power

EV-DO evolution-data optimized

FDMA frequency-division multiple access

FFT fast Fourier transform

GSM global system for mobile communications

HSPA high speed packet access

ICI inter-carrier interference

IFFT inverse fast Fourier transform

ISI inter-symbol interference

ITU International Telecommunication Union

IxF intersymbol interference x forward

KKT Karush-Kuhn-Tucker

KL Kullback-Leibler

LNA low noise amplifier

LOS line-of-sight

LS least square

LTE long term evolution

MAC medium access control

MIMO multiple-input and multiple-output

MMSE minimum mean squared error

MRC maximum ratio combining

MTS mobile telephone service

xiii



MxF multi-hop x forward

OFDM orthogonal frequency-division multiplexing

OFDMA orthogonal frequency-division multiple access

P2P point-to-point

PA power amplifier

PAE power added efficiency

PAPR peak-to-average power ratio

PE processor element

PL path loss

QoS quality of service

RA resource allocation

RF radio frequency

RMS root-mean-square

SA sub-carrier allocation

SCxF split-combine x forward

SNR signal-to-noise ratio

SRA symmetric resource allocation

TDMA time-division multiple access

UMTS universal mobile telecommunications system

VLSI very-large-scale integration

WiMAX worldwide interoperability for microwave access

WLAN wireless local area networks

WPAN wireless personal area networks

ZF zero-forcing

xiv



Chapter 1

Introduction

1.1 Motivation

Wireless communications have experienced a rapid development over the past decades

[2] [3], and a surge of research activities have been carried out to provide a higher

system capacity [4], a better quality of service (QoS) [5], lower power consumption [6],

and more flexible system coverage [7]. However, according to a recent survey, 2% of the

global CO2 emission is contributed by the information and communication technology

[8], and this figure is expected to increase each year. To provide the high data rate with

low power consumption, the concept of ‘green communications’ attracts much attention

[9].

Relay technologies, including amplify-and-forward (AF) [10] and decode-and-forward

(DF) [11] relaying strategies, have been considered as an achievable solution for the

green communication systems such as long term evolution advanced (LTE-Advanced)

systems [12]. With the same cell coverage, cooperative networks can reduce the system

power consumption with the same data rate requirement compared to the conventional

networks [9]. Meanwhile, adaptive resource allocation (RA) plays an essential part in

multi-carrier based energy efficient wireless systems [13]. Hence, the combination of

relay techniques and RA schemes leads the development in green communications [14].

Green communications at 60 GHz attract considerable attention for the need of

indoor high speed local area networks [15] [16] [17]. With the large bandwidth and

low power consumption, 60 GHz green communications are able to support multi-Gbps

wireless connections between personal electronic devices. However, one big challenge for

60 GHz wireless communications is the high attenuation in propagation [18]. To combat

this problem with low transmit power, relay techniques are considered as promising

solutions, which can improve the reliability of transmission and extend the coverage

of signal source [19]. Hence, the power consumption of the relay based systems is less

compared to the convectional P2P architectures, while satisfying the same high data

rate requirement.
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1.2 Research Contributions

This thesis first presents a joint ARA scheme for relay based long-range communication

systems, where the RA consists of power allocation, sub-carrier allocation, and time

duration allocation. By applying this RA scheme, the system throughput is maximised

with limited transmit power, leading to a high energy efficiency. After that, a system

power consumption model is proposed for relay based short-range green communication

systems at 60 GHz, where the transmit power, PA power, and decoding power are

considered as functions of the drive power of PA. By numerically searching method,

the optimal drive power can be allocated at the source node to minimise the system

power consumption while satisfying the data rate requirement.

The research during this PhD study has produced the following main contributions:

• An ARA scheme for DF dual-hop multi-relay OFDMA systems for long-range

communication is proposed. This work is different in the following aspects. First,

this is the first work to apply asymmetric time allocation to a general multi-

relay multi-destination system. As a result, it enhances the degree of freedom for

transmission over the previous symmetric RA (SRA) scheme. Second, an optimal

algorithm is proposed to perform joint time, power and subcarrier allocation to

obtain the global optimal results, with only limited amount of feedback informa-

tion from relays and destinations. Compared to [20], the proposed work allows

multiple relays to serve a single destination by using CoMP technique, which

enhances the degrees of freedom. Numerical results show that, thanks to the

multi-time and multi-relay diversities, the proposed ARA scheme outperforms

the SRA algorithm in [21], as well as the ARA algorithm in [20], with higher

achievable system throughput, especially when the relays are relatively close to

the source. Moreover, impact of the relays’ locations on the results of asymmetric

time allocation is demonstrated.

• The power consumption in 60 GHz short-range communications with DAF and

DDF relaying strategies. This work is different from others in the following as-

pects. First, a total power consumption model, which includes drive power, de-

coding power, and PA power is proposed. This model is a function of drive power,

which makes access to the power allocation for the system. By searching for the

optimal drive power, the minimum total power consumption can be achieved off-

line. Second, this is the first work that applies the decoding power model from

[22] in the relay systems, which gives a clear clue on the behaviour of decoding

power against the drive power. Third, the parameters of the latest state-of-the-

art 60 GHz PA and low noise amplifier (LNA) are applied into the system, which

gives a meaningful guideline in power consumption since the transmit powers at

source and relay are limited by the saturation of PA. The impact of relay locations
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on the system performance is also investigated, and the comparison between the

DAF and DDF relaying is made.

1.3 Thesis Organisation

The rest of this thesis is organised as follows. The wireless channels and systems are

introduced in Chapter 2. Chapter 3 presents the literature survey on RA of broadband

wireless communication systems. An ARA scheme for relay based long-range cellular

systems is proposed in Chapter 4, where both optimal and suboptimal algorithms are

considered. In Chapter 5, a power consumption model with its power allocation scheme

is proposed for 60 GHz relay based short-range P2P communications, where the DAF

and DDF relaying strategies are compared. Conclusions and future work are presented

in the final chapter.

1.4 Publication List

A number of publications during the study of this research are listed below, which

partially contribute to the thesis.

1. L. Dong, X. Zhu, Y. Jiang and Y. Huang “Optimal Asymmetric Resource Al-

location for Dual-Hop Multi-Relay Based Downlink OFDMA Systems,” Mobile

Computing, vol. 2, no. 1, pp 1-8, Feb. 2013.

2. L. Dong, S. Sun, X. Zhu, and Y.-K. Chia, “Power Efficient 60 GHz Wireless Com-

munication in Cooperative Networks,” submitted to IEEE Trans. Veh. Technol.

3. L. Dong, X. Zhu, N. Zhou, and Y. Huang, “Asymmetric Resource Allocation for

Decode-and-Forward Multi-Relay Systems,” in Proc. IEEE WiCOM’11, Wuhan,

China, Sep. 2011.

4. L. Dong, X. Zhu, and Y. Huang, “Optimal Asymmetric Resource Allocation for

Multi-Relay Based LTE-Advanced Systems,” in Proc. IEEE GLOBECOM’11,

Houston, USA, Dec. 2011.

5. L. Dong, X. Zhu, and Y. Huang, “Optimal Asymmetric Resource Allocation for

Dual-Hop Multi-Relay LTE-Advanced Systems in the Downlink,” in Proc. IEEE

ICC’13, Budapest, Hungary, Jun. 2013.

6. L. Dong, S. Sun, X. Zhu, and Y.-K. Chia, “Power Efficient 60 GHz Wireless

Communication Networks with Relays,” in Proc. IEEE PIMRC’13, London, UK,

Sep. 2013.
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Chapter 2

Research Overview

In this chapter, the wireless communication channel models and the channel capacity

are described in Section 2.1 and 2.2, respectively. An overview of wireless communica-

tion systems is presented in Section 2.3. In Sections 2.4 and 2.5, the fundamentals of

OFDM and relay techniques are introduced.

2.1 Wireless Communication Channel Models

The wireless channel is the air interface that links the transmitter and the receiver.

Its properties dominate the information-theoretical capacity of communications, the

performance limit of wireless systems, and the QoS level. Hence, it is essential to know

the behaviour of wireless channels, which helps in the system design.

2.1.1 Large-Scale Path Loss

In the propagation of the electromagnetic (EM) wave through a certain medium, the

energy of the carried signals is radiated out from a transmitter. If the receiver can ‘pick

d

Tx Rx

Effective aperture

Figure 2.1: The propagation of the EM wave as a closed sphere surrounding the trans-
mitter, (d – the distance between Tx and Rx)
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up’ part of this energy, it is possible that the information contained in the signals can

be detected at the receiver, thus a data link is established.

If the radiation pattern of the antenna is assumed as isotropic, and the medium is

as a vacuum environment, the EM wave propagates in a pattern of a sphere as shown in

Fig. 2.1, where ‘Tx’ denotes the transmitter and ‘Rx’ denotes the receiver. The energy

conservation law tells that the total energy of signals remains unchanged surrounding

the closed free space of the transmitter. With the increasing of the distance that the

EM wave travels, the total surface area of the sphere also grows correspondingly, which

causes the reduction of the power at the unit area. As a result, the strength of the

signals is attenuated. The concept of ‘power’ is used instead of ‘energy’ without the

loss of generality. d is defined as the distance between Tx and Rx, PT as the wavelength

of the EM wave, and GT as the gain of the transmitter antenna. The power density, or

effective radiated power (ERP) [2], can be defined as

Peff =
GTPT

4πd2
(2.1)

From (2.1), it can be observed that if the distance d is doubled, the ERP will decrease

by around 6 dB.

At the Rx, GR is defined as the antenna gain of the receiver. The effective aperture

[23] can be simplified as

aeff =
λ2

4π
GR (2.2)

where λ is the wavelength of the EM wave at central frequency fc. According to the

Frii’s equation [2], the received power can be written as

PR = Peff × aeff = PTGTGR

(
λ

4π

)2(1

d

)2

(2.3)

Thus, the free-space path loss (PL) [24] is expressed as

Afree(d) =
PR

PT
= GTGR

(
λ

4π

)2(1

d

)2

(2.4)

If α is defined as the PL exponent, a general expression of PL can be written as

A(d) =
PR

PT
= GTGR

(
λ

4π

)2(1

d

)α

(2.5)

The value of α can be fitted by a huge number of measurements, and some example

values of PL exponent are shown in Table 2.1.

In the practical usage, PL is usually given in the log form [25]. Therefore, (2.5) can

be rewritten as

AdB(d) = A0 + 10α log10 d (2.6)

where A0 = 10 log10
(4π)2

GTGRλ2 . Due to the fact that PL is mainly affected by the distance,

PL plays a vital part in the wireless network design and performance analysis.
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Table 2.1: PL exponent values in different scenarios

Scenarios PL exponent α

Indoor line-of-sight (LOS) 1.6 ∼ 1.8
Free space 2
Obstructed in factories 2 ∼ 3
Urban area cellular 2.7 ∼ 3.5
Shadowed urban cellular 3 ∼ 5
Obstructed indoor 4 ∼ 6

Tx Rx

Object 3

Object 1
Object 2

Path 0

Path
 1

Path 2

Path 3

Figure 2.2: An simplified example of multipath effect of EM wave

2.1.2 Small-Scale Multipath Fading

Multipath fading is the rapid fluctuation of channel gain and change of phases over a

short period of time or distance, which causes rapid small-scale variation of signals. In

the urban area, the transmitted EM wave could be reflected, diffracted and scattered

by objects such as buildings, vehicles, trees, and rough surfaces. Hence, the signal

travels via different paths to the receiver. Fig. 2.2 shows the simplified model of the

multipath effect, where path 0 indicates the LOS path. Each of the paths generates

a unique wave of transmitted signal with the randomly distributed amplitude, phase,

and delay. As a result, all these EM waves are combined at the receiver (as shown in

Fig. 2.3), which causes the signal distortion and fading.

2.1.2.1 Parameters of Multipath Fading

Defining gi and τi as the channel gain and delay for ith path, respectively, the mean

excess delay [24] is the first moment of the power delay profile, and can be defined as

τ̄ =
∑

i |gi|2τi/
∑

i |gi|2. The root-mean-square (RMS) delay spread [24] is the second
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Figure 2.3: The received signals via different paths

central moment of the power delay profile, which can be defined as

µ =

√
τ 2̄ − (τ̄)2 (2.7)

where τ 2̄ =
∑

i |gi|2τ2i /
∑

i |gi|2. The RMS delay spread indicates the effect of multi-

path. In other words, the higher the RMS delay spread is, the larger the effect will

be.

In wireless communications, coherence bandwidth Bc is defined as the range of

frequencies where two frequency components have a strong potential correlation for

amplitude [3]. For instance, if 95% coherence bandwidth is 5 kHz, the behaviours of

two frequency components, which are 5 kHz or less separated apart, are nearly the

same. Roughly, coherence bandwidth can be approximated from RMS delay spread µ,

i.e., Bc,50% ≈ 1/5µ, Bc,90% ≈ 1/50µ.

When the mobile user moves with a relative velocity v with the base station as

the inertial frame of reference, there is a shift on the frequency of signals. This effect

is called Doppler effect [24], following the name of the Austrian physicist Christian

Doppler. Defining θ as the angle between the direction of the received signal wave and

the direction of the mobile user’s motion, the Doppler shift fd can be expressed as

fd =
v

λ
cos θ (2.8)

When θ = 0, the direction of the received signal is in accordance with the direction of

motion, where Doppler shift achieves the maximum as fd max = v/λ.

The coherence time Tc is referred to as the time duration over which the channel is

considered to be not varying [3]. It is mainly dominated by the doppler shift, and can

be approximated as Tc ≈ 9
16πfd max

. In other words, the faster the mobile user moves,

the more frequently the channel varies.
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2.1.2.2 Types of Multipath Fading

Since the characteristics of the signal wave and channel are defined, the different types

of small-scale multipath fading can be categorised by some thresholds. If Ts and Bsg

are defined as the symbol period and signal bandwidth, respectively, there are four

different types of multipath fading shown in Table 2.2.

Table 2.2: Types of multipath fading

Flat fading Bsg < Bc,50%, Ts > 5µ
Frequency selective fading Bsg > Bc,50%, Ts < 5µ
Slow fading Ts ≪ Tc

Fast fading Ts > Tc

These types of fading are explained in the following details:

• Flat fading: When the symbol period is longer than the RMS delay spread (i.e.,

Ts > 5µ), or the bandwidth of the transmitted signal is less than the channel

coherence bandwidth (i.e., Bsg < Bc,50%), all the frequency components within

the transmitted bandwidth have nearly the same channel gain and linear phase.

In this scenario, the channel is referred to as flat fading. Flat fading is the most

common type described in the literature. The channel gains of flat fading vary

in time randomly, and they follow different distributions such as Rayleigh fading,

Rician fading, and Nakagami fading [2].

• Frequency selective fading: When the symbol period is shorter than the RMS

delay spread of a wireless channel (i.e., Ts < 5µ), or the bandwidth of the trans-

mitted signal is larger than the channel coherence bandwidth (i.e., Bsg > Bc,50%),

previous transmitted symbols could easily cause interference to current transmit-

ted symbols. This interference is called inter-symbol interference (ISI). In the

frequency domain, the ISI is presented by a formation that frequency compo-

nents of the received signal’s spectrum undergo different amplitudes. Hence, this

fading is referred to as frequency selective fading.

• Slow fading: The channel remains unchanged over one or several symbol periods

is called slow fading channel, where the symbol period is much less than the

coherence time (i.e., Ts ≪ Tc).

• Fast fading: In this scenario, the channel changes so fast that the signal passes

through different channels even within one symbol period. In other words, the

symbol period is longer than the coherence time (i.e., Ts > Tc).

According to the definitions, the RMS delay spread and coherence time are two

independent properties. Thus, there are four combinations of these fading channels,

which are flat slow fading channel, flat fast fading channel, frequency selective slow
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Figure 2.4: Fading types classified by symbol period

fading channel, and frequency selective fast fading channel. Fig. 2.4 illustrates the

four multipath fading combinations with RMS delay spread and coherence time as

thresholds. Although there are no clear boundaries amongst these types, the channel

is still assumed as ‘pure’ flat slow fading or ‘pure’ frequency selective fast fading, etc.

Throughout this thesis, frequency selective slow fading channels are focused on.

2.1.3 Fading Channel Model

In this subsection, the fading channel model is introduced. For a wireless communica-

tion system, each symbol is transmitted from the transmitter within signal bandwidth

Bsg, and during symbol period Ts. Assuming there are Np paths between the trans-

mitter and receiver, the channel impulse response (CIR) can be written as

g(t) =

Np−1∑
i=0

giδ (t− τi) (2.9)

where δ(·) is defined as the impulse function. Note that when Np = 1, the channel is

classified as flat fading.

It is assumed that each path is independent from another with different delays, and

gi is an independent zero mean complex Gaussian random variable. The variance of gi

follows the discrete exponential power delay profile as

E
{
|gi|2

}
= b · exp

(
−τi
µ

)
(2.10)

where b is the normalising factor. Usually, |gi| follows the Rayleigh distribution, of

which the probability density function can be written as

p (|gi|) =
|gi|
V 2

exp

(
−|gi|2

2V 2

)
, 0 ≤ |gi| < ∞ (2.11)
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Figure 2.5: Block diagram of a communication system

where V is the RMS voltage of the received signal, and V 2 denotes the time average

power of the received signal.

Letting f(t) represent the pulse shape with the effects of the transmit and receive

filters, the overall CIR is the convolution of the physical CIR g(t) with f(t), as

h(t) = f(t) ∗
Np−1∑
i=0

giδ (t− τi) =

Np−1∑
i=0

gif (t− τi) (2.12)

In the simulation of a wireless system, the raised-cosine filter, which is an implemen-

tation of a low-pass Nyquist filter, is widely applied to approximate the filter effect at

transmitter and receiver [26]. Defining φ as the roll-off factor, f(t) can be written as

f(t) = sinc

(
t

Ts

) cos
(
πφt
Ts

)
1− 4φ2t2

T 2
s

(2.13)

where Ts is the symbol period.

2.2 Channel Capacity

In the information theory, channel capacity of a communication channel is the tightest

upper bound on the data rate that can be reliably transmitted [27]. As early as in 1948,

Claude E. Shannon derived this upper bound for both discrete and continuous channels

[28], which is called Shannon capacity nowadays. According to his results, capacity of

a channel is given by the supremum of the average mutual information between the

source and destination.

Now consider a simplest channel model as shown in Fig. 2.5, where X and Y are

discrete random variable ensembles representing the input and output of the channel,

respectively. pX|Y (x|y) is defined as the conditional probability density function of X

given Y , which is determined by the channel. Defining pY (y) as the marginal probability

density of Y , and pX,Y (x, y) as the joint probability density, where

pX,Y (x, y) = pX|Y (x|y)pY (y) (2.14)

Self-information indicates how much information is contained in one random variable

as the outcome [29]. The conditional self-information of variable x given y can be
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defined as

IX|Y (x|y) = − log pX|Y (x|y) (2.15)

Letting pX(x) denote the marginal probability density of X, the self-information of x

can be written as

IX(x) = − log pX(x) (2.16)

Hence, the mutual information between X and Y can be written as the difference

between (2.15) and (2.16), which is

IX;Y (x, y) = IX(x)− IX|Y (x|y) = log
pX|Y (x|y)
pX(x)

(2.17)

From [29] it is known that the entropy is a measure of the uncertainty in random

variable ensembles, and can be calculated as the expected value of self-information.

H(X|Y ) is defined as the conditional entropy of X over joint XY ensemble, and it can

be expressed as

H(X|Y ) = −
∑

x∈X,y∈Y
pX,Y (x, y) log pX|Y (x|y) (2.18)

Similarly, the entropy of X can be written as

H(X) = −
∑
x∈X

pX(x) log pX(x) (2.19)

The average mutual information can be written as

I(X;Y ) = H(X)−H(X|Y )

=
∑
x∈X

∑
y∈Y

pX,Y (x, y) log
pX|Y (x|y)
pX(x)

=
∑
x∈X

∑
y∈Y

pX,Y (x, y) log
pX,Y (x, y)

pX(x)pY (y)

(2.20)

If variables X and Y are continuous, (2.20) can be rewritten as

I(X;Y ) =

∫
X

∫
Y
pX,Y (x, y) log

pX,Y (x, y)

pX(x)pY (y)
dxdy (2.21)

When the ensembles X and Y are mutually independent, the joint probability density

can be written as pX,Y (x, y) = pX(x)pY (y). As a result, (2.17) and (2.21) both become

zero. This case indicates that if the channel quality is extremely low, it is impossible

to transmit any information from the source to destination. In other words, mutual

information describes how much information can be shared between two communication

nodes. The channel capacity thus can be defined as

C = sup
pX(x)

I(X;Y ) (2.22)

The rest of this section discusses different forms of average mutual information in

binary symmetric channel (BSC), additive white Gaussian noise (AWGN) channel, and

fading channel. Throughout this thesis, the capacity of AWGN channel and fading

channel is considered.
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2.2.1 Binary Symmetric Channel

Since digital systems are most widely applied in communication network, the messages

transmitted between the source and destination can be simply regarded as binary se-

quences composed by ‘0’ and ‘1’. To describe the behaviour of the transmission, BSC

model is introduced [29].

Fig. 2.6 illustrates the basic principle of BSC, where p is the flipping probability

of binary symbol. When the source transmits only binary symbols, the destination

can receive either 0 or 1. If the channel output is observed from the destination, the

flipping probability can be expressed as

pX|Y (x = 0|y = 0) = pX|Y (x = 1|y = 1) = 1− p (2.23)

pX|Y (x = 1|y = 0) = pX|Y (x = 0|y = 1) = p (2.24)

The entropy H(X) of ensemble X is a binary entropy function [27], as

H(X) = −
∑
X

pX(x) log2 pX(x)

= −p log2 p− (1− p) log2(1− p)

(2.25)

The capacity can be written as

C = 1−H(X) (2.26)

For instance, if the flipping probability is p = 0.01, the capacity is C ≈ 0.92.

The idea of BSC is simple. While in the system design, the expression of BSC

capacity is not practical since flipping probability cannot reveal much information about

parameters setup, such as transmit power, bandwidth, etc. in the system. Therefore,

a more practical form of channel capacity is in need.

2.2.2 Additive White Gaussian Noise Channel

For AWGN channel model, communication quality is only affected by an additive white

random noise. This noise is caused by many sources such as the thermal vibration of
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the particles contained in electronic components, black body radiation from the earth,

and celestial sources, etc. The noise amplitude follows the Gaussian distribution, thus

this kind of noise is named Gaussian noise [24].

In the measurement and research, Johnson-Nyquist noise [3] is usually approximated

as AWGN. Defining T as the temperature in Kelvin, the single-sided noise power spec-

tral density N0 can be defined as

N0 = kBT (2.27)

where kB as the Boltzmann’s constant, of which the value is 1.38 × 10−23 J/K. B

is defined as the bandwidth of the noise, the noise power σ2
0 thus can be written as

σ2
0 = BN0. Defining z (z ∈ Z) as the AWGN noise, the probability density of z can be

expressed as

pZ(z) =
1√
2πσ0

exp

(
−|z|2

2σ2
0

)
(2.28)

Now consider a transmission where the source transmits the symbol x (x ∈ X,

and E{|x|2} = 1) with the average power PT over distance d between the source and

destination. The noise z is added to the received symbols. At the destination, the

received symbol y (y ∈ Y ) can be expressed as

y =
√

A(d)PTx+ z (2.29)

where A(d) is the PL. From [28], the entropy of the noise Z is

H(Z) = −
∫
Z
pZ(z) log pZ(z)dz

=
1

2
log 2πeσ2

0

(2.30)

It is assumed that the transmitted symbol ensemble X is independent from noise Z.

Hence, the average power of Y can be written as

E{|y|2} = E
{
|
√

A(d)PTx+ z|2
}

= A(d)PT + σ2
0

(2.31)

Since y =
√

A(d)PTx + z, Y can be regarded as the variable which follows Gaussian

distribution with variance A(d)PT + σ2
0. As a result, the entropy H(Y ) can be written

as

H(Y ) =
1

2
log 2πe

(
A(d)PT + σ2

0

)
(2.32)

In [28], Shannon proved that the mutual information I(X;Y ) for AWGN channel can

be expressed as

I(X;Y ) = H(X)−H(X|Y ) = H(Y )−H(Z) (2.33)

As a result, substituting (2.30) and (2.32) into (2.33), the capacity for AWGN channel

can be approximated as

C =
1

2
log

(
1 +

A(d)PT

σ2
0

)
, bit/s/Hz (2.34)
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Note that if the modulation is complex, there is no pre-log factor 1/2.

Now consider a complex modulation in the continuous-time AWGN channel with

bandwidth B Hz. By the passband-baseband conversion [24], there should be at least

B complex samples in one second. Hence, the channel capacity can be written as

C = B log

(
1 +

A(d)PT

BN0

)
, bit/s (2.35)

where the received SNR is A(d)PT /BN0. Equation (2.34) and (2.35) with their alter-

native forms are frequently quoted throughout this thesis.

2.2.3 Fading Channel

In this scenario, it can be assumed that the complex channel hs has the same amplitude

for all the frequency components within channel state s (s ∈ S), where the expected

value over all the states is E{|hs|2} = A(d). Cs is defined as the channel capacity of hs,

and p(s) as the probability that the channel remains state s over all the time period.

The channel capacity for fading channel can be expressed as [30]

C =
∑
S

Csp(s) (2.36)

Defining x[n] as the transmitted symbol at discrete time n, and 1/B as the sample

rate, the instantaneous symbol at receiver can be written as

y[n] = hs[n]
√

PTx[n] + z[n] (2.37)

where PT is the transmit power, and z[n] is the sampled AWGN noise. The instan-

taneous channel-to-noise ratio (CNR) at receiver is defined as γ[n] = |hs[n]|2/BN0, of

which the expected value is γ = A(d)/BN0. Letting pγ(γ[n]) = p(γ[n] = γ) denote the

probability distribution, (2.36) can be rewritten as

C =

∫
γ
B log (1 + PTγ[n]) pγ(γ[n])dγ[n] (2.38)

where the channel state set S is assumed continuous. According to Jensen’s equal-

ity, ES{CS(γ[n])} ≤ CS(ES{γ[n]}) always holds [2], which shows the fading channel

capacity is no larger than the AWGN capacity with the same average transmit power.

If the receiver can give the feedback of the full channel state information (CSI), it

is possible to adjust the transmit power PT (γ[n]) at the source with γ[n]. Thus, the

channel capacity becomes

C = max
PT (γ[n])

∫
γ
B log (1 + PT (γ[n])γ[n]) pγ(γ[n])dγ[n] (2.39)

subject to:

PT (γ[n]) ≤ PT (2.40)

where (2.40) limits the transmit power by PT . More details about power allocation is

discussed in Chapter 3.
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2.3 Overview of Wireless Communication Systems

Nowadays, wireless communication is so common that it enables people to get internet

access anywhere with mobile devices. However, the radio transmission has a long his-

tory of development. When the days back to 1860s, it was mathematically and experi-

mentally proved by James Clerk Maxwell that EM waves have the ability of propagating

in a certain medium [31]. After more than ten years of early attempts with inventions,

in 1879 David Edward Hughes discovered that sparks would excite signals that can

be detected in a telephone receiver, and he demonstrated the transmission of Mores

code with his invention called ‘spark-gap transmitter’ [32]. In the late 1880s, Heinrich

Rudolf Hertz observed sparks can be transformed back from electric waves by a slotted

metallic circle (like a loop antenna) from a modified spark-gap transmitter, which is

the first time of wireless transmission throughout history [33]. Around 1893, Nikola

Tesla suggested the information could be transmitted without wires, and proposed that

the radiation property in radio frequency wave might be utilised in telecommunication.

In 1897, Guglielmo Marconi established the ‘Wireless Telegraph Trading Signal Com-

pany’, and built a radio station at Isle of Wright to start the experimental usage of

wireless transmission. Following his series of demonstrations on the radio transmission

at different places, the commercialisation of radio was motivated.

After a few pioneering attempts since 1918, the first commercialised mobile tele-

phone service (MTS) was commenced by AT&T in 1948, which provided services for

5,000 customers [34]. In the late 1960s, the early model of modern cellular network

was proposed by Richard H. Frenkiel [35], which includes the basic idea of frequency

reuse and handoff. Since then, the cellular network architecture has been regarded as

the standard structure of multiuser wireless communication networks. The first cellular

network was deployed in North America around 1978, which is called advanced mo-

bile phone system (AMPS). In this system, frequency-division multiple access (FDMA)

scheme is accepted as a solution to spectrum sharing. However, due to the disadvantage

of the unencrypted analogue signals, the voice messages were easily scanned. With the

revolution of the semiconductor and very-large-scale integration (VLSI) technologies,

the wireless technology stepped into the digital age in the early 1990s. The first second

generation (2G) standard network, global system for mobile communications (GSM)

system, was launched in 1991 in Finland. Until 2007, GSM had provided its service to

over 2 billion customers around the world [36].

The early 2000s have witnessed the breakthrough of the development in internet. At

nearly the same time, two 3G standards, universal mobile telecommunications system

(UMTS) [37] and code division multiple access 2000 (CDMA2000) [38] were deployed.

One of the outstanding features of 3G standard is the internet service that allows the

connection between the customers’ handsets and the internet servers. However, UMTS

and CDMA2000 meet their bottleneck to fully satisfy the dramatic increasing demands
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from customers for the data services. Hence, to meet this data rate requirement,

evolution-data optimized (EV-DO) [39] and high speed packet access (HSPA) [40],

which are regarded as 3.5G standards, were launched in 2003 and 2005, respectively.

The maximum download speeds for HSPA and EV-DO are 14.4 Mbit/s and 4.9 × N

Mbit/s, respectively, and their maximum upload speeds are 5.76 Mbit/s and 1.9 × N

Mbit/s, respectively, where N is the number of 1.25 MHz spectrum chunk used in

EV-DO systems. The updated version of HSPA, which is called as HSPA+ [41], was

proposed to improve the system capacity of the early version. The downlink and uplink

peak data rates of HSPA+ are 42×N and 11×N , respectively, where N is the number

of 5 MHz carriers employed.

Recently, the markets in North America, Asia and Europe have launched the 3.9G

standards, worldwide interoperability for microwave access (WiMax) and long term

evolution (LTE) systems. Based on the IEEE 802.16 protocol, WiMAX can provide

broadband access with downlink and uplink speeds up to 75 Mbit/s and 25 Mbit/s,

respectively. Meanwhile, the current LTE, which belongs to 3rd generation partnership

project (3GPP) release 8, offers up to 326.4 Mbit/s and 86.4 Mbit/s as the peak down-

link and uplink data rates. After 30 years of development from 1G, it is so surprising

to see that the data rate of LTE is 5,800 times of the peak data rate of AMPS in

downlink (the peak data rate of AMPS is 56 kbit/s)! While, the pursuing of higher

data rate in wireless communication never stops. Developed from WiMAX and LTE,

WiMAX 2 and LTE-Advanced were proposed in 2011 as the 4G standards to support

peak downlink data rate up to 1 Gbit/s and peak uplink data rate up to 500 Mbit/s

[42]. In LTE-Advanced systems, relay and coordinated multipoint (CoMP) techniques

are adopted to help improve the cell-edge performance [12] [43]. How about the 5G

network? It is believed that millimetre-wave communication is one of the promising

solutions to the future 5G standard [44] [45], while there are still many issues need to

be addressed. Chapter 5 introduces some technical details about power consumption of

millimeter-wave communication systems. All the aforementioned wireless communica-

tion techniques are summarised in Table A.1 of Appendix A. As shown in the table, it

can be observed that in the early days of wireless communication, each country had her

own standards. While with the tendency of globalisation, the boundaries of standards

between countries have been merging.

2.4 OFDM Techniques

In recent years, the revolution of smart mobile devices has excited the need for high data

rate transmission. These smart phones and tablet computers, such as iPhone, Android

phone, iPad, etc., are all equipped with wireless communication components. Due to

this fact, a variety of online services can be provided to the customers. For instance,

the online video clips need high requirement for the QoS, such as low packet latency,
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and acceptable resolution of images. While, the higher the transmit data rate, the

larger the impact of frequency selective fading is, which prevents the system satisfying

the QoS of online video.

One of the existing solutions is deploying high speed Wi-Fi access points to provide

internet connection at the local area. This communication protocol is based on the

IEEE 802.11 series. In 1999, 802.11a (now is specified as clause 18 [46]) was proposed

to use orthogonal frequency-division multiplexing (OFDM) as the modulation scheme

to combat with the impact of frequency selective fading. Since then, OFDM has been

effectively applied in the successive protocols such as 802.11g/n, and the peak down-

link data rate can achieve up to 150 Mbit/s for one stream [46]. Compared to other

techniques such as time-division multiple access (TDMA) and CDMA, OFDM requires

less complex equalisation filters, has higher spectral efficiency, and is robust against

the ISI. However, some disadvantages of OFDM limit the system performance in some

particular situations. One is that OFDM signals have high peak-to-average power ratio

(PAPR), which causes poor power efficiency by applying linear amplification circuity

at transmitter [47]. The solutions of PAPR problem are discussed in Section 3.1. An-

other is that OFDM signal transmission is sensitive to Doppler shift [26], which causes

inter-carrier interference (ICI). A variety of schemes are proposed in [48] [49] [50] to

cancel the ICI. Hence, OFDM has been selected as one of the key techniques in 4G

standard, such as LTE-Advanced [51], after weighting the pros and cons.

2.4.1 OFDM

OFDM uses a large number of closely-spaced orthogonal sub-carriers to carry data

[52]. The data is reformed into several parallel streams, with each stream on one sub-

carrier. Then each sub-carrier is modulated with a conventional modulation scheme at

a low symbol rate, maintaining total data rates similar to conventional single-carrier

modulation schemes in the same bandwidth. The OFDM streams can be viewed as

many slowly-modulated narrow-band signals rather than one rapidly-modulated wide-

band signal, which allows low-complex equalisation design.

Fig. 2.7 shows the basic structure of OFDM in a communication system, where

x[n] (n = 0, ..., N − 1) are the source symbols, and N is the number of sub-carriers.

The cyclic prefix (CP) is designed to eliminate the multipath effect when the OFDM

symbols arrive at the receiver. Defining Ts as the symbol period, the transmitted

symbols after the inverse fast Fourier transform (IFFT) can be expressed as

X(t) =
1

N

N−1∑
i=0

x[i]ej
2π
Ts

it, 0 ≤ t ≤ Ts (2.41)

where ej
2π
Ts

it is the ith sub-carrier out of N sub-carriers. With the sample rate of Ts/N ,
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Figure 2.7: Simplified block diagram of the OFDM system

the discrete OFDM symbol can be sampled as X[n] = X(nTs/N), which is

X[n] =
1

N

N−1∑
i=0

x[i]ej
2π
N

in, n = 0, ..., N − 1 (2.42)

From Fig. 2.7, it is known that CP is normally the prefixing of an OFDM symbol with

the repetition of the end. To cover the whole information, only the part from 0 to

N − 1 is considered for simplicity. It can be also observed that each OFDM symbol

contains the partial information from all N original symbols {x[n]}N−1
n=0 . Hence the

symbol period spreads as NTs, which leads to a mitigated ISI.

At the receiver, the signals are

y(t) = h(t)⊗√
pnX[n] + z[n], n = 0, ..., N − 1 (2.43)

where ⊗ denotes the circular convolution, h(t) is the channel coefficient, z[n] is the

AWGN noise, and pn is the transmit power for symbol X[n]. Nc is defined as the

‘channel memory’, which is the maximum expected value of the delay taps [24]. After

sampling, the received symbols can be expressed as

y[n] =
√
pn

Nc∑
i=0

h[i]X[i− n] + z[n], n = 0, ..., N − 1 (2.44)

The CP is removed after the received serial symbols sequence being converted into

parallel vector. Then the fast Fourier transform (FFT) is applied to the sampled
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received symbols, which yields

Y [n] = FFT

{
√
pn

Nc∑
i=0

h[i]X[i− n] + z[n]

}
= Hn

√
pnx[n] + Z[n], n = 0, ..., N − 1

(2.45)

where Hn and Z[n] are the frequency domain CIR and noise on the nth sub-carrier in

the frequency domain. Note that each sub-carrier is flat fading to the OFDM symbol,

therefore each sub-carrier can be processed independently. As long as the perfect or

imperfect CSI is obtained by the receiver, the channel can be estimated as Ĥn. The

original symbols thus can be detected by various channel equalisation method, such

as zero-forcing (ZF) or minimum mean squared error (MMSE) [53]. For instance, the

result from ZF equalisation can be written as

lim
Ĥn→Hn

x̃[n] = lim
Ĥn→Hn

{
Hn

Ĥn
√
pn

√
pnx[n] +

Z[n]

Ĥn
√
pn

}

= x[n] +
Z[n]

Hn
√
pn

, n = 0, ..., N − 1

(2.46)

From (2.46), the symbol error of x̃[n] depends on the accuracy of estimated channel

information Ĥn and the weighted noise Z[n]/Ĥn
√
pn. Note that the error may be

caused by the ‘amplified’ noise, so ZF is not an optimal equalisation method.

As each sub-carrier is flat faded, the capacity of OFDM system is the summation

of the channel capacity of all the sub-carriers [25], as

C = max
pn

B
N−1∑
n=0

log2

(
1 +

pn|Hn|2

BN0

)
(2.47)

subject to
N−1∑
n=0

pn ≤ PT (2.48)

where B is the total bandwidth for transmission, N0 is the single-sided noise power

spectral density. and PT is the limited transmit power.

2.4.2 OFDMA

OFDM technique is not only a modulation technique, but can also be extended to a mul-

tiple access scheme, which is orthogonal frequency-division multiple access (OFDMA)

[54], for multiuser systems. Fig. 2.8 shows a simple OFDMA system where two users,

D1 and D2 share one channel for transmission in the downlink. The base station assigns

sub-carriers to D1 and D2 after receiving the transmission requirements. As shown in

Fig. 2.8, the red arrows represent the sub-carriers assigned to D1, and the blue ones are

for D2. The sub-carrier allocation (SA) information is included in the header of each
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Figure 2.8: Block diagram of an OFDMA system in downlink

packet, which is also transmitted to all users. When one of the user, i.e. D1, receives

the signals, the SA information tells D1 the indexes of wanted sub-carriers.

In the 4G standard, OFDMA is used in several protocols such as 802.16 WiMAX

[55] and 3GPP LTE. A few literatures have investigated the OFDMA system in cel-

lular networks. To minimise the total transmit power, the joint RA algorithm with

different constraints are proposed in [6] [56]. The authors in [57] [58] and [59] proposed

a chunk-based RA algorithm to maximise the system throughput under the average

bit-error-rate (BER) and total power constraints. As green radio has a huge potential

of saving energy, the trade-off between energy efficiency and spectral efficiency was

studied in [60], and a low-complexity RA algorithm was also proposed for practical ap-

plication. However, the aforementioned works only investigated the single-cell network

with direct links. The RA for relay-based OFDMA systems was studied in [61] [62] [63]

[64]. An efficient joint RA scheme was proposed in [61] to maximise the weighted data

rate for a two-way relay based OFDMA system. Focusing on the weighted sum data

rate maximisation as [61] did, the authors in [62] investigated the multiple DF relaying

system with optimal RA algorithm. In [63], a joint optimisation problem of RA and

scheduling was formulated in multiple-input and multiple-output (MIMO) OFDMA

systems, where the full-duplex relays are considered. An efficient radio resource man-

agement scheme was proposed in [64], where dynamic routing, fair scheduling, and
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Figure 2.9: A three-terminal relay network

load balancing amongst cells are considered. While in this thesis, the OFDMA cellular

systems with dual-hop DF relaying is considered in Chapter 4.

2.5 Relay Techniques

In 1971, Van Der Meulen proposed a three-terminal communication channel model in

[65], which set the basic concept of cooperative networks. According to his theory, it

was proved that an additional node is able to enhance the communication quality of a

P2P network. In 1979, Thomas Cover et al derived the channel capacity of cooperative

memoryless channels with different scenarios. Nicholas Laneman et al proposed and

analysed low-complexity cooperative protocols in [66], which includes most attractive

AF and DF relaying strategies, and the outage behaviour was developed as a charac-

teristic of system performance. Since then, relay technique has been considered as one

of promising solutions to future generation green networks [67].

Fig. 2.9 illustrates a one-way three-terminal relay network, which consists of the

source node, the relay node, and the destination. The good direct link between the

source to destination cannot be guaranteed all the time due to the obstacles, or the un-

fulfilled QoS requirement. Hence, the dashed line indicates this uncertainty of channel

state. When there is a direct link, the relay node helps to improve the diversity of the

system [68] [69]. However, when the direct link is obstructed or ‘weak’, the indirect

link can be supported by the relay node.

A few strategies were proposed in recent years [66] [70] [71], amongst of which

AF and DF relaying strategies are most well investigated. In the rest of this section,

these two strategies are demonstrated in a dual-hop relay network without the loss of

generality, where the direct link from the source to destination is disabled [2].
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2.5.1 Amplify-and-Forward Relaying

Now {biS} is defined as the information bits transmitted from the source, and {xnS} is

defined as the coded symbols with code rate Rc = i/n. In the first hop transmission,

the received symbols at the relay node can be simplified as

ynR = hSR
√

PSx
n
S + zR (2.49)

where hSR is the CIR from the source to relay, PS is the limited transmit power at

the source, and zR is the AWGN noise at the receiver of the relay node. The main

function of the relay node in AF relaying is to amplify the received signal by a certain

factor β in amplitude. Due to the fact that no detection or decoding is involved in the

relaying, this strategy is also called non-regenerative relaying [72], where the signals

are amplified as analogue waveforms.

One of the main issues for AF relaying is the design of amplification factor β.

Defining ASR = E{|hSR|2} as the PL of the source-relay link, the average power of yR

can be written as

E{|ynR|2} = ASRPS + σ2
0 (2.50)

where σ2
0 is the noise variance. The idea behind amplification factor is to equalise the

effect of PL and noise, keeping the transmit power under the limit PR at relay. Hence,

the factor β can be designed as

β =

√
PR

ASRPS + σ2
0

(2.51)

Note that (2.51) contains the large-scale PL, which only depends on the distance be-

tween the source and relay, so (2.51) is called fixed gain amplification factor [73]. If the

instantaneous CSI can be estimated by the relay, the factor can be redefined as

β =

√
PR

|hSR|2PS + σ2
0

(2.52)

which is called variable gain amplification factor [2]. Then the symbols transmitted

from the relay are {βynR}.
In the second hop, hRD is defined as the CIR of relay-destination link, and zD is

defined as the AWGN noise. At the destination node, the received symbols can be

written as

ynD = hRDβy
n
R + zD

= hSRhRDβ
√

PSx
n
S + (hRDβzR + zD)

(2.53)

Note that the noise at relay is amplified by hRDβ. Although hRDβ may be less than

1, the overall noise is still greater than zD alone. After the symbols {ynD} received, the

coded symbols from the source can be detected at the destination as {x̃nS}, from which
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the information bits can be decoded as {b̃iS}. Γeq is defined as the equivalent SNR of

the AF relay channel, which is

Γeq =
|hSR|2|hRD|2|β|2PS

(|hRD|2|β|2 + 1)σ2
0

=

|hSR|2PS

σ2
0

|hRD|2PR

σ2
0

|hSR|2PS

σ2
0

+ |hRD|2PR

σ2
0

+ 1
(2.54)

If ΓSR = |hSR|2PS/σ
2
0 and ΓRD = |hRD|2PR/σ

2
0 are defined as the ‘per-hop’ SNRs in

the source-relay and relay-destination links, respectively, (2.54) can be rewritten as

Γeq =
ΓSRΓRD

ΓSR + ΓRD + 1
(2.55)

Therefore, the channel capacity is

C =
1

2
log2(1 + Γeq) (2.56)

where 1/2 indicates the half-duplex mode.

Since the relay’s duty is to amplify the analogue waveforms and forward them to

the destination, there are only handful components inside the node, such as LNA at

receiving end, PA for transmission, demodulation/modulation block, etc. [25]. Hence,

one of the advantages of AF relaying is low cost with simple structure. Due to no

decoding involved, the relay node is not able to send retransmission request back to

the source before forwarding messages. Therefore, the speed of forwarding is high

without delay in decoding, which is another advantage of AF relaying. However, the

noise at relay is amplified and forwarded to the destination as well, which causes the

accumulated potential error for decoding. In other words, AF is suitable for low BER

requirement, high delay tolerance in communication, such as voice transmission.

2.5.2 Decode-and-Forward Relaying

In the dual-hop DF relaying strategy, it is assumed that three nodes in the network

share the same codebook. In the first hop, after receiving the symbols from the source,

the relay node detects the coded symbols as {x̃nS} from {ynR} (same with (2.49)). Af-

terwards, the information bits {b̃iS} are decoded from the detected symbols. If the

information bits are correctly decoded, the relay uses {b̃iS} to encode another set as

{xnR}, and then transmits them to the destination. ΓSR = |hSR|2PS/σ
2
0 is recalled as

the received SNR at the relay, the channel capacity in the first hop can be written as

CSR = log2(1 + ΓSR) (2.57)

In the second hop, with the same definition of hRD, PR, and zD as in AF relaying,

the received signal at the destination can be defined as

ynD = hRD

√
PRx

n
R + zD (2.58)
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After detection, the destination yields the estimated coded symbols {x̃nR}. As a result,

the information bits can be decoded as {b̌nS}. The received SNR at the destination can

be recalled as ΓRD = |hRD|2PR/σ
2
0, thus the channel capacity of the second hop can

be expressed as

CRD = log2(1 + ΓRD) (2.59)

The overall channel capacity is determined by the minimum of CSR and CRD [2], which

is

C =
1

2
min{CSR, CRD} (2.60)

where 1/2 is also the half-duplex factor.

Since the decoding is processed in the relay node, the error after decoding at the

relay can be mitigated by a certain coding scheme or the retransmitted symbols from the

source. Hence the relay can forward nearly original information, which largely reduces

the end-to-end error. However, there is a need for at least another two components,

analogue-to-digital (AD) convertor and decoding/encoding block, apart from other ones

that AF relay has [25]. The cost therefore is higher than AF relay. On the other hand,

decoding and retransmission need extra time, which causes delay in the communication.

Consequently, DF relay is suitable for the high BER requirement, low delay tolerance

in communication.

2.5.3 Relaying Protocols

Table 2.3: Types of relaying protocols

Phase 1 Phase 2

Source Relay Destination Source Relay Destination
MxF Tx Rx - - Tx Rx
SCxF Tx Rx - Tx Tx Rx
DxF Tx Rx Rx - Tx Rx
IxF Tx Rx+Tx Rx Tx Tx+Rx Rx

During the past a few years, different relaying strategies have been proposed and

studied in order to improve the performance [2]. Some well-investigated protocols are

concluded as below, where ‘x’ stands for ‘amplify’, ‘compress’, ‘decode’, etc.

• Multi-hop x Forward (MxF): In the first hop, the source transmits, and only

the relay listens. In the second hop, only the relay transmits, and the destination

listens. If there are N relays, the number of hops are N + 1 between the source

and destination. Dual-hop relaying is a special case of MxF.

• Split-Combine x Forward (SCxF): In the first phase (timeslot), the source

transmits and only the relay is listening. In the second phase, both source and

relay transmits, and the destination listens.

24



• Diversity x Forward (DxF): In the first phase, the source transmits, and both

relay and destination are listening. In the second phase, only the relay transmits

and the destination listens. Note that the destination can receive two ‘copies’

of the original information block. This protocol utilise the broadcast nature of

wireless transmission.

• Intersymbol Interference x Forward (IxF): If the relay node works in full-

duplex mode, IxF is applicable. In the first hop, the source transmits one informa-

tion block to the relay and destination. In the second phase, the relay transmits

this block to destination, while receiving another block from the source. As a

result, the destination is continuously listening, and in each phase hears a com-

bination of the current block from the source, and the previous block from the

relay simultaneously.

The above mentioned protocols can be summarised in Table 2.3. Throughout this

thesis, MxF (dual-hop case) and DxF are studied in Chapters 4 and 5.
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Chapter 3

Overview of Radio Resources and
Their Allocation Schemes

This chapter presents a literature review on RA for broadband wireless communication

systems. The radio resources are introduced in Section 3.1. The existing RA schemes

are described in Section 3.2 for multi-carrier based communication systems.

3.1 Radio Resources in Wireless Communications

For any of the wireless communication systems mentioned in the Chapter 2, EM wave

is the solely material to carry signals. Therefore, radio resources are usually referred

to the following prime elements: bandwidth, carrier frequency, and transmit power.

3.1.1 Bandwidth and Carrier Frequency

The bandwidth of a communication system is the spectrum between the upper and

lower cutoff frequencies. For a baseband signal, the bandwidth equals to the upper cut-

off frequency. To avoid interferences suffering from the bandwidth overlap, the band-

width of each communication standard and protocol is regulated by some forums such

as International Telecommunication Union (ITU), European Conference of Postal and

Telecommunications Administrations (CEPT), etc.. For instance, the GSM-Railway

system in UK is licensed in two operating bands: 876-880 MHz for uplink, and 921-925

MHz for downlink [74]. While for an IMT system (UMTS-FDD system, regulated under

Ofcom in UK), the uplink and downlink bands are 1,920-1,980 MHz and 2,110-2,170

MHz, respectively. However, the limited bandwidth in each standard may not satisfy

the demands of data service from the growing number of customers in the future, and

this concern is called ‘spectrum scarcity’ [75]. While, there are still a few bands which

are not allocated to any commercial or governmental usage, such as 47-47.2 GHz, and

77.5-78 GHz [74]. Hence, some literatures put the focuses on the application of un-

licensed bands [76] [77] [78] [79]. In [76], the authors analysed the performance of a

modification of the multiple frequency shift system in the unlicensed 2.4 GHz band. To
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avoid the interference with other sources and keep low power density, direct sequence

and frequency hopping were considered in the application. In [77], a method was devel-

oped for examining the wireless services coexistence between wireless local area network

(WLAN) and WPAN, where the closed-form solution for the probability of collision was

derived. A spectrum sharing problem was studied in [78] for the coexistence of multiple

systems, where the self-forcing protocol must correspond to an equilibrium of a game.

It was proved that the repeated game is more appropriate than the one shot game

to model the interaction. In [79], a unified framework was presented for interference

characterisations in the unlicensed frequency bands, where a new spatial-spectral inter-

ference model was introduced. In this model, interferences can be any power spectral

density and are distributed according to Poisson process in space and frequency do-

mains. In Chapter 5, the unlicensed 60 GHz wireless communication in a short-range

scenario is considered.

At the transmission end, the length of the antenna should be comparable with the

wavelength in order to deliver the EM wave efficiently, i.e., a quarter of the wavelength

[80]. While in the early wireless communication system, human voice is the only infor-

mation source needed to be transmitted. The spectrum of human voice in telephony

system is usually limited between 300 and 3,000 Hz [81], so the minimum size of the

antenna should be around 25 km, which is incredibly long. To solve this problem, the

baseband signal needs to be up-converted to a radio frequency (RF) waveform [24],

which allows the contained information to be transmitted out by small-sized antennas.

Fig. 3.1 shows the relationship between the passband and its baseband of a complex

modulated signal in the frequency domain, where B is the bandwidth, fc is the central

carrier frequency. Defining Xb(f) as the frequency response of the baseband signal

xb(t), the passband signal x(t) [24] can be written as

x(t) =
√
2R
[
xb(t)e

j2πfct
]

(3.1)

where R[·] is the real part of a complex number, and ej2πfct is the carrier waveform.

Applying Fourier transform F{·}, the frequency response of x(t) can be defined as

X(f) = F{x(t)} =
1√
2
{Xb(f − fc) +X∗

b (−f − fc)} (3.2)

Since the frequency response of the carrier ej2πfct is an impulse function, X(f) keeps

the same shape of Xb(f) when f > 0 as shown in Fig. 3.1. Hence, all the information

of the source is preserved in the RF waveform x(t) without any loss, which largely

reduces the length of antenna. To avoid the distortion by the overlap of frequency

bands between the positive and negative spectrum parts of the passband signal, the

carrier frequency is required as B < 2fc at least. For instance, the central frequency of

IMT standard in downlink is around 2,140 MHz, while the bandwidth is only 60 MHz.

If the transmit power and the distance are fixed, the data rate is determined by

the bandwidth and central carrier frequency. According to (2.5), it is obvious that
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Figure 3.1: Illustration of the relationship between a passband spectrum and its base-
band equivalent

the carrier central frequency affects the PL, and further affects the received SNR. The

higher fc is, the lower the received SNR will be. From (2.39) it is easy to observe

that once the fc is fixed, the data rate for transmission is mainly determined by the

bandwidth. In other words, ultra high frequency transmission can provide ultra wide

band, but it also brings serious attenuation on the strength of signals.

3.1.2 Transmit Power

In order to combat with the attenuation from PL and contamination from the noise,

signals need to maintain a certain level of average power at the receiving end. Therefore,

the transmit power should be large enough. From (2.39), it is clear that the channel

capacity is in proportion to the transmit power. Ideally, the power is expected as large

as possible. However, this assumption is not realistic in the practical scenario, since

there are some limitations upon the transmit power.

At the transmitter, the output power of PA that is connected to the transmit

antenna provides the power of RF passband signals. Usually, this output power equals

to the average power of the passband waveform. Fig. 3.2 illustrates the amplification

model of the PA with a fixed gain, where Pin is the input drive power, Pout is the output

power, and P1dB is the 1 dB compression point. It can be seen that there is a limit on

the linear amplification of the PA. If Pin is greater than certain thresholds, PA will work

in the nonlinear or saturation regions. If Pin is even greater than the output value of

Psat, it is meaningless to apply this PA. Hence, to achieve the maximum output power

efficiency, PAs are usually operated near or in the saturation region [82]. However,

when the waveform has a high PAPR, i.e., the OFDM signal [47], the PA should work

with low value of Pin to guarantee that the peaks stay away from the saturation region.
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Figure 3.2: The amplification model of PA

Although this method can reduce the distortion of the whole waveform, the PA cannot

provide sufficient transmit power, which affects the system performance in terms of

data rate and coverage. Therefore, several methods were proposed to reduce the PAPR

of OFDM signals [83] [84] [85] [86]. In [83], a PAPR reduction technique was developed

using a hybrid scheme of the label-inserted encoder and soft amplitude limiter, which

provides 5.5 dB PAPR reduction in OFDM systems. In [84], three PAPR reduction

methods were proposed with a non-redundant linear precoding scheme in OFDMMIMO

systems. Due to the incorporation between PAPR reduction and precoding, no spectral

overhead was introduced compared to the conventional PAPR reduction schemes. A

modified companding algorithm was proposed for the PAPR reduction in [85], which

improves the BER and minimises the out-of-band interference while reducing PAPR

effectively. In [86], a shift scheme of null sub-carriers amongst data sub-carriers was

proposed with low complexity, which is compatible with the current commercial systems

and can incorporate with most other PAPR reduction methods. Throughout this thesis,

it is assumed that the PAs are operated in the linear region for both long-range and

short-range communications.

Another limitation on transmit power is the regulation in communication stan-

dards. By evaluating the hardware, modulation methods, the QoS requirement, the

interference between cells and the hazard of EM radiation comprehensively, proposers

are likely to put limits on the transmit power of base stations and mobile devices. For

instance, the transmit power of relay nodes in 802.16 standard varies from 9 dBm to

37 dBm with 2 dB intervals [55], which indicates the maximum transmit power is 37

dBm (5.09 W). The question is how to make full use of the transmit power to achieve
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as high throughput as possible in green communications. In the following section, the

problem of power allocation is discussed.

3.2 Resource Allocation in Multi-Carrier Based Systems

From Section 3.1 it is clear that the system performance is determined by the three

prime radio resources, bandwidth, carrier central frequency, and transmit power. Since

the values of these resources are regulated by different standards, RA throughout this

thesis focuses on the multi-carrier based systems, where the frequency diversity and

multiuser diversity are utilised to provide an enhanced system performance.

3.2.1 Sub-carrier Allocation

In this subsection, the SA techniques in multi-carrier systems are viewed. Due to the

frequency selective fading property in a broadband channel, some parts of the spectrum

are in deep fading while some parts enjoy good channel qualities [3]. To produce

frequency diversity, multi-carrier systems, i.e., FDMA and OFDMA, divide the whole

channel into several sub-channels, and each of the sub-channels is divided into a number

of narrow-band sub-carriers. Therefore, each of the sub-carrier can be treated as flat

fading [2]. Fig. 3.3 illustrates the spectrum of the division of channels in a multi-carrier
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system, where the sub-carriers experience different degrees of fading. The exploration

of the frequency diversity leads to a high degree of freedom for the transmission, which

results in a better performance. For instance, employing the suitable modulation type

in each frequency component helps with increasing the system capacity meanwhile

decreasing the BER. In [30], the variable rate and power MQAM modulation scheme

was proposed for a single-user wireless communication system. The RA for single-user

OFDM systems was investigated in [87].

Another property of wireless communication channels is time variation, which refers

to the fading changes over time [24]. Due to this fact, the performance of systems may

vary in a wide range with time periods [88]. In multiuser wireless communication

systems, the channels are independent across different users. For instance, in period

1, a channel is in deep fading for user 1, while it is in good condition for user 2; in

period 2, the case is just the opposite. Therefore, the system can always choose the

user with a higher SNR (or CNR) to transmit, which leads to a higher system capacity.

Carrier aggregation is one of the most distinct features in the future network such as

3GPP LTE-Advanced standard [89], which allows several continuous or non-continuous

carriers to be aggregated to support high data rate transmission over wide bandwidth

[90]. However, the aggregation of large portion of continuous carriers is hardly available,
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so the aggregation of multiple non-continuous carriers has become popular in practice

[91]. Hence, it is efficient to allocate a number of sub-carriers to different users. In

Fig. 3.4, an example of SA was illustrated. As shown, the system obtains the CSI of

sub-carriers from all users first, which forms a SA map. Afterwards, each sub-carrier is

assigned to the user with highest SNR amongst all in one transmission period, and all

these sub-carriers are aggregated as one sub-channel together. Across the whole time

periods, each user can get a different number of sub-carriers according to the channel

conditions. Intuitively, when the number of users increases, the SNR for transmission

also augments, since there is more degrees of freedom due to scheduling of different

users. Hence, the system throughput benefits more from the multiuser diversity with

the increase of the number of users.

3.2.2 Power Allocation

In broadband wireless communication systems, since the system bandwidth is larger

than the channel coherence bandwidth, different frequency bands usually have different

channel characteristics, such as shadowing, short term Rayleigh fading and noise [2].

Hence, uniform power allocation for the whole bandwidth will cause degradations of the

system throughput BER. When multi-carrier systems, i.e., OFDMA, are applied, power

on each sub-carrier can vary [92] [87], since all sub-carriers are mutually independent.

The adaptive power [93] on each sub-carrier enhances the flexibility, which provides

better data rate and robustness of data transmission [94].

For power allocation, the water-filling algorithm [95] is the most widely applied in

RA schemes. The basic idea of the water-filling can be illustrated in Fig. 3.5: limited

volume of water is poured into a pool with the bottom that has different level, where the

blue parts (water) denote the powers on each sub-carrier, and the green bars (bottom)

are determined by the reciprocal of CNR. As shown, the system can set a unified ‘water

level’ Λ after receiving the CSI from the destination, and then calculate the value of

transmit power on each sub-carrier. Λ usually denotes the transmit power budget that

is determined by the limit of PA. The larger the total transmit power is, the higher the

water level will be. Defining γn as the CNR of sub-carrier n, the allocated power pn

can be calculated as

pn =

[
Λ− 1

γn

]+
, n = 0, ..., N (3.3)

where [·]+ rounds the negative values up to zero. Fig. 3.5 shows the water-filling algo-

rithm in a 9-carrier system. It can be observed that when the channel condition is good,

i.e., for sub-carrier 8, the allocated power is high, while when sub-carrier is in bad con-

dition, i.e., for sub-carrier 3, little or no power is allocated. In a multiuser system, the

water-filling algorithm is usually jointly applied with certain SA schemes [4] [13]. In [4],

the optimal SA and power allocation schemes were proposed for OFDM systems. By

allocating each sub-carrier to the user with the best channel quality on it, the power is
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Figure 3.5: Illustration of the water-filling algorithm

allocated by the water-filling algorithm, which provides the maximum system through-

put. In [13], to guarantee users’ proportional data rates with fairness-awareness while

maximising the system throughput, suboptimal SA and power allocation algorithms

were proposed.

From the literature in this section, RA plays an important part in multiuser OFDM

systems for throughput enhancement. Throughout this thesis, Chapter 4 focuses on

the multiuser multi-carrier OFDM systems, while Chapter 5 studies the P2P com-

munication with single carrier. Consequently, both water-filling power allocation and

sub-carrier allocation schemes are discussed in Chapter 4, but only power allocation is

studied and applied in the systems of Chapter 5 with searching method.
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Chapter 4

Asymmetric Resource Allocation
for Long-Range Multi-Relay
Based OFDMA Systems

Relay technologies, including AF [10] and DF [11], have been considered as key archi-

tectures of the 4G communication systems such as LTE-Advanced systems [12]. The

relay networks are designed to enlarge the coverage of the base station, as well to satisfy

the data rate requirement of the users at the cell-edge. Meanwhile, relay networks can

be easily adapted into small-cell layouts, which can help the system enhance its energy

efficiency [8] and reduce the CO2 emission.

Adaptive RA [13] plays an essential part in relay systems. In [96], sub-carrier

pairing and power allocation were conducted successively in a single-relay system for

both AF and DF relaying to maximise the system capacity. In [97], the optimal joint

sub-carrier matching and power allocation were proposed for DF relay systems with

single destination. However, it requires the bits to be grouped in relaying, moreover,

the complexity of sub-carrier pairing is too high to guarantee that the channel state

remains unchanged during this process. In [98] an optimal RA algorithm was proposed

to maximise the bandwidth efficiency of the DF relay system, however, it assumes

fixed geometric locations of the relays, which is merely practical in the real urban

environment. While in [21], the authors considered a multi-relay system with random

relay locations, and also proposed an optimal RA algorithm. However, in most previous

work, the time slot durations for the two hops were designed to be symmetric. In [99],

a two-way relay channel model was investigated, and an asymmetric time allocation

scheme was proposed, where the two consecutive time slot durations were designed

to be asymmetric. However, it is only assumed that a uniform power allocation is

conducted across all sub-carriers, which is not efficient. In [20], an optimal ARA scheme

was proposed for an OFDM based DF relay system, however, it can only be applied

to a scenario where a cell is divided into multiple single-relay sub-systems with RA

conducted in each of individual sub-systems independently. Hence, the ARA scheme is
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Figure 4.1: A multi-relay based OFDMA cellular system

not readily extendable to a multi-relay multi-destination system.

In this chapter, an ARA scheme for DF dual-hop multi-relay based OFDMA systems

is investigated. This work is different in the following aspects. First, this is the first

work to apply asymmetric time allocation to a general multi-relay multi-destination

system, where the time slots for the two hops via each of the relays are designed to

be asymmetric, i.e., with K relays in the cell, a total of 2K time slots may be of

different durations. As a result, it enhances the degree of freedom for transmission over

the previous symmetric RA (SRA) scheme. Second, an optimal algorithm is proposed

to perform joint time, power and sub-carrier allocation to obtain the global optimal

results, with only limited amount of feedback information from relays and destinations.

The CoMP technique [43] that allows multiple relays to serve single destination is

applied at relays, which enhances the degrees of freedom. Numerical results show

that, thanks to the multi-time and multi-relay diversities, the proposed ARA scheme

outperforms the SRA algorithm in [21], as well as the ARA algorithm in [20], with

higher achievable system throughput, especially when the relays are relatively close to

the source. Moreover, the impact of the relay locations on the results of asymmetric

time allocation is demonstrated.

The rest of this chapter is organised as the follows. Section 4.1 presents the system

model, and Section 4.2 describes the problem formulation. In Section 4.3, the optimal

ARA algorithm is proposed. Simulation results are shown in Section 4.4, and the

summary of this chapter is presented in Section 4.5.
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4.1 System Model

As illustrated in Fig. 4.1, a DF relay based OFDMA cellular system is considered in

the downlink, with two hops and K relays. In Fig. 4.1, S denotes the source node (BS),

{Dl} (l = 1, ..., L) denote the different destination nodes (mobile users), and {Rk} (k =

1, ...,K) denote the multiple relay nodes. TheK relays are uniformly distributed within

the range of width w in Fig. 4.1 (the width between two dashed circles). Single-cell

scenario is analysed through this chapter. For the resource allocation, single-cell system

can be regarded as an individual sub-section of a multi-cell system [100]. Also, it is

easy to derive the optimal results of resources under the single-cell system assumption.

However, the inter-cell interference caused by the frequency reuse in a multi-cell network

is not considered. It is assumed that all relays are connected with the BS by optical

fibers for information exchange in backhaul. dSR is defined as the distance from the

source to the mid position between the two dashed circles, and dk is defined as the

distance between the source and relay k. Without the loss of generality, it is assumed

that all the destinations have the approximately same distance from the source, which

is denoted by dSD, and they are uniformly distributed along a circle. This assumption

allows the system throughput to be examined as a matter of distance from BS. In other

words, the average throughput of one user can be estimated by the values of dSD and L.

However, the simultaneous throughput of one user cannot be given since not all users

are located on the same circle at the same time. Similar to dk, dk,l denotes the distance

between the relay k to the destination l. The hop from source to relays is the first hop,

and the hop from the relays to destinations is the second hop. Now {1, ..., N} is defined

as the orthogonal sub-carriers set, where N is the total number of sub-carriers. The

total transmit time duration is denoted as T . The time slot durations via the relay k

for the first and the second hops are T1,k and T2,k, respectively.

OFDMA technique allows symbols for different users to be modulated on different

sub-carriers, and each sub-carrier experiences flat fading for those symbols, i.e., (2.45)

in Section 2.4. In the first hop, Assuming perfect channel estimation at both relay

nodes and destinations, H
(n)
1,k is defined as the frequency domain CIR on sub-carrier

n between the source and relay k, which follows the complex Gaussian distribution as

H
(n)
1,k ∼ CN(0, A1,k(dk)), where A1,k is the PL over distance dk. The average power

of H
(n)
1,k is written as E{|H(n)

1,k |
2} = A1,k. Defining p

(n)
1,k as the transmit power for the

source to relay k on sub-carrier n, x
(n)
1,k as the symbols from the source to relay k on

sub-carrier n, Z
(n)
k as the noise on relay k, the received symbols Y

(n)
k on sub-carrier n

is defined as

Y
(n)
k = H

(n)
1,k

√
p
(n)
1,kx

(n)
1,k + Z

(n)
k (4.1)

Hence, The instantaneous CNR is γ
(n)
1,k = N |H(n)

1,k |
2/(BN0) in the first hop, where N0

is defined as the single-sided power spectral density of the AWGN. The bandwidth
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for each sub-carrier is B/N . The maximum achievable throughput for relay k can be

written as the summation of the throughput from the allocated sub-carriers as:

C1,k =
B

N

N∑
n=1

ξ
(n)
1,k log2

(
1 + p

(n)
1,kγ

(n)
1,k

)
(4.2)

where ξ
(n)
1,k ∈ {0, 1} denotes SA indicator for sub-carrier n in the first hop. If sub-carrier

n is allocated to relay k, ξ
(n)
1,k = 1, otherwise, ξ

(n)
1,k = 0.

Once receiving the symbols from the source, relays decode these codewords first,

and then encode them with the same or a different code-book. Afterwards, relays need

to regroup these codewords symbols according to the sub-carrier allocation information

for different destinations. To improve the throughput of the users which are on the cell-

edge, joint transmission [43] scheme of CoMP is applied in the system. If one user is

on the coverage edge of two relays, it can be served by these two relays simultaneously.

Here x
(n)
2,k,l is defined as the symbol transmitted from relay k to the destination l on

sub-carrier n. In the second hop, H
(n)
2,k,l is defined as the frequency domain CIR between

relay k and destination l, which follows the complex Gaussian distribution as H
(n)
2,k,l ∼

CN(0, A2,k,l(dk,l)), where A2,k,l is the PL over distance dk,l. The average power of

H
(n)
2,k,l thus can be written as E{|H(n)

2,k,l|
2} = A2,k,l. Similar to p

(n)
1,k , p

(n)
2,k,l is defined

as the transmit power for the transmission between relay k and destination l on sub-

carrier n. For simplicity, it is assumed that there is no intra-cell interference between

the transmission nodes. Defining Z
(n)
l as the noise at the destination l, the received

symbols Y
(n)
l on sub-carrier n is defined as

Y
(n)
l = H

(n)
2,k,l

√
p
(n)
2,k,lx

(n)
2,k,l + Z

(n)
l (4.3)

The instantaneous CNR is γ
(n)
2,k,l = N |H(n)

2,k,l|
2/(BN0) for sub-carrier n. The maximum

achievable throughput of the second hop thus can be written as:

C2,k =
B

N

L∑
l=1

N∑
n=1

ξ
(n)
2,k,l log2

(
1 + p

(n)
2,k,lγ

(n)
2,k,l

)
(4.4)

Similarly, ξ
(n)
2,k,l is denoted as the SA indicator in the second hop.

The system allows the transmission in the first hop to take up T1,k/T of time

duration, and the transmission in the second hop to take up T2,k/T , where T = T1,k +

T2,k. Note that T1,k and T2,k are not necessarily equal. As a result, the overall maximum

achievable throughput via relay k can be written as:

Ck =
1

2
min

{
T1,k

T
C1,k,

T2,k

T
C2,k

}
(4.5)

where 1/2 is the half-duplex factor. Hence, the overall system maximum throughput

can be written as

C =

K∑
k=1

Ck (4.6)

37



4.2 Problem Formulation

In this section, the RA problem of the investigated system is formulated. Now define

PT as the total transmit power of the system in the downlink, PS as the transmit power

of the source node, and PR as the total transmit power of all the relay nodes. It is

also assumed that each sub-carrier is occupied by only one node in a time slot. Unlike

SRA in [21], where the time slot durations for the two hops are identical, the proposed

ARA scheme allows all the 2K time slots to be of different durations. Also, it allows

a certain sub-carrier to be allocated to any of the K relays in the first hop, while in

[20], N sub-carriers are divided into K groups and each group serves a single-relay

sub-system. In the second hop, the proposed system allows multiple relays to serve one

destination, which is different from the multiple single-relay sub-systems, where each

destination can only be served by the single relay by CoMP technique. The objective

is to maximise the achievable system throughput, which is formulated by:

max
p
(n)
1,k , p

(n)
2,k,l, T1,k, T2,k

C (4.7)

subject to:

T1,k + T2,k = T, (∀k) (4.8)

K∑
k=1

N∑
n=1

p
(n)
1,k ≤ PS ,

K∑
k=1

L∑
l=1

N∑
n=1

p
(n)
2,k,l ≤ PR, where p

(n)
1,k ≥ 0, p

(n)
2,k,l ≥ 0, (∀k, l, n) (4.9)

PS + PR = PT (4.10)

K∑
k=1

ξ
(n)
1,k = 1,

K∑
k=1

L∑
l=1

ξ
(n)
2,k,l = 1, (∀n) (4.11)

Constraint (4.8) implies that the time slot durations for both hops via each relay may

be asymmetric, while in [21], they are fixed to be equal, i.e., T1,k = T2,k = T/2 (∀k).
Constraint (4.11) indicates the exclusivity of sub-carriers allocated to nodes. Constraint

(4.9) and (4.10) limit the transmit power of BS and relay nodes. Note that the time

delay tolerance and the minimum data rate are not set for each individual destination

as QoS requirements, because the proposed ARA algorithm focuses on the system

throughput maximisation. On the other hand, the derivation of closed-form results of

resources is not easy to be conducted with these two constraints [20].

4.3 Asymmetric RA Algorithm

In this section, both optimal and suboptimal algorithms for ARA are proposed. In

Subsection 4.3.1, the optimal ARA algorithm jointly allocated the sub-carrier, power

and time duration with an iterative method, where not all relays are necessarily involved

in forwarding messages in each time slot. While in Subsection 4.3.2, the SA is conducted

first, and afterwards the power and time are allocated using the closed-form results.
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4.3.1 Optimal ARA Algorithm

In this subsection, the optimal solution to the objective function (4.7) is proposed. It

can be derived that (4.7) is optimised when T1,kC1,k = T2,kC2,k (∀k) [20]. Also using

(4.6), (4.7) can be rewritten as

max
p
(n)
1,k , p

(n)
2,k,l, T1,k, T2,k

K∑
k=1

1

2

(
T1,k

T
C1,k +

T2,k

T
C2,k

)
(4.12)

It can be shown in the Appendix B that (4.12) is a convex function. Thus (4.12) can

be solved using the Karush-Kuhn-Tucker (KKT) conditions [101]. Using (4.12), and

(4.8)-(4.11), the Lagrangian function can be built as,

L =

K∑
k=1

1

2

[
T1,k

T

N∑
n=1

ξ
(n)
1,k log2

(
1 + p

(n)
1,kγ

(n)
1,k

)
+

T2,k

T

L∑
l=1

N∑
n=1

ξ
(n)
2,k,l log2

(
1 + p

(n)
2,k,lγ

(n)
2,k,l

)]

−
K∑
k=1

λk

[
T1,k

T

N∑
n=1

ξ
(n)
1,k log2

(
1 + p

(n)
1,kγ

(n)
1,k

)
−

T2,k

T

L∑
l=1

N∑
n=1

ξ
(n)
2,k,l log2

(
1 + p

(n)
2,k,lγ

(n)
2,k,l

)]

− µ1

(
K∑
k=1

N∑
n=1

p
(n)
1,k − PS

)
− µ2

(
K∑
k=1

L∑
l=1

N∑
n=1

p
(n)
2,k,l − PR

)
−

K∑
k=1

σk(T1,k + T2,k − T )

−
N∑

n=1

δ
(n)
1

(
K∑
k=1

ξ
(n)
1,k − 1

)
−

N∑
n=1

δ
(n)
2

(
K∑
k=1

L∑
l=1

ξ
(n)
2,k,l − 1

)
(4.13)

where constant B/N is omitted in order to simplify the derivation. λk (k = 1, ...,K), µ1,

µ2, σk (k = 1, ...,K), δ
(n)
1 , and δ

(n)
2 (n = 1, ..., N) are defined as Lagrange multipliers.

Assuming λ∗
k, µ

∗
1, µ

∗
2, and σ∗

k are the optimal Lagrange multipliers, the resulting

optimal power and time slot durations can be derived from ∂L/∂p
∗(n)
1,k = 0, ∂L/∂p

∗(n)
2,k,l =

0, ∂L/∂T ∗
1,k = 0, and ∂L/∂T ∗

2,k = 0, respectively, which are:

∂L

∂p
(n)
1,k

∣∣∣∣∣
T1,k=T ∗

1,k,T2,k=T ∗
2,k,ξ

(n)
1,k=ξ

∗(n)
1,k ,ξ

(n)
2,k,l=ξ

∗(n)
2,k,l,p

(n)
1,k=p

∗(n)
1,k ,p

(n)
2,k,l=p

∗(n)
2,k,l

=

(
1

2
− λ∗

k

)
T ∗
1,kξ

∗(n)
1,k γ

(n)
1,k

ln 2T
(
1 + p

∗(n)
1,k γ

(n)
1,k

) − µ∗
1

{
< 0, p

∗(n)
1,k = 0;

= 0, p
∗(n)
1,k > 0

(4.14)
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∂L

∂p
(n)
2,l,k

∣∣∣∣∣
T1,k=T ∗

1,k,T2,k=T ∗
2,k,ξ

(n)
1,k=ξ

∗(n)
1,k ,ξ

(n)
2,k,l=ξ

∗(n)
2,k,l,p

(n)
1,k=p

∗(n)
1,k ,p

(n)
2,k,l=p

∗(n)
2,k,l

=

(
1

2
+ λ∗

k

)
T ∗
2,kξ

∗(n)
2,k,lγ

(n)
2,k,l

ln 2T
(
1 + p

∗(n)
2,k,lγ

(n)
2,k,l

) − µ∗
2

{
< 0, p

∗(n)
2,k,l = 0;

= 0, p
∗(n)
2,k,l > 0

(4.15)

∂L

∂T1,k

∣∣∣∣∣
T1,k=T ∗

1,k,T2,k=T ∗
2,k,ξ

(n)
1,k=ξ

∗(n)
1,k ,ξ

(n)
2,k,l=ξ

∗(n)
2,k,l,p

(n)
1,k=p

∗(n)
1,k ,p

(n)
2,k,l=p

∗(n)
2,k,l

=

(
1
2 − λ∗

k

)
T

N∑
n=1

ξ
∗(n)
1,k log2

(
1 + p

∗(n)
1,k γ

(n)
1,k

)
− σ∗

k{
< 0, T ∗

1,k = 0;

= 0, T ∗
1,k > 0

(4.16)

and

∂L

∂T2,k

∣∣∣∣∣
T1,k=T ∗

1,k,T2,k=T ∗
2,k,ξ

(n)
1,k=ξ

∗(n)
1,k ,ξ

(n)
2,k,l=ξ

∗(n)
2,k,l,p

(n)
1,k=p

∗(n)
1,k ,p

(n)
2,k,l=p

∗(n)
2,k,l

=

(
1
2 + λ∗

k

)
T

L∑
l=1

N∑
n=1

ξ
∗(n)
2,k,l log2

(
1 + p

∗(n)
2,k,lγ

(n)
2,k,l

)
− σ∗

k{
< 0, T ∗

2,k = 0;

= 0, T ∗
2,k > 0

(4.17)

By applying T1,kC1,k = T2,kC2,k (∀k), (4.16) and (4.17), the time duration can be

derived as:

T ∗
1,k =

(
1

2
− λ∗

k

)
T (4.18)

T ∗
2,k =

(
1

2
+ λ∗

k

)
T (4.19)

By substituting (4.18) and (4.19) into (4.14) and (4.15), respectively, the transmit

power can be expressed as:

p
∗(n)
1,k = ξ

∗(n)
1,k

(12 − λ∗
k

)2
µ∗
1 ln 2

− 1

γ
(n)
1,k

+

(4.20)

p
∗(n)
2,k,l = ξ

∗(n)
2,k,l

(12 + λ∗
k

)2
µ∗
2 ln 2

− 1

γ
(n)
2,k,l

+

(4.21)

where [·]+ = max{·, 0}.
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Since ξ
(n)
1,k and ξ

(n)
2,k,l are binary indicators, to apply KKT condition, both ξ

(n)
1,k and

ξ
(n)
2,k,l need to be relaxed as real values [98]. Thus, there are

∂L

∂ξ
(n)
1,k

∣∣∣∣∣
T1,k=T ∗

1,k,T2,k=T ∗
2,k,ξ

(n)
1,k=ξ

∗(n)
1,k ,ξ

(n)
2,k,l=ξ

∗(n)
2,k,l,p

(n)
1,k=p

∗(n)
1,k ,p

(n)
2,k,l=p

∗(n)
2,k,l

=

(
1

2
− λ∗

k

)
T ∗
1,k

T

log2 (1 + p
∗(n)
1,k γ

(n)
1,k

)
−

p
∗(n)
1,k γ

(n)
1,k

ln 2
(
1 + p

∗(n)
1,k γ

(n)
1,k

)
− δ

∗(n)
1

=

(
1

2
− λ∗

k

)2

log2

[(
1
2 − λ∗

k

)2
µ∗
1 ln 2

]
−

(12 − λ∗
k

)2
ln 2

− µ∗
1

γ
(n)
1,k

+

− δ
∗(n)
1

< 0, ξ
∗(n)
1,k = 0;

= 0, 0 < ξ
∗(n)
1,k < 1;

> 0, ξ
∗(n)
1,k = 1

(4.22)

and

∂L

∂ξ
(n)
2,k,l

∣∣∣∣∣
T1,k=T ∗

1,k,T2,k=T ∗
2,k,ξ

(n)
1,k=ξ

∗(n)
1,k ,ξ

(n)
2,k,l=ξ

∗(n)
2,k,l,p

(n)
1,k=p

∗(n)
1,k ,p

(n)
2,k,l=p

∗(n)
2,k,l

=

(
1

2
+ λ∗

k

)
T ∗
2,k

T

log2 (1 + p
∗(n)
2,k,lγ

(n)
2,k,l

)
−

p
∗(n)
2,k,lγ

(n)
2,k,l

ln 2
(
1 + p

∗(n)
2,k,lγ

(n)
2,k,l

)
− δ

∗(n)
2

=

(
1

2
+ λ∗

k

)2

log2

[(
1
2 + λ∗

k

)2
µ∗
2 ln 2

]
−

(12 + λ∗
k

)2
ln 2

− µ∗
2

γ
(n)
2,k,l

+

− δ
∗(n)
2

< 0, ξ
∗(n)
2,k,l = 0;

= 0, 0 < ξ
∗(n)
2,k,l < 1;

> 0, ξ
∗(n)
2,k,l = 1

(4.23)

When (4.22) and (4.23) equal to zero, δ
(n)
1 and δ

(n)
2 can be viewed as functions of other

Lagrange multipliers for each sub-carrier, which can be expressed as:

δ
(n)
1 (λk, µ1) =

(
1

2
− λk

)2

log2

[(
1
2 − λk

)2
µ1 ln 2

]
−

(12 − λk

)2
ln 2

− µ1

γ
(n)
1,k

+

, (∀k) (4.24)

δ
(n)
2 (λk, µ2) =

(
1

2
+ λk

)2

log2

[(
1
2 + λk

)2
µ2 ln 2

]
−

(12 + λk

)2
ln 2

− µ2

γ
(n)
2,k,l

+

, (∀k, l) (4.25)

Hence, δ
∗(n)
1 and δ

∗(n)
2 indicate the outputs from the optimal input Lagrange multipliers.

Each sub-carrier is allocated to one node exclusively. In the first hop, the sub-carrier
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n is allocated to relay node k∗ when k∗ satisfies the following criteria as:

k∗ = argmax
k

δ
(n)
1 (λk, µ1)

= argmax
k

(
1

2
− λk

)2

log2

[(
1
2 − λk

)2
µ1 ln 2

]
−

(12 − λk

)2
ln 2

− µ1

γ
(n)
1,k

+

, (∀k)
(4.26)

In the second hop, the sub-carrier n is allocated to the relay-destination pair {k′, l′}
which satisfies the same criteria as:

{k′, l′} = argmax
{k,l}

δ
(n)
2 (λk, µ2)

= argmax
{k,l}

(
1

2
+ λk

)2

log2

[(
1
2 + λk

)2
µ2 ln 2

]
−

(12 + λk

)2
ln 2

− µ2

γ
(n)
2,k,l

+

, (∀k, l)

(4.27)

Note that k∗ and k′ may denote different relays. Thus, the optimal results can be

written as:

p
∗(n)
1,k =


[(

1
2
−λ∗

k

)2
µ∗
1 ln 2 − 1

γ
(n)
1,k

]+
, k = k∗;

0, k ̸= k∗
(4.28)

p
∗(n)
2,k,l =


[(

1
2
+λ∗

k

)2
µ∗
2 ln 2 − 1

γ
(n)
2,k,l

]+
, {k, l} = {k′, l′};

0, {k, l} ̸= {k′, l′}
(4.29)

T ∗
1,k =

(
1

2
− λ∗

k

)
T

T ∗
2,k =

(
1

2
+ λ∗

k

)
T

From the optimal results, it is clear that µ1,2 > 0, and λk(k = 1, ...,K) ∈ (−1
2 ,

1
2). Note

that when symmetric time allocation [21] is applied, i.e., T ∗
1,k = T ∗

2,k = T/2, the optimal

power allocation results are the same as (4.28)-(4.19), except that (1/2−λ∗
k)

2 in (4.28)

and (1/2 + λ∗
k)

2 in (4.29) are replaced with (1/4 − λ∗
k) and (1/4 + λ∗

k), respectively.

Hence, the proposed ARA algorithm has a similar complexity to the SRA algorithm.

In addition, the value of these multipliers are the limited information which need to

be fed back from the relay nodes to BS. The amount of feedback information increases

linearly with the number of relays in the cell.

The following (K +2) equations are to be solved to obtain the optimal Lagrangian

multipliers:

U = PS −
K∑
k=1

N∑
n=1

ξ
(n)
1,k

[(
1
2 − λk

)2
µ1 ln 2

− 1

γ
(n)
1,k

]+
= 0 (4.30)

V = PR −
K∑
k=1

L∑
l=1

N∑
n=1

ξ
(n)
2,k,l

[(
1
2 + λk

)2
µ2 ln 2

− 1

γ
(n)
2,k,l

]+
= 0 (4.31)
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W =(1 + 2λk)
L∑
l=1

N∑
n=1

ξ
(n)
2,k,l

[
log2

((
1
2 + λk

)2
µ2 ln 2

γ
(n)
2,k,l

)]+

− (1− 2λk)
N∑

n=1

ξ
(n)
1,k

[
log2

((
1
2 − λk

)2
µ1 ln 2

γ
(n)
1,k

)]+
= 0, (∀k)

(4.32)

The sub-gradient searching algorithm [98], can be applied to solve (4.30)-(4.32) with

an iterative manner. In the first hop, γ1 is defined as the CNR map, which can be

written as the following matrix:

γ1 =


γ
(1)
1,1 γ

(2)
1,1 · · · γ

(N)
1,1

γ
(1)
1,2 γ

(2)
1,2 · · · γ

(N)
1,2

...
...

. . .
...

γ
(1)
1,K γ

(2)
1,K · · · γ

(N)
1,K

 (4.33)

Similarly, in the second hop, γ2 is defined as the CNR map, and can be written as:

γ2 =
(
γ
(1)
2 , . . . ,γ

(n)
2 , . . . ,γ

(N)
2

)
(4.34)

and for each sub-carrier, there is:

γ
(n)
2 =


γ
(n)
2,1,1 γ

(n)
2,1,2 · · · γ

(n)
2,1,L

γ
(n)
2,2,1 γ

(n)
2,2,2 · · · γ

(n)
2,2,L

...
...

. . .
...

γ
(n)
2,K,1 γ

(n)
2,K,2 · · · γ

(n)
2,K,L

 (4.35)

γ1,min = min{γ1} and γ2,min = min{γ2} denote the minimum value amongst all CNRs

in the first and second hop, respectively. Defining t as tth iteration, ϵ1,2,3 as arbi-

trary small non-zero values, and ∆1,2,3 as the step size for each updating of Lagrange

multipliers, the proposed ARA procedure can be summarised as follow steps:

S1 Initialise µ
(t)
1 = γ1,min, µ

(t)
2 = γ2,min, and λ

(t)
k = 0, (k = 1, ...,K);

S2 In the first hop, for each sub-carrier n, calculate δ
(n)
1

(
µ
(t)
1 , λ

(t)
k

)
, (k = 1, . . . ,K),

and find relay k∗ that satisfy k∗ = argmaxk δ
(n)
1 ; in the second hop, for each

sub-carrier n, calculate δ
(n)
2

(
µ
(t)
2 , λ

(t)
k

)
, (k = 1, . . . ,K, l = 1, . . . , L), and find

relay-destination pair {k′, l′} that satisfy {k′, l′} = argmax{k′,l′} δ
(n)
2 ; return the

binary indicators ξ
(n)
1,k =

{
1, k = k∗;
0, k ̸= k∗

and ξ
(n)
2,k,l =

{
1, {k, l} = {k′, l′};
0, {k, l} ̸= {k′, l′}

S3 Substitute µ
(t)
1 , µ

(t)
2 , λ

(t)
k , ξ

(n)
1,k and ξ

(n)
2,k,l into U , V , and W ; if |U | < ϵ1, |V | < ϵ2 and

|W | < ϵ3 are satisfied simultaneously, stop and return the optimal results with

µ∗
1 = µ

(t)
1 , µ∗

2 = µ
(t)
2 , and λ∗

k = λ
(t)
k , otherwise update the Lagrange multipliers as

µ
(t+1)
1 = µ

(t)
1 +∆1U , µ

(t+1)
2 = µ

(t)
2 +∆2V , and λ

(t+1)
k = λ

(t)
k +∆3W , then repeat

S1-S3.
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It is possible that two relay-destination pairs have the identical destination, i.e. ξ
(n1)
2,k1,l

=

ξ
(n2)
2,k2,l

= 1, during the iterative RA procedure. Hence, CoMP at relays is able to be

applied after the SA. Note that ∆1,2,3 determine the speed of convergence, and they

can be selected from either constant or variable values (typically functions of t). For

instance, if ∆1 is a constant value, the convergence speed of |U | to ϵ1 will increase with

the augment of iterations. On the contrary, if ∆1 is a variable step for each iteration

t, say 1√
1+t

, the convergence will eventually slow down. In other words, sub-gradient

searching method is very dynamic. However, this method takes up many iterations for

slow convergence to obtain accurate results, which is not suitable in practical scenario

where the channel information changes fast.

Another characteristic of the proposed optimal ARA algorithm is that the result of

SA can be updated at each iteration due to the updating of the Lagrange multipliers.

Meanwhile, the results of transmit power and time duration are also updated with

SA result in the system. Hence, sub-carrier, transmit power and time duration are

allocated jointly with optimal results.

4.3.2 Suboptimal ARA Algorithm

To ensure a good tradeoff between the performance and the complexity, the optimisa-

tion problem (4.7) can be decomposed into two steps. First, SA is conducted. Second,

joint time and power allocation is performed, where the time slot durations in the two

consecutive slots are also designed to be asymmetric.

In the first hop, K relays feedback the CSI of all sub-carriers to the BS, and BS

obtains a K×N CNR matrix {γ(n)1,k } (k = 1, ..,K and n = 1, ..., N) with perfect channel

estimation. Defining Ω1,k (k = 1, ...K) as the sub-carrier set of relay k, which is an

integer set representing the number of sub-carriers allocated to relay k, the following

steps describe the SA in the first hop:

S1 Initialise the sub-carrier set Ω1,k = Ø, and initialise the transmit power on each

sub-carrier as p
(n)
1,k = PS/N (∀k, n)

S2 For k = 1, ...,K, find the maximal CNR γ
(n∗)
1,k , then update Ω1,k = {n∗}

∪
Ω1,k,

which is equivalent as ξ
(n∗)
1,k = 1.

S3 Calculate the throughput of each relay node by using (4.2). Find the minimal

value of capacity C1,k∗ amongst K relays, then give the priority to k∗ to select

the maximal CNR γ
(n′)
1,k∗ , update Ω1,k∗ = {n′}

∪
Ω1,k∗ , and N = N−{n′}. Repeat

S3 until N = Ø.

After SA, the throughput of relay k can be rewritten from (4.2) as

C1,k =
B

N

∑
n∈Ω1,k

log2

(
1 + p

(n)
1,kγ

(n)
1,k

)
(4.36)
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In the second hop, L destination nodes feedback the CSI of all sub-carrier to each

of the K relays, and the relays pass these channel information to the BS. As a result,

the BS obtains a K×N×L 3-dimensional CNR matrix {γ(n)2,k,l} (k = 1, ...,K,l = 1, ..., L

and n = 1, ..., N). For each individual relay, there is a N ×L CNR matrix, and the SA

is based on the sub-carrier-destination pair. Defining Ω2,k (k = 1, ...K) as the set of

sub-carrier-destination pairs, i.e., (n, l), the SA can be described as the following steps:

S1 Initialise the sub-carrier set Ω2,k = Ø, and initialise the transmit power on each

sub-carrier as p
(n)
2,k,l = PR/N (∀k, n)

S2 For k = 1, ...,K, find the maximal CNR γ
(n∗)
2,k,l∗ , then updateΩ2,k = {(n∗, l∗)}

∪
Ω2,k.

S3 Calculate the throughput of each relay node by using (4.4). Find the minimal

value of capacity C2,k∗ amongst K relays, then give the priority to k∗ to select

the maximal CNR γ
(n′)
2,k∗,l′ , update Ω2,k∗ = {(n′, l′)}

∪
Ω2,k∗ , and N = N − {n′}.

Repeat S3 until N = Ø.

Similar to the first hop, after SA, the throughput of relay k can be rewritten from (4.4)

as

C2,k =
B

N

∑
n∈Ω2,k

log2

(
1 + p

(n)
2,k,lγ

(n)
2,k,l

)
(4.37)

From the previous steps, it can be seen that binary values are given to the variables

ξ
(n)
1,k and ξ

(n)
2,k,l after SA. Hence, the objective function for throughput maximisation can

be formulated as

max
p
(n)
1,k , p

(n)
2,k,l, T1,k, T2,k

C (4.38)

subject to:

T1,k + T2,k = T, (∀k) (4.39)

K∑
k=1

∑
n∈Ω1,k

≤ PS ,
K∑
k=1

∑
n∈Ω2,k

p
(n)
2,k,l ≤ PR, where p

(n)
1,k ≥ 0, p

(n)
2,k,l ≥ 0, (∀k, l, n) (4.40)

PS + PR = PT (4.41)

The closed-form results of suboptimal power and time duration can be obtained by

Lagrange function as well, which have the same forms as (4.28) (4.19). However, the

equations for Lagrange multipliers become

PS −
K∑
k=1

∑
n∈Ω1,k

[(
1
2 − λk

)2
µ1 ln 2

− 1

γ
(n)
1,k

]+
= 0 (4.42)

PR −
K∑
k=1

∑
n∈Ω2,k

[(
1
2 + λk

)2
µ2 ln 2

− 1

γ
(n)
2,k,l

]+
= 0 (4.43)
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(1 + 2λk)
∑

n∈Ω2,k

[
log2

((
1
2 + λk

)2
µ2 ln 2

γ
(n)
2,k,l

)]+

− (1− 2λk)
∑

n∈Ω1,k

[
log2

((
1
2 − λk

)2
µ1 ln 2

γ
(n)
1,k

)]+
= 0, (∀k)

(4.44)

where ξ
(n)
1,k and ξ

(n)
2,k,l are replaced by the sub-carrier sets Ω1,k and Ω2,k, respectively.

4.4 Numerical Results

Table 4.1: The parameter setup in the multi-relay based OFDMA cellular system

Carrier central frequency fc 5 GHz
Bandwidth in downlink B 50 MHz
Number of sub-carriers N 256
Number of channel path 6
RMS delay of channel 0.5 µs
Width of band region of relays w 20 m
AWGN Noise spectral density N0 −174 dBm/Hz
Total transmit power PT 40 dBm
Transmit power PS , PR 38 dBm
Total transmit time duration T 5 ms
PL exponent in the first hop 4.5
PL exponent in the second hop 3.5

In this section, numerical results demonstrate the performance of ARA in terms of

system maximum achievable throughput and time allocation. Table 4.1 presents the

parameter setup of the system. Except for Figs. 4.3 and 4.4, there are K = 4 relays,

and L = 8 destinations in the system, and all relays are uniformly distributed within

a band region of width w, as shown in Fig. 4.1. Apply the Type-D (Roof-to-Roof) PL

model [102] in the first hop as A1(dSR) = 2.05f2.6
c ×10−26. Applying the Type-E (Roof-

to-Ground) PL model [102] in the second hop, the average PL is as A2(dRD) = 38.4

dB. In all figures except Fig. 4.5, the distance between source and destinations is fixed

at dSD = 2, 000 m, where the system performance at the cell-edge of the second hop

coverage region is focused on. The distance between the source and the mid circle

of the relays dSR varies between 600 m and 1,800 m. The ARA approach in [20] is

implemented for comparison, where the whole cellular system is divided into K = 4

single-relay sub-systems.

Fig. 4.2 illustrates the impact of the locations of relays on the maximum achievable

system throughput. The proposed ARA scheme outperforms the single-relay based

ARA scheme in [20] and the multi-relay based SRA scheme [21], especially when the

relays are relatively close to the source. For instance, when dSR = 600 m, the perfor-

mance of the proposed ARA is around 46.9% and 70.5% higher than that of single-relay
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Figure 4.2: Impact of distance between the source and the mid circle of relays on
maximum achievable throughput, with K = 4 relays and L = 8 destinations

ARA and SRA, respectively. It can also be observed that the performances of proposed

ARA and single-relay ARA have the same tendency of increasing when dSR is in the

range of 600 m to 1800 m. When the dSR further increases, the performance of SRA

deteriorates rapidly, as the symmetric time allocation cannot compensate for the per-

formance imbalance caused by different levels of PL attenuation in the two hops.

In Fig. 4.3, the impact of the number of relays on the maximum achievable through-

put is illustrated, where dSR = 1, 200 m. The number of destinations is fixed as L = 16.

It is shown that when the number of relays increases from 1 to 16, the system through-

put of proposed ARA is enlarged by 65.6% due to multi-relay diversity, while the

throughput of the single-relay based ARA scheme [20] decreases by 9.6% due to lack

of multi-relay diversity. When the number of relays is 1, the proposed ARA scheme is

degraded to the scheme in [20].

With the same configuration as Fig. 4.3, Fig. 4.4 illustrates the impact of the

number of destinations on the maximum achievable system throughput, with K = 4

relays. It can be observed that when the number of destinations increases from 8

to 24, the system throughput has little increase, which demonstrates that the multi-

user diversity has less impact on performance compared with multi-time diversity and

multi-relay diversity, as shown in Figs. 4.2 and 4.3.

Defining dSR/dSD as the ratio of the distance between source and the mid circle
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Figure 4.3: Impact of the number of relays on maximum achievable throughput, with
L = 16 destinations
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Figure 4.5: Impact of normalised distance between source and destinations on the
average time difference between two slots, with K = 4 relays and L = 8 destinations

of the relays band to the total distance between source and destinations, the impact

of dSR/dSD on ∆Tave is demonstrated in Fig. 4.5, where ∆Tave =
∑K

k=1E{(T1,k −
T2,k)/T}/K denotes the average normalised time difference between two hops. It can

be observed that when relays are closer to source than destinations, the optimal time

duration in the first hop is smaller than that in the second hop. For instance, when

dSR/dSD = 0.3, ∆Tave = −0.78 for dSD = 2, 000 m, which indicates the time duration

allocated in the second hop can combat the higher level of PL attenuation caused by

longer distance to achieve the same throughputs with the first hop. It is also observed

that the longer the distances between source and destinations are, the steeper the

curve is. Therefore, when destinations are further away from source, asymmetric time

allocation plays a more important role in system performance. It can be deducted that

symmetric time allocation may be a preferable alternative at dSR/dSD = 0.65 ∼ 0.7

(irrespective of the value of dSD), due to easier synchronisation.

Although the numerical results demonstrates and compares the maximal system

throughput achieved by different RA algorithms, these results are mainly obtained

from theoretical calculation, and have not been validated by simulation using realistic

models.
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4.5 Summary

In this chapter, the ARA has been investigated for DF dual-hop multi-relay based

OFDMA cellular systems in the downlink. The proposed ARA scheme performs joint

time, power and sub-carrier allocation to achieve an enhanced degree of freedom from

the multi-time, multi-relay, and multi-user diversities.

Numerical results show that asymmetric time allocation plays an important role

in the system performance. As a result, the proposed ARA scheme can outperform

the SRA scheme [21] significantly due to multi-time diversity, at a similar complex-

ity, especially when relays are relatively close to the source. Also, when the distances

between source and destinations are relatively large, the impact of asymmetric alloca-

tion is more significant. Furthermore, the proposed optimal multi-relay ARA scheme

outperforms the single-relay based ARA scheme in [20], thanks to the multi-relay diver-

sity from CoMP technique. Numerical results also show that the multi-user diversity

plays a less significant role than the multi-relay and multi-time diversities in the system

performance.
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Chapter 5

Power Allocation for
Short-Range 60 GHz Relay
Based Systems

Recently, communications at 60 GHz have attract considerable attention for the need of

indoor high speed local area networks [15] [16] [17]. With the large bandwidth (usually

more than 1 GHz), 60 GHz communications are able to support multi-Gbps wireless

connections between personal devices, such as the wireless transmission of realtime HD

video stream between the smart phone and digital TV set. The development in the

design of circuits and PAs [103] [1] [104] also motivates the standardisation, such as the

IEEE 802.11ad WiGig [105] and the IEEE 802.15.3c [106] task groups.

One big challenge for 60 GHz wireless communication is the high attenuation in

propagation. To combat this problem, relay techniques, such as AF relaying and DF

relaying [2] are considered as promising solutions, which can improve the reliability of

transmission and extend the coverage of signal source. In [107], a cross-layer design

was presented for the multi-Gbps indoor communications, with the consideration that

the millimetre (mm) wave is highly directional and susceptible to blockage. To main-

tain network connectivity, a medium access control (MAC) protocol for multi-hop relay

transmission was proposed. In [19], the authors proposed a ‘best fit deflection routing

(BFDR)’ scheme to find the optimal relay path in DF relay systems with least interfer-

ence, which improves the effective throughput in the mm-wave wireless personal area

networks (WPANs). The non-linear distortion of PA and phase lock loop (PLL) was

also considered in this work. A multi-hop concurrent transmission scheme was proposed

in [18] to exploit the spatial capacity of mm-wave WPANs, where the time slot utilisa-

tion is improved in a time division multiplexing. However, most of these works focused

on the MAC layer protocol design, and none of them considered the decoding power.

In [108], Cui et al. proved that in short-range communications, total energy consump-

tion is determined by both transmit power and decoding power. Furthermore, in [22],

based on Thompson’s very-large-scale integration (VSLI) model [109], the asymptotic
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lower bound of power consumption on encoding/decoding error-correction codes was

derived in the system level. It is associated with the average received power, target bit

error probability (BEP), and data rate. But the results are only applied in short range

conventional P2P communications with ideal transmit power setup.

In this chapter, the power consumption in 60 GHz communications with DAF and

DDF relaying strategies is investigated. These systems mainly consist of mobile devices

and are applied in the indoor environment, so the power consumption is limited by the

batteries. Hence, to minimise the total power consumption while satisfying certain QoS

requirements is in need. The proposed work is different from others in the following

aspects. First, a total power consumption model is proposed, which includes drive

power, decoding power, and PA power. By searching method, the optimal drive power

can be allocated to minimise the total power consumption off-line. Second, this is the

first work that applies the decoding power model from [22] in the relay systems, which

gives a clear clue on the behaviour of decoding power against the drive power. Third,

the parameters of the latest state-of-the-art 60 GHz PA and LNA are applied into the

system, which gives a meaningful guideline of power consumption since the transmit

powers at source and relay are limited by the saturation of PA. The impact of relay

locations on the system performance is investigated, and the comparison between the

DAF and DDF relaying is made. From the simulation results, it can be concluded that

in the small source-relay separation case, the difference of total power consumption

between DAF and DDF is small, and DAF consumes slightly less power. While with

larger source-relay separation, the difference gets bigger, and DDF is much more power

saving. This is different from the common intuition that DDF is more power consuming

than DAF due to the extra decoding power consumption at relay, which is due to the

fact that the large source-relay separation limits the effective destination SNR in DAF,

leading to more substantial decoding power consumption in the many more decoding

iterations than DDF.

The rest of the chapter is organised as follows. The system model is presented in

Section 5.1. The power consumption model is introduced in Section 5.2. The problem

formulation of DAF and DDF is described in Section 5.3, respectively. Section 5.4

demonstrates the simulation results, and Section 5.5 gives the summary.

5.1 System Model

A three-terminal relaying network in half-duplex mode for indoor short-range commu-

nications is considered, as shown in Fig. 5.1, where the destination can directly hear

messages from the source. ‘S’ represents the signal source. ‘R’ represents the relay

node, and ‘D’ the destination. The diversity-x(amplify/decode)-and-forward (DxF)

relaying protocol [2] is considered in this chapter. In the first phase, the source broad-

casts messages to both relay and destination. In the second phase, only the relay
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Figure 5.1: Illustration of a three-terminal DxF relay network

transmits messages to the destination. As a result, the destination receives two ‘copies’

of the original messages through the relay channel. Now ASD(dSD), ASR(dSR), and

ARD(dRD) are defined as the PL in the source-destination link, source-relay link and

relay-destination link, respectively. Defining an i-bit stream as an information block bi1

that is encoded into n-bit codewords xnS at the source, it is assumed the code-book is

identical for both DAF and DDF relaying. Now consider the following strategies:

5.1.1 Diversity AF Relaying

With the DAF relaying strategy, the relay node only amplifies the received waveforms

of signals without decoding, and then it forwards waveforms to the destination. Now

Pin is defined as the drive power of the PA at the source, of which the value is variable.

β is defined as the amplification factor of PA in voltage, and |β|2 is defined as the

amplification gain in power. Correspondingly, the transmit power at source can be

written as

PS =

{
|β|2 Pin, Pin ≤ Pin max;
Psat, Pin > Pin max

(5.1)

where Psat is the output saturation power, and Pin max is the upper bound of drive

power. (5.1) indicates when the drive power Pin > Pin max, the linearity of the PA can-

not be maintained. hSR and hSD are defined as the channel responses from the source to

relay, and from the source to destination, respectively. These channel responses follow

the complex normal distribution as hSR ∼ CN(0, ASR) and hSD ∼ CN(0, ASD), respec-

tively. The average gains of the channel are as E{|hSR|2} = ASR and E{|hSD|2} = ASD.

In the first phase, the received symbols at relay and destination can be written as

ynSR = hSR
√

PSx
n
S + zR (5.2)

ynSD = hSD
√

PSx
n
S + zD (5.3)

respectively, where zR and zD are the complex AWGN noise at relay and destination,

respectively, which follow the same complex normal distribution CN(0, σ2
0) without loss
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Figure 5.2: The simplified block diagram of an DAF relaying

of generality. The average powers of noise are as E{|zR|2} = σ2
0 and E{|zD|2} = σ2

0,

where σ2
0 is the noise-variance.

In Fig. 5.2, a simplified block diagram of a DAF relay node is shown, where Rx

represents the receiving end, and Tx represents the transmitting end. After picked up

by Rx, the received symbols are amplified first by LNA, of which the amplification gain

on power is G, and the noise figure is F . For the multi-cascaded LNAs, the overall

noise figure can be calculated by Frii’s formula. Assuming that LNAs at each stage are

identical, and nR and nD are defined as the number of cascaded LNAs at the relay and

destination, respectively. Thus, the overall noise figure can be written as:

Ftotal R,D = F + (F − 1)
1−G1−nR,D

G− 1
(5.4)

After the LNAs at relay and destination, the signals are amplified as

y′nSR = hSR
√

PSGnRxnS +
√

GnRFtotal RzR (5.5)

y′nSD = hSD
√

PSGnDxnS +
√

GnDFtotal DzD (5.6)

In the second phase, the source is switched to silence, and only relay transmits the

amplified symbols. zD is defined as the noise at the destination. Hence, the received

symbols at the destination can be written as

ynRD = hRDβy
′n
SR + zD

= hRDβ
(
hSR

√
PSGnRxnS +

√
GnRFtotal RzR

)
+ zD

= hRDhSRβ
√

PSGnRxnS +
(
hRDβ

√
GnRFtotal RzR + zD

)
(5.7)

After amplified by the LNAs at the destination, the symbols are

y′nRD = hRDhSRβ
√

PSGnRGnDxnS

+
(
hRDβ

√
GnRGnDFtotal RFtotal DzR +

√
GnDFtotal DzD

)
(5.8)
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Note that the signals from the relay contain the amplified noise from the relay. For

DAF relaying, the destination can add up the signals from both relay and source be-

fore decoding, resulting in an improved SNR by maximum ratio combining (MRC) at

destination [110]. wSD, and wRD are defined as the weights multiplied to y′nSD and y′nRD,

respectively. In order to obtain

xnD = argmin
xn

∣∣∣wSDy
′n
SD + wRDy

′n
RD

−
(
wSDhSD

√
PSGnDxnS + wRDhRDhSRβ

√
PSGnRGnDxnS

) ∣∣∣2 (5.9)

The weights are designed as

wSD =
h∗SD(

|hSD|2 + |β|2|hSR|2|hRD|2
√
Ftotal DGnD

) (5.10)

wRD =
β
√
GnRh∗SRh

∗
RD(

|hSD|2 + |β|2|hSR|2|hRD|2
√
Ftotal DGnD

) (5.11)

where ∗ is the conjugation. As a result, the equivalent SNR ΓMRC DAF at the destina-

tion can be written as

ΓMRC DAF =

(
ASD + |β|2GnRASRARD

)2
PS

Ftotal D

(
ASD + |β|2GnRASRARD + |β|4G2nRASRA2

RDFtotal R

)
σ2
0
(5.12)

The power variance of equivalent noise is defined as

σ2
MRC DAF = Ftotal D

(
ASD + |β|2GnRASRARD + |β|4G2nRASRA

2
RDFtotal R

)
σ2
0

(5.13)

By applying combining, detection and demodulation at the destination, the estimated

symbols can be obtained as x̂nS . Afterwards, the estimated bit streams can be obtained

from decoding. The overall normalised achievable data rate can be defined as CDAF =
1
2 log2(1 + ΓMRC DAF ).

5.1.2 Diversity DF Relaying

With DDF relaying strategy, the repetition coding strategy [2] is applied in the system,

which allows the relay to use the same code-book as the source. Consequently, the

destination adds up the received symbols before decoding, which yields an improved

SNR. Unlike the DAF relaying, the relay decodes the messages from the source first,

and then re-encodes them with the same code-book. Hence, the destination receives

signals without amplified noise from the relay. Pin S is defined as the drive power of PA

at source. In the linear region, PS = |β|2Pin S is the transmit power. Fig. 5.3 shows

the simplified block structure of DDF relay node, where the source and destination are

not shown. In the first phase, the received symbols at relay and destination are:

ynSR = hSR
√

PSx
n
S + zR (5.14)

ynSD = hSD
√

PSx
n
S + zD (5.15)
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Half-duplex Switch

Figure 5.3: The simplified block diagram of DDF relay node, where the source and
destination are omitted due to same structures with DAF

The symbols of (5.14) and (5.15) are amplified by LNAs, which yields

y′nSR = hSR
√

PSGnRxnS +
√

Ftotal RGnRzR (5.16)

y′nSD = hSD
√

PSGnDxnS +
√

Ftotal DGnDzD (5.17)

Hence, the SNR before decoding at relay is ΓSR = ASRPS/Ftotal Rσ
2
0. After LNAs, y′nSR

pass through the detector, and yield the estimated codewords ŷ′nSR. These codewords

are decoded first, and then encoded into symbols xnR for the second phase transmission.

After encoding at the baseband, relay provides a new drive power Pin R for PA, which

is independent from the received signals at Rx. PR = |β|2Pin R is defined as the

transmission power in the linear region. It should be noticed that the two drive powers

Pin S and Pin R vary separately. At the destination in the second phase, the received

symbols can be written as

ynRD = hRD

√
PRx

n
S + zR (5.18)

After amplified by LNAs, the symbols become

y′nRD = hRD

√
PRGnDxnS +

√
Ftotal DGnDzD (5.19)

To achieve an improved SNR at destination, the MRC is applied before decoding [111].

Now define wSD and wRD as the weights for the symbols received from the source and

relay, respectively. To obtain

xnD = argmin
xn

∣∣∣wSDy
′n
SD + wRDy

′n
RD −

(
wSDhSD

√
PSGnDxnS + wRDhRD

√
PRGnDxnR

)∣∣∣2
(5.20)

the weights are designed as

wSD =
h∗SD

(|hSD|2 + |hRD|2)
√
Ftotal DGnD

(5.21)

wRD =
ρh∗RD

(|hSD|2 + |hRD|2)
√
Ftotal DGnD

(5.22)
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where the factor ρ =
√

PR/PS . It is assumed that when the target BEP at relay node

is low enough, the approximation as xnS
.
= xnR holds. Hence, the equivalent SNR can

be written as

ΓMRC DDF =
E
{(

wSDhSD
√
PSGnDxnS + wRDhRD

√
PSGnDxnR

)2}
E
{(

wSD

√
Ftotal DGnDzD + wRD

√
Ftotal DGnDzD

)2}
.
=

E
{(

wSDhSD
√
PSGnD + wRDhRD

√
PSGnD

)2}E
{
|xnS |

2
}

E
{(

wSD

√
Ftotal DGnDzD + wRD

√
Ftotal DGnDzD

)2}
.
=

ASDPS +ARDPR

Ftotal Dσ
2
0

(5.23)

After combining the received symbols from the relay and the source, the destination

node can obtain the estimated symbols x̂nS . x̂nS are finally decoded into a bit stream

block. The overall normalised achievable throughput of DDF relaying can be defined as

CDDF = 1
2 min{CSR, CMRC DDF } [112], where CSR = log2(1 + ΓSR) is the achievable

data rate for source-relay link, and CMRC DDF = log2(1+ΓMRC DDF ) is the achievable

data rate at the destination with MRC.

5.2 Power Consumption Model

Unlike long-range communications described in Chapter 4, the decoding power should

also be considered in 60 GHz short-range communications [108]. In this section, a

dynamic model of decoding power is introduced, which can be transformed to a function

of the drive power. In the second part, the power consumption of PA is abstracted as

the function of drive power as well. Since the total power model includes the decoding

power and PA power, it gives a means to allocate an optimal drive power which help

the system minimise the total power consumption.

5.2.1 Decoding Power

Grover et al. in [22] obtained the lower bound of decoding power consumption in AWGN

channel based on the abstracted VLSI model [109]. This model is a message-passing

topology where a number of processor elements (PE) are connected to each other by

wires in a binary tree pattern. It is assumed that each PE communicates at most ζ

other PEs at each of the l iterations, which is shown in Fig. 5.4. Since each iteration

consumes a certain amount of power to decode message bits, the decoding power for the

whole VLSI decoder is determined by the lower bound on the total number of iterations,

which is directly related to themaximum neighbourhood size k [22]. Hence, the decoding

power is the function of k. Define C
(
σ2
G

)
= log2

(
1 + Prec/σ

2
G

)
as the normalised

AWGN channel capacity over the hypothetical channel, where σ2
G is the noise-variance,

and Prec as the received average signal power. For decoding at destination, the following
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Figure 5.4: Illustration of a message node and its decoding neighbours, where ζ = 3
and the total number of iterations is 3

lower bound holds on the average BEP:

Pe ≥ sup
σ2
G:C(σ2

G)<Rch

h−1
b

(
δ
(
σ2
G

))
2

exp

(
− kD

(
σ2
G||σ2

0 eq

)
−

√
k

(
3

2
+ 2 ln

(
2

h−1
b

(
δ
(
σ2
G

))))( σ2
G

σ2
0 eq

− 1

))
(5.24)

where δ(σ2
G) = 1 − C(σ2

G)/Rch, the Kullback-Leibler (KL) divergence D(σ2
G||σ2

0 eq) =

1
2

(
σ2
G

σ2
0 eq

− 1− ln
σ2
G

σ2
0 eq

)
, and the inverse binary entropy function h−1

b (·) ∈ [0, 1/2].

Note that σ2
0 eq indicates the equivalent noise. For instance, in DAF relaying, there is

σ2
0 eq = σ2

MRC DAF . Inequality (5.24) can be approximately rewritten as

kD
(
σ2
G||σ2

0 eq

)
+

√
k

[
3

2
+ 2 ln

(
2

h−1
b

(
δ
(
σ2
G

)))]

×

(
σ2
G

σ2
0 eq

− 1

)
+ ln

2Pe

h−1
b

(
δ
(
σ2
G

)) ≥ 0 (5.25)

Note that (5.25) is a quadratic inequality of
√
k. By solving (5.25) (demonstrated in

Appendix C), the lower bound on k can be expressed as:

k ≥ max

[
1, sup

σ2
G:C(σ2

G)<Rch

K
(
Prec, σ

2
G

)]
(5.26)

where K
(
Prec, σ

2
G

)
is the function of the received power and hypothetical noise.

Defining Enode as the energy consumed by each message node, Rdec as the decoding

rate, and Rch as the channel rate, and the lower bound of decoding power Pdec can be

written as:

Pdec =
EnodeRdec

Rch
· l ≥ EnodeRdec

Rch
·


log2

(
ζ−2
ζ k + 2

ζ

)
log2 (ζ − 1)

 (5.27)
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where ⌈·⌉ rounds up the value inside to the nearest integer. From (5.27) it can be

deduced that with the same target BEP, the higher the received SNR is, the less

decoding power is consumed.

5.2.2 PA Power

Defining PPA S and PPA R as the PA powers at source and relay, respectively, and

PPA = PPA S + PPA R is defined as the total PA power. Defining PLNA R,D =

nR,DPLNA each as the total cascaded LNAs power at relay and destination, where

PLNA each is the dissipated power of each LNA stage, and the total LNA power is

PLNA = PLNA R + PLNA D. Now Pdec denotes the decoding power.

The power added efficiency (PAE) of the PA is one parameter that describes how

much DC power is transformed to the output power. η is defined as the PAE. From

[82], it is known that η = (Pout − Pin)/PPA, where Pout is the output power of a PA.

Since both source and relay apply the same PAs, the power of PA can be written in

the form of transmit power, as:

PPA S,R =
|β|2 − 1

η
Pin S,R (5.28)

From the data in [1], PAE can be extracted as the following function by least square

(LS) method:

η (Pin) = −6.8663× 105 ·
(
Pin − 5.89× 10−4

)2
+ 0.2249, |β|2Pin ≤ P1dB (5.29)

where P1dB is the output 1dB compression point. Hence, the power consumption of

PA can be extracted as a function of the drive power. The procedure of curve fitting is

shown in the Appendix D. Intuitively, the higher the transmit power is, the more PA

power is consumed. Hence, when combining with the decoding power, there must be

a trade-off point of power consumption with the augment of transmit power (or drive

power of PAs).

5.3 Problem Formulation

In this section, the total power consumption model for both DAF and DDF relaying

strategies is considered. This model includes the drive power, PA power, decoding

power, and LNA power. For simplicity, the power of LNA is modeled as a fixed value.

The objective of the system is to minimise the total power consumption with the data

rate requirement, by allocating an optimal drive power at the source and the relay (for

DDF) nodes. In this case, the source can transmit high data rate streams with low

power consumption.
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5.3.1 Problem Formulation for DAF Relaying

As shown in Fig. 5.2, one portion of the power is consumed at the PA at the source and

relay nodes, another portion is consumed at the LNAs at both the relay and destination

nodes, and the last portion is the decoding power at the destination. Defining Ptotal DAF

as the total power consumption of DAF relaying, it can be written as a function of the

drive power at the source Pin S as:

Ptotal DAF = Pin S + PPA S (Pin S) + PPA R (Pin S)

+ Pdec (Pin S) + PLNA S + PLNA R (5.30)

Defining Rdata as the transmit data rate, and B as the bandwidth, the objective

function of DAF relaying can be formulated as:

min
Pin S

Ptotal DAF = (Pin S + PPA (Pin S) + Pdec (Pin S)) + PLNA (5.31)

subject to:

C
(
σ2
0

)
> Rch (5.32)(

22Rdata/B − 1
)
σ2
MRC DAF

(ASD + |β|2GnRASRARD)
2 |β|2

< Pin <
P1dB

|β|2
(5.33)

where constraint (5.32) indicates that the minimum data rate is selected as one of QoS

requirements. Constraint (5.33) is set to maintain the PA in the linear amplification re-

gion as well as to satisfy the data rate requirement. Pin S(min) =
(22Rdata/B−1)σ2

MRC DAF

(ASD+|β|2GnRASRARD)2|β|2

is set as the minimum drive power that meets the data rate requirement. Due to the

complexity of the calculation of lower bound k, it is difficult to find the closed-form

result of the optimal Pin S . However, line searching method can be applied by adjusting

Pin S in the range of (5.33) with appropriate resolution to achieve the approximated op-

timal value for the minimum Ptotal DAF . t (t = 1, 2, ...) denotes the number of iteration

for finding the minimal total power consumption, and δS =
∣∣∣Pin S(min)− P1dB

|β|2

∣∣∣ /N1 is

defined as the resolution of the variable range (5.33), where N1 can be any real number

that is greater than 1. The searching method can be summarised as below:

S1 Initialise the drive power as Pin S = Pin S(min) + δS .

S2 Calculate the maximum neighbourhood size k by golden section search [113]:

s1 Calculate the current equivalent noise variance σ2
MRC DAF by (5.12); set σ2

G1 =

σ2
MRC DAF and σ2

G2 = N2σ
2
MRC DAF as the lower and upper bounds of

hypothetical noise variance, where N2 is a real value that is greater than 1.

s2 Set σ2
G3 as σ2

G1 < σ2
G3 < σ2

G2, which satisfies |σ2
G3 − σ2

G1| < |σ2
G2 − σ2

G3| and
|σ2

G3 − σ2
G1|/|σ2

G2 − σ2
G3| = φ, where φ = (−1 +

√
5)/2.
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s3 Set a probe point σ2
G4 between σ2

G3 and σ2
G2, and let |σ2

G3−σ2
G4|/|σ2

G4−σ2
G2| =

φ.

s4 If K(Pin S , σ
2
G4) ≥ K(Pin S , σ

2
G3) (see (C.5) for the detail of function K),

replace σ2
G3 by σ2

G1 and σ2
G4 by σ2

G3, respectively, and delete the original

σ2
G1, then repeat s3; if K(Pin S , σ

2
G4) < K(Pin S , σ

2
G3), replace σ2

G1 by σ2
G2

and σ2
G4 by σ2

G1, respectively, and delete the original σ2
G2, then repeat s3.

s5 Continue s4 until |σ2
G3 − σ2

G4|/|σ2
G3| < ϵ, where ϵ (ϵ ∈ R and ϵ > 0) is the

tolerance that can be set arbitrary small; set the optimal noise variance σ2
G∗

as σ2
G∗ = σ2

G3, and obtain k by (C.5).

S3 Use k from s5 to calculate Pdec by (5.27); get the total power P
(t)
total DAF by (5.30).

S4 Update Pin S = Pin S + δS , and calculate the total power P
(t+1)
total DAF through S2-

S3; compare P
(t)
total DAF with P

(t+1)
total DAF : if P

(t)
total DAF ≤ P

(t+1)
total DAF , P

(t)
total DAF

is the minimal total power and P ∗
in S = Pin S − δS is the optimal drive power;

if P
(t)
total DAF > P

(t+1)
total DAF , update Pin S = Pin S + δS and repeat S2 - S3 until

Pin S = P1dB
|β|2 , then the minimal total power is P

(t+1)
total DAF and optimal drive power

is P ∗
in S = P1dB

|β|2 .

Note that σ2
G∗ is determined by the values of N2 and ϵ. The appropriate value of N2

allows the optimum to be included in the range [σ2
G1, σ

2
G2], and (5.32) tells that N2

must be greater than 1. While the value of ϵ controls the speed of converge as well as

the accuracy.

5.3.2 Problem Formulation for DDF Relaying

In DDF relaying, decoding is conducted at both relay and destination, hence Pdec R

and Pdec D are defined as the two parts of decoding powers at the relay and the des-

tination, respectively. Setting Pe R and Pe D as the target BEPs at relay and desti-

nation respectively, the overall target BEP for the DDF relaying can be expressed as

Pe = 1− (1−Pe R)(1−Pe D) approximately. The total power consumption model can

be written as:

Ptotal DDF = (Pin S + PPA S (Pin S) + Pdec R (Pin S))

+ (Pin R + PPA R (Pin R) + Pdec D (Pin R)) + PLNA (5.34)

where two drive powers Pin S and Pin R determine the total power consumption.

Similar to DAF relaying, the objective function of DDF relaying is formulated to

minimise the total power consumption, which is:

min
Pin S ,Pin R

Ptotal DDF (Pin S , Pin R) (5.35)
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subject to:

CSR

(
σ2
0 R

)
, CMRC DDF

(
σ2
0 D

)
> Rch (5.36)(

22Rdata/B − 1
)
Ftotal Rσ

2
0

ASR|β|2
< Pin S <

P1dB

|β|2
(5.37)(

22Rdata/B − 1
)
Ftotal Dσ

2
0 −ASD|β|2Pin S

ARD|β|2
< Pin R <

P1dB

|β|2
(5.38)

where constraint (5.36) also indicates that the minimum data rate is selected as one of

QoS requirements in both first and second hops, which is similar to DAF. Constraints

(5.37) and (5.38) limit the PAs in the linear amplification region, and satisfy the data

rate requirement in two hops as well. Note that the lower bound of (5.38) depends

on the value of Pin S , which indicates the allocation of Pin S is prior to that of Pin R.

Pin S(min) =
(22Rdata/B−1)Ftotal Rσ2

0

ASR|β|2 and Pin R(min) =
(22Rdata/B−1)Ftotal Dσ2

0−ASD|β|2Pin S

ARD|β|2

are set as the lower bounds of drive power for the source and relay, respectively. Similar

to DAF, it is not easy to get the closed-form results of the optimal values of Pin S and

Pin R. Hence, the grid searching method is applied to find the approximated optimal

value by adjusting both Pin S and Pin R in the ranges of (5.37) and (5.38) with appro-

priate resolutions, respectively. The same definition of t and δS are kept, meanwhile,

δR =
∣∣∣Pin R(min)− P1dB

|β|2

∣∣∣ /N1 is defined as the resolution of range (5.38). Note that

(5.38) has the same size of resolution as (5.37) in order to make fair comparison between

DAF and DDF. The following steps summarises the grid searching method:

S1 Initialise the drive power at source as Pin S = Pin S(min) + δS .

S2 Substitute Pin S into (5.38); initialise the drive power at relay as Pin R = Pin R(min)+

δR, then search for the minimal value of total power with fixed Pin S :

s1 Use Pin S and Pin R to calculate the maximum neighbourhood size at relay

kR and at destination kD from (C.5) by golden section search, respectively;

get the total power consumption P
(t)
total DF by (5.34).

s2 Update Pin R = Pin R + δR, and calculate the total power P
(t+1)
total DF as in s1;

compare P
(t)
total DF with P

(t+1)
total DF : if P

(t)
total DF ≤ P

(t+1)
total DF , P

(t)
total DF is the

minimal total power; if P
(t)
total DF > P

(t+1)
total DF , update Pin R = Pin R+δR and

repeat s1 until Pin R = P1dB
|β|2 , then the minimal total power is P

(t+1)
total DF .

s3 Return Ptotal DF ; set t = 0.

S3 Update Pin S = Pin S + δS , and calculate the total power P
(t+1)
total DF through S2;

compare P
(t)
total DF with P

(t+1)
total DF : if P

(t)
total DF ≤ P

(t+1)
total DF , P

(t)
total DF is the minimal

total power, and P ∗
in S = Pin S − δS and P ∗

in R = Pin R − δR are the optimal drive

powers; if P
(t)
total DF > P

(t+1)
total DF , update Pin S = Pin S + δS and repeat S2 until

Pin S = P1dB
|β|2 , then the minimal total power is P

(t+1)
total DF and optimal drive power

at source is P ∗
in S = P1dB

|β|2 .
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The golden section search in S2 is the same as in Section 5.3.1, hence the details of

this method is omitted in this section.

5.4 Numerical Results

In this section, some numerical results are shown to demonstrate the performance of

DAF and DDF relaying in terms of power consumption. In Table 5.1, the parameters

are setup for the system, where the data of LNA is from [104]. Amongst all, the required

data rate Rdata and target BEP Pe are the QoS requirements, which are applied at the

destination node wherever it is in the system.

Table 5.1: The parameter setup in the relay based short-range communication systems

Carrier central frequency fc 60 GHz
Bandwidth B 3 GHz
Required data rate Rdata 1.5 Gb/s [22]
Energy consumption on each message node Enode 10 pJ [22]
Maximum number of ζ 4 [22]
AWGN Noise spectral density σ2

0 −174 dBm/Hz
Amplification factor |β|2 of PA 16 dB
Output 1 dB compression point of PA P1dB 12.7 dBm
Power gain of each LNA G 10.5 dB
Noise figure of each LNA Feach 5.5 dB
Dissipated power of each LNA PLNA each 4.4 mW
Cascaded number of LNAs 6
Target BEP Pe 10−6

Antenna gain GT , GR 1 [18]
PL exponent α 3 [114]

In Fig. 5.5, the impact of drive power on the total power consumption in DAF

relaying is shown, where dSD = dSR = dRD = 6 m. It can be seen that the total power

decreases first with a ’stairway’ shape dramatically, and then increases slightly with

the increasing of drive power. When the drive power is 0.41 mW, the minimum total

power consumption can be achieved as 225.4 mW. It can be also observed that the

decoding power keeps decreasing when the drive power increases. However, the value

of decoding power varies with discrete intervals, which are 30 mW power per iteration,

and when Pin S > 0.41 mW, the destination needs only 1 iteration. While the total

power does not remains as flat as the decoding power, since the PA power at the source

keeps increasing. As a result, the minimum total power consumption is the trade-off

point between the decoding power and PA power.

With the same configuration of Fig. 5.5, in Fig. 5.6 demonstrates the impact of drive

power at relay and source on the total power consumption in DDF relaying. It can be

seen that the minimum value can be found with the global optimum. When Pin S = 0.4

mW, Pin R = 0.22 mW, the minimum total power consumption is 257.7 mW, which is

63



0.35 0.4 0.45 0.5 0.55 0.6 0.65
0

50

100

150

200

250

300

350

400

 

 

X: 0.4116
Y: 225.4

Drive Power (mW)

P
ow

er
 C

on
su

m
pt

io
n 

(m
W

)
Total Power

Decoding Power PA Power
at Source PA Power

at Relay

Figure 5.5: The impact of dive power on the total power consumption in DAF relaying,
where dSD = dSR = dRD = 6 m
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Figure 5.6: The impact of dive power on the total power consumption in DDF relaying,
where dSD = dSR = dRD = 6 m
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Figure 5.7: The impact of drive power on the total decoding power in DDF relaying

more than that in DAF. Because both DAF and DDF use the same resolution for drive

power adjusting, and only AWGN channel capacity is considered, the values of total

power consumption for both DAF and DDF are statistically meaningful. The total

power value also shows a ‘stairway’ tendency when the drive power has small values.

When the drive power is small enough, the decoding power weights most portion of the

total power consumption.

From Fig. 5.7, the variation of decoding power is shown on the impact of the drive

power. It can be observed that, when Pin R increases, the decoding power decreases

and converges to 60 mW, where 1 iteration is consumed at both relay and destination

nodes. It can also be observed that when the drive powers at source and relay are at

the global optimum point, the decoding power is at its minimum value 60 mW, which

is two times the decoding power in DAF.

In Fig. 5.8, it can be observed that when the drive powers are at optimum point,

the total PA power is not at the minimum value, which means the minimum total power

is a trade-off between the decoding power and PA power. If simply assuming that the

transmit power has a linear relation with the PA power, it can also be concluded that

the more the transmit power is, the less the decoding power will be, and the trade-off

between these two makes the minimal total power consumption.

In Fig. 5.9, a scenario where the source, relay and destination nodes are at the

vertexes of an isosceles right-angle triangle, with dSR = dRD = dSD/
√
2. All the dashed

lines represent the DAF relaying, and the solid lines represent the DDF relaying. The
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Figure 5.8: The impact of drive power on total PA power in DDF relaying
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Figure 5.9: The impact of the distances between each nodes on the power consumption,
where dSR = dRD = dSD/

√
2. Solid lines: DDF; dashed lines: DAF
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Figure 5.10: The impact of relay’s location on the power consumption, where dSD =
7.07 m. Solid lines: DDF; dashed lines: DAF

impact of the triangle area on the power consumption is demonstrated. With the

increasing of dSD (augment of the area) from 4.67 to 7.78 m (dSR and dRD are from 3.3

to 5.5 m), the total powers of both DAF and DDF increase. When dSD < 7.07 m, the

total power of DAF is less than DDF. When dSD > 7.07 m, both decoding power and

total power of DAF increase dramatically. For DAF relaying, the equivalent received

SNR is easily affected by the distances between nodes. When dSD is close to 7.07 m,

the transmit power of the source is driven towards P1dB of PA. When dSD > 7.07

m, the transmit power is fixed at around 12.7 dBm, and the equivalent received SNR

decreases dramatically with the continuous increasing of dSD. Hence, more iterations

are used for decoding to compensate the loss in the received SNR, which results in

more decoding power consumed at the destination. For DDF relaying however, since

the amplified noise at the relay is not added to the destination, the equivalent received

SNR is higher than that in DAF relaying. As a result, the transmit powers for both

source and relay nodes are much less than P1dB. Hence, both the relay and destination

have less burden for decoding, and consume less decoding power.

In Fig. 5.10, a scenario where the relay’s locations are on the ellipse orbit is con-

sidered, where αSD = 2.17. The distance dSD is fixed at 7.07 m, and dSR + dRD = 10

m is fixed as well (the source and destination nodes are on the position of two focuses

of the ellipse). With the augment of dSR from 4 to 6 m, the total powers of both DAF

67



and DDF increase. When dSR > 5.2 m, the total power of DAF increases dramatically

with ‘steps’, which is caused by the increasing of decoding power and fixed maximal

transmit power. This phenomenon results from the degradation of the effective SNR

at the destination when the source-relay separation is large. It can be also observed

that the DDF has a good robustness against the relay’s location.

Although some realistic PA models are used, the results are mainly obtained from

theoretical calculation, and have not been validated by simulation. However, these

results can give meaningful lower bounds of the system power consumption for both

DAF and DDF relaying.

5.5 Summary

In this chapter, the relay networks in 60 GHz short-range communications are inves-

tigated, which includes the DAF relaying and DDF relaying. The power consumption

model including the drive power, PA power and decoding power is proposed in Section

5.2. The parameters from the latest PA and the decoding power model have been

applied to support the proposed model in this work.

From the numerical results, it can be observed that the decoding power cannot

be omitted in this 60 GHz short-range communication system, and it has a minimum

value when only 1 iteration conducted. From Fig. 5.5 to Fig. 5.8, it can be observed

that the minimum total power consumption can be achieved by allocating the optimal

drive power to the source and relay. Due to the complexity of (5.30) and (5.34),

only searching methods are used for power allocation in this chapter, which makes the

off-line system design possible. Furthermore, the total power consumption between

DAF and DDF relaying is compared. It has been found that when the separation

between source and relay is small, DAF is preferable than DDF in terms of power

saving; while with larger separation between source and relay, DDF saves much more

power than DAF, and is preferable to be deployed in the system. This is different

from the common intuition that DDF is more power consuming than DAF due to the

extra decoding power consumption at relay, which is due to the fact that the large

source-relay separation limits the effective destination SNR in DAF, leading to more

substantial decoding power consumption in the many more decoding iterations than

DDF.
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Chapter 6

Conclusion and Future Work

6.1 Conclusion

In this thesis, resource allocation in the relay based communication networks has been

investigated, including the long-range OFDMA cellular networks and short-range P2P

networks with 60 GHz communication.

In Chapter 4, the ARA has been investigated for DF dual-hop multi-relay based

OFDMA green cellular systems in the downlink. The proposed ARA scheme allo-

cates the time duration, transmit power and sub-carrier jointly to achieve an enhanced

degree of freedom from the multi-time, multi-relay, and multi-user diversities. Sim-

ulation results show that asymmetric time allocation plays an important role in the

system performance. As a result, the proposed ARA scheme can outperform the SRA

scheme [21] significantly due to the multi-time diversity in terms of maximising system

throughput with limited transmit power. Also, when the distances between source and

destinations are relatively large, the impact of asymmetric allocation is more signif-

icant. Furthermore, the proposed optimal multi-relay ARA scheme outperforms the

single-relay based ARA scheme in [20], thanks to the multi-relay diversity. Simulation

results also show that the multi-user diversity plays a less significant role than the

multi-relay and multi-time diversities in the system performance.

In Chapter 5, the relay networks in 60 GHz short-range communications have been

investigated with the DAF and DDF relaying strategies. The power consumption model

including the drive power, PA power and decoding power is proposed in Section 5.2.

From the simulation results, it can be observed that the decoding power plays an

important role in this 60 GHz short-range communication system, and it has a minimum

value when only 1 iteration conducted. In Fig. 5.5 and Fig. 5.8, it can be observed

that the minimum total power consumption can be achieved by allocating the optimal

drive power to the source and relay. Due to the complexity of (5.30) and (5.34), only

searching methods are used for power allocation at this stage, which makes the off-line

system design possible. Furthermore, the total power consumption between DAF and

DDF relaying is compared. It has been found that when the separation between source
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and relay is small, DAF is preferable than DDF in terms of power saving; while with

larger separation between source and relay, DDF saves much more power than DAF,

and is preferable to be deployed in the system.

6.2 Future Work

In the research of short-range 60 GHz communication, AWGN channel has been consid-

ered only, because the lower bound of decoding power is proposed for BSC and AWGN

channels [22]. In practice however, the fading channel model can help to achieve more

accurate power allocation results. Furthermore, due to no specified modulation has

been considered, the power consumption of AD converter, modulator/demodulator is

omitted in this power consumption model. Hence, the future research topics are sum-

marised as the following:

1. To modify Grover’s decoding power model with the flat fading channel and fre-

quency selective channels. Less complex expression with only SNR and target

BER is needed for power allocation with closed-form results.

2. A modulation method will be selected in 60 GHz communications, which helps to

propose the power consumption models of AD converter and modulator/demodulator,

and to establish a total power consumption model with full components.

3. Multiuser scenario will be considered in the short-range 60 GHz communications.

In addition, the cross-layer design of this system can be also investigated.

4. To apply the energy efficiency as the objective functions in the green wireless

system, which considers the trade-off between the total power consumption and

the system throughput.
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Appendix A

Time Line of Wireless
Communications

Generation Launch Year Standards Areas

0G

1948 MTS USA

1952 A-Netz F. R. Germany1

1959 System 1 UK

1962 IMTS2 USA

1963 Altai USSR

1971 ARP3 Finland

1971 AMR4 Czechoslovakia

1972 B-Netz F. R. Germany

1G

1978
AMPS

USA

1986 Isreal

1987 Australia

1979
TZ-801

JapanTZ-801
TZ-803

1981 NMT

Nordic countries5

Switzerland
Netherlands

Eastern Europe
Russia

1983 TACS6
UK

Ireland
Hong Kong

1985 C450 (C-Netz)
F. R. Germany

Portugal
South Africa

2G
2G

1991 GSM The World

1993 PDC7 Japan

1995 cdmaOne (IS-95)
Americas

parts of Asia

2.5G 1999 GPRS8 The World

2.75G 2003 EDGE9 The World
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3G

3G
2001 UMTS

Europe

Japan

China

2002 CDMA2000
North America

South Korea

3.5G
2010 HSPA The World

2006 EV-DO The World

3.9G
2009 LTE -

2010 WiMAX -

4G
- LTE-Advanced -

- WiMAX 2 -

Table A.1: Time line of evolution of mobile telephony stan-
dards

1Federal Republic of Germany, better known as West Germany, which existed from 1949 to 1990
2The abbreviation of ‘Improved Mobile Telephone Service’.
3The abbreviation of ‘Autoradiopuhelin’.
4The abbreviation of ‘Automatizovaný městský radiotelefon’.
5The territorial concept of Northern Europe and the North Atlantic which consists of Denmark,

Finland, Iceland, Norway and Sweden.
6The abbreviation of ‘Total Access Communication System’.
7The abbreviation of ‘Personal Digital Cellular’.
8The abbreviation of ‘General Packet Radio Service’.
9The abbreviation of ‘Enhanced Data rates for GSM Evolution’.
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Appendix B

The Proof of Convexity of The
Objective Function (4.12)

It can be proved that the objective function (4.12) is a convex optimisation problem, by

proving the convexity of each Ck in (4.12). For the purpose of simplicity in the proof,

q
(n)
1,k = p

(n)
1,k/ξ

(n)
1,k and q

(n)
2,k,l = p

(n)
2,k,l/ξ

(n)
2,k,l are defined, where ξ

(n)
1,k and ξ

(n)
2,k,l are relaxed

to continuous variables which are in the interval of [0, 1]. Using (4.2), (4.4), (4.8) and

T1,kC1,k = T2,kC2,k, it can be derived that

T1,k

T2,k
=

∑L
l=1

∑N
n=1 ξ

(n)
2,k,l log2

(
1 + q

(n)
2,k,lγ

(n)
2,k,l

)
∑N

n=1 ξ
(n)
1,k log2

(
1 + q

(n)
1,kγ

(n)
1,k

) (B.1)

And using (4.2), (4.4), (B.1) and Ck = (T1,kC1,k + T2,kC2,k)/2T , the maximum achiev-

able system throughput via relay k can be expressed as

Ck =
B

N

[
1∑N

n=1 ξ
(n)
1,k log2

(
1 + q

(n)
1,kγ

(n)
1,k

) +
1∑L

l=1

∑N
n=1 ξ

(n)
2,k,l log2

(
1 + q

(n)
2,k,lγ

(n)
2,k,l

)]
(B.2)

The concavity of
∑N

n=1 ξ
(n)
1,k log2

(
1 + q

(n)
1,kγ

(n)
1,k

)
and

∑L
l=1

∑N
n=1 ξ

(n)
2,k,l log2

(
1 + q

(n)
2,k,lγ

(n)
2,k,l

)
are proved first. Note that

∑N
n=1 ξ

(n)
1,k log2

(
1 + q

(n)
1,kγ

(n)
1,k

)
can be decomposed into N

components, and the nth component is ξ
(n)
1,k log2

(
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(n)
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)
. Defining a function
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, the Hessian matrix of f
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Defining r = [r1, r2] as a non-zero real valued number vector, there is

rH(f)rT = − 1

ln 2(ξ
(n)
1,k + p

(n)
1,k)

2

 p
(n)
1,k√
ξ
(n)
1,k

r1 −
√

ξ
(n)
1,k r2

2

(B.4)
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It is obvious that when 0 < ξ
(n)
1,k < 1 and p

(n)
1,k > 0, rH(f)rT < 0 always holds,

which means that H(f) is a negative definite matrix. Thus, it can be concluded

that f
(
ξ
(n)
1,k , p

(n)
1,k

)
is concave. Accordingly,

∑N
n=1 ξ

(n)
1,k log2

(
1 + p

(n)
1,kγ

(n)
1,k

)
is concave.

Similarly,
∑L

l=1

∑N
n=1 ξ

(n)
2,k,l log2

(
1 + p

(n)
2,k,lγ

(n)
2,k,l

)
is concave. Therefore, (B.2) is convex,

and (4.12) is convex objective function, which means that the globe optimal solution

to (4.12) can be obtained, as given by (4.28)-(4.19).
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Appendix C

Solution to the Quadratic
Inequality (5.25)

In this part, the derivation of k is demonstrated. Substituting x =
√
k into (5.25), the

quadratic inequality can be rewritten as:

ax2 + bx+ c ≥ 0 (C.1)

where

a = D
(
σ2
G||σ2

0 eq

)
=

1

2

(
σ2
G

σ2
0 eq

− 1− ln
σ2
G

σ2
0 eq

)
(C.2)

b =

[
3

2
+ 2 ln

2

h−1
b

(
δ
(
σ2
G

))]( σ2
G

σ2
0 eq

− 1

)
(C.3)

c = ln
2Pe

h−1
b

(
δ
(
σ2
G

)) (C.4)

When b2 − 4ac ≥ 0, the lower bound of k can be written as

k ≥ max

1,(−b+
√
b2 − 4ac

2a

)2
 = max

[
1, sup

σ2
G:C(σ2

G)<Rch

K
(
Prec, σ

2
G

)]
(C.5)

Due to the negativity of −b/2a, the regime k ≤ (−b −
√
b2 − 4ac)/2a should not be

selected. As a result, it can be seen that k is a function of Prec and σ2
G.
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Appendix D

Curve Fitting of the PA

It is assumed that the output power is less than P1dB, which indicates the PA works

under the linear amplification region as Pout = |β|2Pin. From [1], it can be observed

that the PAE varies with the input power. From Fig. 15 in [1], the data of PAE and

Pin are estimated when 1.8 V DC voltage is applied, which is shown in Table D.1.

Table D.1: PAE vs. Pin, at 1.8 V DC voltage

Pin (dBm) Pin (mW) PAE (%)

-18 0.0158 0.7
-17 0.0200 0.8
-16 0.0251 1
-15 0.0316 1.3
-14 0.0398 1.8
-13 0.0501 2.1
-12 0.0631 2.8
-11 0.0794 3.6
-10 0.1000 4.8
-9 0.1259 6.9
-8 0.1585 10.2
-7 0.1995 13.9
-6 0.2512 16.2
-5 0.3162 17.5
-4 0.3981 19.5
-3 0.5012 21
-2 0.6310 22.5

Since no explicit function of PAE with the variable of the input power is available,

LS method is applied to get an estimated empirical formula of PAE. xi (i = 0, ..., 16)

is defined as each input power from Table D.1 in watt, and yi (i = 1, ..., 16) is defined

as each PAE value. From the shape of curve in Fig. 15 of [1], it is predicted that

the empirical formula as y = a(x − 5.89 × 10−4)2 + b where a and b are non-zero real

numbers. ri (i = 1, ..., 16) is defined as the residual between each xi and yi, and there
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is

ri = yi − a
(
xi − 5.89× 10−4

)2 − b,∀ (xi, yi) (D.1)

The predicted empirical should have the minimum sum of the squared residuals, and

the objective function can be written as:

min
a,b

S =
16∑
i=0

|ri|2 (D.2)

subject to:

a > 1, and 0 < b < 1 (D.3)

where constraint (D.3) can be observed from the figure comparing with y = a(x −
5.89 × 10−4)2 + b. f1 = ∂S/∂a and f2 = ∂S/∂b are defined as the partial derivatives

of a and b, respectively. To get the minimum value, ∂S/∂a∗|a=a∗ = 0 is set and along

with ∂S/∂b∗|b=b∗ = 0, where a∗ and b∗ are the optimal values. The equations can be

written as:{
f1 = −2

∑16
i=0[yi − a

(
xi − 5.89× 10−4

)2 − b]
(
xi − 5.89× 10−4

)2
= 0

f2 = −2
∑16

i=0[yi − a
(
xi − 5.89× 10−4

)2 − b] = 0
(D.4)

The sub-gradient methods is utilised to solve equations (D.4). t is defined as the index

of iteration, and a(t) and b(t) are defined as the tth trials. Now update a and b as the

following: {
a(t+1) = a(t) −∆af1|a=a(t)

b(t+1) = b(t) −∆bf2|b=b(t)
(D.5)

until |f1| < ε1 and |f2| < ε2, where ε1 and ε2 are non-zero criteria. ∆a and ∆b are the

step sizes. Table D.2 shows the setup of parameters of the LS method.

Table D.2: Sub-gradient parameters setup

Initial value a(1) -1

Initial value b(1) 1
∆a (t+ 1)2

∆b 10−4

ε1 10−8

ε2 10−8

The approximated optimal values are obtained as a∗ = −6.8663 × 105, and b∗ =

0.2249. Hence the approximated empirical formula can be written as:

PAE = −6.8663× 105 ·
(
Pin − 5.89× 10−4

)2
+ 0.2249, |β|2Pin ≤ P1dB (D.6)

Fig. D.1 shows the curve fitting with the data from [1]. It can be seen from Fig.

D.1 that the fitting is close to the real data, and (5.29) can be applied in the system

objective function.
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