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Abstract—This letter presents a deep insight on a real implementation of a train-to-wayside broadband radio on subway tunnels that makes use of a 2 X 2 MIMO-OFDM setup. A keyhole is a phenomenon that usually happens in tunnels and that seriously degrades channel's capacity, even if both transmitter and receiver antennas are uncorrelated. The main purpose of this letter is to study in detail the influence of the polarization in the probability of having a keyhole on a MIMO-OFDM train-to-wayside communication system on a tunnel. MIMO keyholes are studied in four different polarization setups, six different tunnels cross-sections and, finally, capacity results are provided.

I. INTRODUCTION

As THE competition between different types of transports gets fiercer, the focus on the technologies that can provide a mark-up increases. Among these technologies are those related to security (on-board CCTV), safety (railway signaling systems, like CBTC), or commercial applications (Internet access for travelers, customer information, etc.). Most of them have strong needs in terms of bandwidth, delay, or jitter, and the existing technologies in transport systems, like TETRA and GSM-R, cannot address them [1].

The solution may be the use of one of the technologies that fulfill the 4th generation mobile communication IMT-A requirements specified by the ITU-R, like LTE or WiMAX [2]. Among them, LTE seems the most likely to be the next standard for mobile railway communications [3]. MIMO is one of the fundamental technologies that make possible the high data rates that LTE provides, even in hard environments like tunnels [4].

So, MIMO seems to be a fine solution for broadband radios, mostly in hard environments, but it is not entirely unproblematic.

In tunnels and other scenarios like roof edges, it is possible to have low spatial correlation and a low rank in the channel matrix [5]. This is the academic definition of keyhole, and the tunnel scenario was identified from the very beginning [5] as one of the most likely to have keyholes. This physical phenomenon leads to a substantial decrease in the channel capacity, so it is really necessary to study it before deploying any MIMO system on a tunnel environment.

Because the influence of polarization diversity on correlation and capacity is well known [6], in this letter we focus on the influence of the polarization diversity on keyhole probability.

It is almost impossible to properly address every contribution related to MIMO in tunnels. But we need to reference at least the most important work of this field: a pioneer paper, but on narrowband measurements [7]; another one focused on polarization effects in tunnels [8]; broadband measurements [9], [10] but all of them with no train involved, this is with both transmitter and receiver placed in the ground. For the purpose of this letter, we also need to mention the classical paper on keyholes that provides the theoretical background [5] and a more recent one, focused on measurements of keyholes [11]. Moreover, this letter clearly identifies tunnels as a suitable scenario to have keyholes. Finally, in a previous letter [12], we presented keyhole probabilities and their influence on capacity on many radically different tunnels built up with different constructive methods. Here we go deep into our previous work in order to explain the influence of polarization on keyholes, considering some different tunnel cross-sections. The most important fact is that, as far as we know, there are no broadband MIMO measurements in tunnels.

This letter is organized as follows. In Section II the measurements' setup and the keyhole and channel estimation procedure are depicted; in Section III we present the obtained results and, finally, in Section IV conclusions are given.

II. SETUP AND PARAMETER ESTIMATION

A. Setup, Testbed and Antenna Array.

To perform these measurements, a testbed already developed by some members of this group was employed [13]. The testbed implements both a DVB-T2 transmitter [14] and a receiver. This was motivated because the transmission technology for DVB-T2 is OFDM, the same as in LTE's downlink. This testbed implements the frame structure of DVB-T2, but slightly modified from 2 X 1 MISO to a 2 X 2 MIMO. Table I shows the principal parameters of the setup.

Regarding the antennas, in this research work we had arrays composed by short dipoles (each antenna was 22 cm long), and every antenna was well matched at the desired frequency band.
B. Data Model and Channel Estimation

where $ij$ are the $2 \times 2$ elements of the $H_k$ matrix.

The measured SNR was 20 dB. To estimate the channel matrix $H$, we followed the same steps as in our previous papers [12][13]. The data model is shown in (1), where $X_k$ represents the transmitted data symbol vector (for the $k$th subcarrier), $N_k$ is the noise vector related to subcarrier $k$, $H_k$ is the MIMO channel matrix, and $Y_k$ is the received vector. So, at any time $t$ we have $H_k$ matrices to estimate.

$$Y_k = H_k X_k + N_k.$$  

To normalize $H_k$ we considered the average power of the OFDM symbol $H(t_j)$ on every subcarrier of the symbol (2). So, for the $i$th symbol for every subcarrier $k$, we have:

$$h_{i,j,k} = \frac{h_{ij}(t_j,f_k)}{\|H(t_j,f_k)\|} \quad \text{(2)}$$

where $ij$ are the $2 \times 2$ elements of the $H_k$ matrix.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFT mode</td>
<td>-</td>
<td>2K</td>
</tr>
<tr>
<td>Guard Interval</td>
<td>GI</td>
<td>1/8</td>
</tr>
<tr>
<td>Scattered pilot pattern</td>
<td>-</td>
<td>PP1</td>
</tr>
<tr>
<td>Modulation</td>
<td>-</td>
<td>64QAM</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>$F_s$</td>
<td>9.1429 MHz</td>
</tr>
<tr>
<td>Useful symbol time</td>
<td>$T_u$</td>
<td>2048/F_s=224 $\mu$s</td>
</tr>
<tr>
<td>Guard time</td>
<td>$T_g$</td>
<td>$T_s/8=28 \mu$s</td>
</tr>
<tr>
<td>Symbol time</td>
<td>$T_s$</td>
<td>252 $\mu$s</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>BW</td>
<td>8 MHz</td>
</tr>
<tr>
<td>Data subcarriers</td>
<td>$N_d$</td>
<td>1878</td>
</tr>
<tr>
<td>Carrier spacing</td>
<td>$\Delta f$</td>
<td>4.26 KHz</td>
</tr>
</tbody>
</table>

If we suppose equal power allocation for each subchannel, capacity can be computed by the classical equation [4] for MIMO channels (3):

$$C_{UP} = \log_2 \left[ \det \left( I_M + \frac{SNR}{N} H H^H \right) \right] \quad \text{(3)}$$

where $M$ and $N$ are the number of receiving and transmitting antenna elements, respectively, and $H^H$ means the transpose conjugate of $H$.

C. Keyhole Estimation

On a diversity scenario, the higher the correlation, the lower the channel capacity. The academic definition for a keyhole is based on the rank of the channel matrix. If we have a low spatial correlation between antennas and, unexpectedly, channel matrix $H$ has a low rank (ideally equal to 1), we have a keyhole [5]. The best example of this is a wall (with a narrow hole) between the transmitting array and the receiving array.

To properly estimate the probability of having a keyhole, we need to decouple the influence of the correlation between elements in the array and the keyholes. The highest measured correlation between the elements of the array for all the scenarios described in this letter is 0.712, very close to 0.7, which means that it does not play an important role [16]. If the rank of the channel matrix is close to 1, we will only ascribe this to the presence of a keyhole.

Due to the fact that the presence of noise in the transmission (and hence, in the estimation of $H$) makes impossible to estimate the presence of a keyhole computing the rank of the matrix, we need to find a more practical approach to compute keyholes. This procedure comes from [11] and it is summarized in (4):

$$\max(\lambda_1,\lambda_2) \begin{cases} > \text{SNR} \rightarrow \text{keyhole} \\ \leq \text{SNR} \rightarrow \text{no keyhole} \end{cases} \quad \text{(4)}$$

where $\lambda_1$ and $\lambda_2$ are the two eigenvalues of the $2 \times 2$ channel matrix $H$.

III. Experimental Results

A. Measurements

Using the MIMO testbed described in Section II, we carried out a measurement campaign on the subway network in Madrid, Spain. In Fig. 2 the cross-section of the tunnels is shown. We only include the old-tunnel part of the previous letter, because we measured almost no keyhole in the new-tunnel part. So this part is consequently omitted here.

We made sure that every measurement was carried out under NLOS conditions, and the train ran from one station to the next one where the wayside antenna was placed.

Every measurement was performed at real in-operation conditions, all of them at the same speed (±2 km/h), because the speed of the rolling stock is accurately controlled by the on-board signaling system. To properly estimate the influence of polarization on keyhole probability, we took measurements in four different scenarios (see Table II). Each probability provided is the average of four sets of independent measurements. The measured SNR was 20 dB.
**B. Results**

As we stated before, in this letter we provide two different results: MIMO capacity and keyhole statistics related to polarization and tunnel cross-section. In Fig. 3 we can see the absolute probabilities of having a keyhole on each one of the four considered polarizations (VV, VH, HV, and HH). In Fig. 4, we provide the same result but disaggregated on each tunnel cross-section.

The average keyhole probability of all these stretches was characterized in our previous paper [12], where we found that the sections more likely to have keyholes were stretches 2 and 3 (see [12, Fig. 2]).

In order to extract proper conclusions of the performance of the four different polarization scenarios, a suitable parameter could be the capacity exceeded in 90% of the measurements ($C_{90}$), which is shown in Table III for all the stretches and polarization combinations. Looking at the values of Table III, we can see that we have better $C_{90}$ capacities in HV and VV than VH and VH, due to the fact that horizontally polarized modes suffer higher attenuation in curved tunnels [16]. This result agrees with the measured results on polarization and cross-polarization of other research work [17] but this one does not consider keyholes.

Starting with all the stretches together, these probabilities provide some interesting results. The most important one is that the VH case is the most likely to have keyholes, distantly followed by HV, and finally, by both HH and VV.

Another significant result is that HH and VV are (on average) almost equally likely to have keyholes, and this value is close to half that of the VH case. All of these results lead to the fact that polarization diversity in a tunnel does not always imply a capacity improvement due to keyholes, at least partly.

In the worst case (VH), the average keyhole probability is near 1.2%, almost twice the non-diversity polarizations (VV and HH, with a probability of 0.58%). This is mostly due to the propagation characteristics of stretch 3 (a small arched tunnel, far from the rectangular one, where this VH scenario would achieve better results) which concentrates the majority of the keyholes (see Fig. 4 and Table IV). The HV case has a 0.85% probability of having a keyhole.

In Fig. 4, we show the average keyhole probabilities for each measured tunnel cross-section. If we consider the detailed results for each stretch, HH keyhole probabilities remain close to...
the VV case in almost every scenario. We see that the VH case is especially prone to keyholes and stretch 3 (the two-tunnel one) concentrates a significant amount of keyholes.

These results are coherent with the keyhole probabilities previously discussed, since the larger capacities are associated with smaller probabilities of having a keyhole. However, the observed difference in terms of keyhole probability between VH and HV does not lead to a significant difference of channel capacity between these two cases. This is because the worst keyhole probability is less than 6%, so the impact on the average capacity is not very large. Finally, in Table IV we put together the keyhole probabilities for every polarization and tunnel cross-section.

Stretch 3 has the highest keyhole probability in almost every polarization scenario, and the VH case gets the highest one on this tunnel stretch (with a significant 5.9%) and also in the others. As we stated before, VH (and HV) scenarios achieve worse results on arched or even circular tunnels, but in rectangular tunnels, VH or HV (depending on the aspect ratio of the rectangle) will obtain better results in terms of capacity. This is shown in Table IV, tunnel V (almost rectangular), where VH and HV achieve better results than the arched tunnels.

### IV. Conclusion

The performance of a MIMO-OFDM system has been evaluated with a measurement campaign carried out in the subway of Madrid, Spain. These measurements were carried out at 594 MHz, using a train and in real in-operation conditions.

Keyhole probabilities have been related to four different polarization configurations and the results were coherent with the average channel capacities. Moreover, we mapped the influence of the tunnel cross-section with the keyhole probability for every polarization scenario. The VH case has emerged as the worst case in terms of keyhole probability (1.2% in average and close to 6% in one of the stretches). This has been ascribed to the strong influence of tunnel stretches 3 and 4, because it is here where this VH scenario detaches from the others in terms of keyhole probability. We identify two key parameters that influence this probability: shape of the tunnel and changes in the cross-section itself, and stretches 2, 3, and 4 (especially stretch 3) have more changes in cross-section than the others. Given that the measured keyhole probabilities are very short, their influence on capacity is only relevant in some realizations, but not in the whole intersection. That is, the impact of the keyhole phenomenon in tunnels is limited, and it is mitigated in part by the OFDM modulation.
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