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b, B bias 
c specific heat capacity of the air 

(J/kg.oC) 
C CO2 concentration (ppm) 
e error 
f, F function 
G the amount of CO2 emission per 

person (L/h). 
h heat transfer coefficients (W/m2.oC ) 
I air change rate (1/s; 1/min; 1/h)  
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Pa saturation pressure at room air dew 

point (Pa) 
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RH relative humidity (%) 
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y output 

 predicted output 
  
Subscripts  
ea exhaust air after passing through the 
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eb exhaust air before passing through 

the exhaust air heat exchanger 
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ρ density of the air (kg/m3) 
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1. Introduction 

1.1 Background - energy efficient buildings and data centers 

Buildings are the fastest growing energy consuming sector and, as a result, they 
have a significant impact on the environment. In the European Union (EU), 
40% of total energy consumption and 36% of total CO2 emissions are produced 
as a result of building construction and operation (European Commission 
2013).  Furthermore, growing demands for information technology (IT) 
continue to accelerate the growth of data centers and their energy use, which 
makes data centers the fastest-growing energy-intensive sector of all 
contributors in the world. More than 3% of US electricity and approximately 2% 
of global electricity, which has an annual growth rate of 12%, are attributed to 
data centers (Koomey 2011). In addition, the demand for thermal comfort and 
indoor air quality (IAQ) continues to increase. It is well known that people 
spend 80–90% of their life time indoors. The indoor air pollution levels can be 
much higher than outdoor levels, which could cause health problems for the 
occupants (Koomey 2011, Redlich et al. 1997, Akimenko et al. 1986). Therefore, 
efforts have been focused on energy efficient buildings that can provide a 
comfortable indoor environment with minimum energy cost. Currently, many 
new types of buildings, for example, sustainable and net zero energy buildings, 
which refer to a type of energy efficient building with minimum adverse impacts 
on the built and natural environment, are being promoted (John et al. 2005). 

Scientific research on energy efficient buildings covers the areas of modeling 
and simulation, construction, retrofitting, and ongoing operations of buildings. 
The topics of retrofitting and ongoing operations are attracting the attention of 
the research community because they can potentially help existing buildings 
operate in an energy-efficient manner. An efficient control strategy and accurate 
building simulation are two crucial factors for successful retrofitting and 
operating energy efficient buildings.  With efficient control strategies buildings 
can be operated intelligently and simulation can provide a realistic 
representation of the building’s responses to retrofitting and optimized 
operation.  

1.2 Scope and structure of the thesis 

This thesis concentrates on the energy efficiency of large public and energy-
intensive buildings, such as office buildings, sports halls, swimming pools, ice 
rinks and data centers. These buildings represent a great potential for energy 
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saving, while at the same time providing a diverse and functional complexity 
that makes them extremely difficult to control and operate.  Interpreted as 
“multifunctional buildings”, data centers accommodate multiple functional 
networks and multiscale energy infrastructure systems, for example complex air 
patterns, that operate across diverse domains (Barroso et al. 2009). Data 
centers, therefore, were chosen as a special case study that offers a wide range 
of building properties and allows to engage with a variety of application areas 
and a careful assessment of general building performance. Furthermore, 
demand-controlled ventilation (DCV) was especially selected as a representative 
for innovative control approaches because both important perspectives, energy 
and IAQ, are covered in DCV applications. Figure 1 schematically presents the 
scope and structure of this thesis.  
 

Figure 1. Schematic structure of the dissertation work, issues, and technologies related to the 
topic (roman numbers I-VIII indicate published journal papers contributing to the dissertation 
work). 
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Finland has a cold climate. July temperatures in Finland average 13 to 
17°C. February is usually Finland's coldest month, with temperatures 
averaging from - 22 to -3°C. Thus, energy consumption, particularly for 
space heating, is always highlighted in the building sector. According to 
the national statistics of Finland, in 2013 heating of residential buildings 
consumed 87% of total household energy (Statistics Finland 2014). 
Finland has the highest percentage of mechanical supply and exhaust 
ventilation and air conditioning for buildings in the EU (Kurnitski and 
Seppänen 2008). Before 1980, all EU countries used mainly natural 
ventilation. Finland was one of the first countries, i.e. before 1959, to 
introduce mechanical supply and/or exhaust ventilation systems.  
Finnish buildings constructed after 2004 have only mechanical supply 
and exhaust ventilation systems (Litiu 2012). Nowadays, Finland has 
more than half of the houses and almost half of the apartments equipped 
with mechanical supply and exhaust ventilation, which is the highest in 
the EU (Litiu 2012). And Finland has an advanced indoor climate 
classification in the developed world (Kurnitski and Seppänen 2008). 
However, energy performance is seldom optimized for buildings in 
Finland (Kurnitski and Seppänen 2008). The majority of air 
conditioning and ventilation systems are still constant air volume (CAV) 
systems. Demand-controlled ventilation is not commonly used, with the 
exception of meeting and conference rooms (Kurnitski and Seppänen 
2008). 
With one of Europe’s lowest energy prices, cold weather, and plenty of 
water sources, Finland has become globally attractive for data centers 
(Oxford research 2014). ). The exponential increase in data centers 
world-wide is also fueling a data center boom in the Nordic countries, 
especially Sweden, e.g. Facebook built the first data center outside the 
USA in 2011 in Luleå , Sweden, and in 2014 decided to build a second 
data center in Luleå.  Inevitably, Finland is facing increasingly global 
competition in the data center market. However, research on data 
centers is scarce in Finland.  

 
The dissertation work consists of four broad components (Figure 1). The Study 
includes studies of important issues and technologies related to energy efficient 
buildings. These issues and technologies are presented in literature review (Ch. 
2). The Methodology focuses on the development of novel modeling techniques 
and hybrid models to address current challenges faced in building energy 
research. Further validation and investigation into the detailed behavior of the 
models are provided in Validation and Investigation. Finally, the resulting 
improvements in model accuracy, model forecasting capability, and DCV 
control algorithm are described in Results, along with all the papers (I, II, III, 
IV, V, VI, VII, and VIII). In this way, the original eight publications are fully 
homogenized as a new package presented in this dissertation. 
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2. Literature review 

To make it easy to read and understand, literature review is presented based on 
the research themes with headings. The relevant methodology is described 
separately after this chapter.  

2.1 Data center 

A data center (or datacom facility) is a facility housing high-performance 
computers, storage servers, computer servers, networking or other IT 
equipment. In typical data centers, IT equipment converts over 99% of its power 
into heat, leading to over 70% of the total heat load which needs to be removed 
in order to ensure acceptable environments for both indoor and the equipment. 
Therefore, cooling accounts for a large portion of those energy costs, consuming 
25% or more of the total power in data centers (Kant 2009). Increasing the 
efficiency of the cooling system is the key to energy efficient data centers. In 
addition, the huge amount of removed heat from a data center could be reused 
for other purposes, such as heating the remainder of the building, supplying hot 
water, or even selling in the energy markets. These facts have brought data 
centers into focus in the research on energy efficient buildings.  

In general, cooling systems in data centers can be classified into two 
categories: forced-air cooling and liquid cooling. Air cooling is still the dominant 
approach used for data center cooling systems. In this technique, heat is 
removed by pushing cold air through racks, containing IT equipment. The aim 
is to keep the rack (IT equipment) inlet temperature and humidity within an 
acceptable range for reliable operation of equipment in data centers (Schmidt 
et al. 2005, ASHRAE 2009a). The complexity of a rather high internal heat 
dissipation with cold and warm outdoor environments requires a smart 
solution, capable of providing acceptable indoor climate management (Karlsson 
and Moshfegh 2005). IBM introduced the Hot Aisle/Cold Aisle (HACA) 
protocol for air cooling in 1992 (ASHRAE 2009a).  This protocol became the 
most popular cooling technique to date for data centers. The majority of modern 
data centers are still using HACA.  Figure 2 depicts a typical data center with 
Hot Aisle/Cold Aisle layout. 
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Figure 2. The cooling infrastructure with Hot Aisle/Cold Aisle arrangement (Original publication 
I). 

The computer room air-conditioning unit (CRAC) cools the exhaust hot air from 
racks and pushes the chilled-air supply air (i.e. cold air) into the floor plenum. 
Cold air enters the cold aisle through perforated floor tiles (i.e. ventilation tiles) 
to cool IT equipment in the racks. Exhaust air from the racks enters the hot aisle 
and finally migrates back to CRACs. A chilled water system is often employed to 
back the above structure in cooling (Figure 3).  
 

Figure 3. Chilled water system (Original publication I). 

Most chilled water systems have economizers (air side or water side) installed 
for free cooling (ASHRAE 2009). Free cooling utilizes low temperature natural 
resources (e.g. outdoor air, water) to minimize costly compressor use whenever 
these natural resources are cool enough. Zhang et al. (2014) gives a detailed 
literature review on free cooling in data centers showing that free cooling 
generally can save 30% to 50% energy depending on geographical locations and 
free cooling types. This result was based on a study of 22 data center systems. 

Some other alternative cooling solutions include In Row Cooling with Hot 
Aisle Containment (Rasmussen (2008), Cold Aisle Containment (Emerson 
Electric Co. 2008), Overhead Cooling (Emerson Electric Co. 2005), Kool-IT 
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(Fulton 2007) and Evaporative Cooling (e.g. Cool3 IDEC Unit by Nortek, 
http://datacenters.nortekair.com/Products/Cool3.aspx). However, with the 
growth of heat dissipation in data centers, many problems have occurred for the 
use of air cooling and HACA, such as hot spots and oversized cooling equipment. 
A study, based on more than 15,000 individual measurements in 19 computer 
rooms ranging in size from  230 m2  to 2,400 m2 and totaling 19,000 m2 of raised 
floor, found 10% of racks had air intake conditions outside the environmental 
parameters recommended by hardware manufacturers for maximum reliability 
and performance (Sullivan et al. 2007). The percentage of racks with hot spots 
will increase beyond this value because data center rack power densities 
increase to an average of 5 kW/rack or greater (Lin 2014). Practices that reduce 
cold air leakage, bypass, and hot air recirculation can help to eliminate hot spots 
(Lin 2014). An efficient solution to eliminate hot spots and improve energy 
efficiency is liquid cooling.  It is considered to be more efficient since liquid can 
carry much more heat than air. Typically, the closer to the IT rack that heat can 
be transferred to a liquid loop, the greater the efficiency is (Geng 2015).  In fact, 
liquid cooling is not new in data centers, but its acceptance has been and 
continues to be difficult (Rakesh 2009). 

The performance of a cooling system highly depends on geographical location. 
There is no “best” cooling solution for data centers. For example, direct 
evaporative cooling uses low-cost fans to draw outdoor air through a falling 
stream of water. Incoming air causes evaporation of the water, and the resulting 
cooler air is then blown into the data center (Longbottom 2012).  Direct 
evaporative cooling eliminates costly compressors, improves energy efficiency, 
and lowers both capital and operating costs. However, a recent report 
(Manousakis et al. 2016) shows that high humidity is a greater threat to hard 
drive reliability than the high temperatures for free-cooled (direct evaporative 
cooling) data centers. The relative humidity of a free-cooled data center can 
sometimes be as high as 90%. The mechanical systems of the data center then 
must remove much of humidity, which is costly.  When the humidity of the 
incoming air cannot increase further, the direct evaporative cooling will cease. 
Therefore, a hybrid system that includes various data center cooling techniques 
may provide substantial energy savings (Longbottom 2012).   

In order to evaluate  air cooling performance in data centers, the Green Grid 
released the first version of the power use effectiveness metric (PUE) in 2007 
(The Green Grid 2007). PUE is the ratio of total amount of energy used by a 
computer data center facility to the energy delivered to computing equipment. 
Nowadays PUE is the most important metric for the efficiency of the data center 
infrastructure. Based on a survey for 1000 data centers (46% from the U.S. and 
Canada, 21% from Europe, 21% from Asia Pacific, 12% from Latin America, 6% 
from Africa and Middle East and 2% from Russia and Commonwealth of 
Independent States) conducted by Uptime Institute, average PUE was 1.7 in 
2014, and from 2011 to 2014 the average self-reported PUE has only improved 
from 1.89 to 1.7 (Uptime 2014). In 2015, Allied Control claimed PUE ratio of 
1.02 through the use of Two-Phase Immersion Cooling (3M 2015), which is the 
lowest by far. Other metrics, such as the Return Temperature Index (RTI) 
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(Herrlin 2007), and the Supply Heat Index (SHI) (Bash et al. 2003), are also 
used sometimes.   

The case study approach dominates research on data centers because it offers 
direct observation of air movement and energy performance due to the complex 
multilevel and multiscale nature of data centers. Karlsson et al. (2005) surveyed 
the power consumption and indoor climate in a data center by using an IR 
camera for visualization of airflow and temperature patterns, aiming at 
identifying problems such as improper usage of the chilled air. They found (1) 
the power requirement within the data center was considerably high due to an 
oversized air conditioning system; (2) cool air did not reach the upper levels of 
the racks, despite a very high air exchange rate; (3) point measurements of 
temperatures in a rack showed that recirculation cells were present, causing 
accumulation of heat and improper cooling of electronic equipment. Their 
conclusion was that chilled air was not distributed properly and consequently 
the cooling energy was not used effectively. Sun et al. (2006) examined energy 
use of two data centers in commercial office buildings in Singapore. Results 
showed that data centers are high energy consuming areas in commercial office 
buildings—energy consumptions of approximately 3000 kWh/ (m2 year) and 
2000 kWh/ (m2 year), respectively, were observed in the case studies. Power 
demands were found to be often grossly over-provided in these facilities. 
Potentially they estimated that in one data center approximately 56% (1.2 
GWh/year) of energy consumption could be conserved through sizing and 
reconfiguring the equipment (i.e. HVAC and UPS) to meet the actual loads, 
optimizing space utilization, zoning control of HVAC and lighting, raising room 
temperature (e.g. from 21 oC to 25 oC), and adjusting operating schedule of 
lighting, leading to more than US$ 80,000 saving per year.  

Some studies use a numerical model to simulate air movement and energy 
performance in data centers.  Karki et al. (2006) simulated airflow distribution 
through perforated tiles in raised-floor data centers using an idealized one-
dimensional computational model, in which the airflow distribution is governed 
by two dimensionless parameters: one related to the pressure variation in the 
plenum and the other to the frictional resistance. They also used a one-
dimensional model to calculate flow rates for two possible arrangements of the 
CRAC units, and these results were compared with those given by a three-
dimensional model. Cho et al. (2009) studied the design parameters and IT 
environmental aspects of the cooling system with a high heat density data 
center. They applied CFD simulation analysis to compare the heat removal 
efficiencies of various air distribution systems. CFD results were validated by 
measurements of the IT environment of an actual operating data center. A 
method for planning and design of an appropriate air distribution system was 
proposed. Based on previous works, they also proposed an energy efficiency and 
low carbon IT framework for data centers considering green metrics. Some 
research concentrates on making design guides and polices for energy efficient 
and green data centers. These works can be found in Uddin et al. (2012).   
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2.2 Artificial neural network (ANN) in buildings  

Modeling and control strategies often aim to optimize operations of buildings, 
in which sometimes require a priori estimation of the performance of building 
systems and the flow of energy is needed. In many applications, however, 
physical and analytical modeling on performance estimation is not always 
feasible. Then data-driven offers an alternative approach.  
 
Data-driven model vs. physical model 

 
Physical model is a model which expresses the systems as a series of 
mathematical equations based on physical laws. It is also called numerical 
model if it is solved numerically. Physical models are often limited to simple 
building systems. Buildings, especially large or complex ones, are inherently 
complex and nonlinear because of the multiple interconnections among their 
diverse systems. Simplifications of the model equations and lack of knowledge 
of the physical mechanisms may lead to a lack of precision or incorrect results.  
In contrast to physical models, the main concept of data-driven model is to 
apply data analysis to find relationships between the system state variables 
(input and output) without explicit knowledge of the physical behavior of the 
system (Solomatine et al. 2008). It is to predict, not explain, the system. 
Samples of data-driven model are regression (identification of a mathematical 
expression or equation that models the data with the least error, e.g. linear 
regression, maximum likelihood estimation) and machine learning.  

Machine learning theory is related to pattern recognition and statistical 
inference wherein a model is capable of learning to improve its performance of 
a task on the basis of its own previous experience (Mjolsness and DeCoste 
2001). ANN is one of the most popular machine learning methods. ANNs are 
able to learn the key information patterns within a multi-dimensional 
information domain (Kalogirou 2000). In addition, ANN is fast, fault-tolerant 
(the tolerance for imprecision and uncertainty), robust, and noise-immune 
(Rumelhart et al. 1986).  

Lee and Ho (1994) suggested the robustness to noise contamination in inputs 
and/or weights for ANNs can be explained in two ways. First, the orthogonal 
property among the output values of the hidden nodes reduces the noise effect, 
i.e. the hidden weights tend to be near orthogonal through learning procedure 
for efficient feature extraction of input patterns (Xue et al. 1990). Thus, after 
successful learning, the weighted sums to hidden nodes are much less correlated 
even when a pattern with correlated noise is presented to the input layer. In 
addition, magnitude of correlation coefficient between the weighted sums 
decreases under the sigmoidal transformations (Oh and Lee 1994). Therefore, 
the correlations among hidden nodes should be very small. As a result, the noise 
effects are averaged out when the hidden output values are summed through 
output weights.  Second, noise immunity of ANNs can be explained in the 
information theoretic point of view (Abu-Mostafa 1989). It was reported that 
ANNs have hierarchical information extraction capabilities acquired through 
learning (Lee and Song 1993). It was argued that the input pattern set has the 
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inter-class information as well as the intra-class information. The inter-class 
information is the information content that an input pattern belongs to a 
specific class, and the intra-class variations is a measure of the average 
variations within the classes including noise contaminations. After learning, 
each layer of ANNs tries to keep the inter-class information and to minimize the 
intra-class variations as much as possible. In order to investigate the noise 
immunity of ANN, Derakhshani and Schuckers (2004) conducted the onset 
detection test of a distorted waveform using a continuous time delay neural 
network. The distorted waveform was a combination of a distorted square wave 
(50% duty cycle, zero phase, unit amplitude, frequency of 1 Hz, and an assigned 
target of D(t)=0) and a distorted sine wave (switched at t=4 sec, zero phase, unit 
amplitude, frequency of 1 Hz, and  an assigned target of D(t)=1). A band limited 
noise signal (power=0.0015, sample time=0.04 sec) was constantly being added 
to the composite waveform. The neural network showed a very good noise 
immunity and robust behavior by correctly detecting both the noisy square wave 
(output=0) and then the following noisy sine wave (output=1).  

 Data from building systems, being inherently noisy, are suitable to be handled 
with ANNs. Therefore, ANNs are widely applied for forecast and prediction. 

2.2.1 The structure of ANNs 

ANNs may be defined as structures comprised of densely interconnected 
adaptive simple processing elements (called artificial neurons or nodes) that are 
capable of performing massively parallel computations for data processing and 
knowledge representation (Basheer and Hajmeer 2000). They are organized in 
layers which are made up of a number of nodes (i.e. neurons). A node contains 
an activation function, which takes input data and performs simple operations 
on the data, and selectively passes the results on to other nodes. ANN usually 
consists of (1) an input layer, which accepts variables from the environment, (2) 
an output layer, which shows response with regard to environmental inputs, and 
(3) some hidden layers, which do not directly interact with the environment, but 
have the primary function of relating the input to the output. Each single node 
is connected to other nodes of a previous layer through weights. Weights 
associated with individual nodes are also known as biases. Figure  4 illustrates 
a three-layer neural network with two inputs (input layer), two hidden units (i.e. 
nodes, hidden layer) and one output (output layer), and its mathematical 
formula is (II): 
 

Figure 4. Three-layer feedforward neural network with two inputs (input layer), two hidden units 
(hidden layer) and one output (output layer). 
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(1) 

where nh is the number of hidden units; nu the number of inputs; k sampling 
number; F1 and fj activation functions. The knowledge is acquired by ANN 
through a learning process, and interneuron connections (i.e. weights) are used 
to store the knowledge.  Like the learning process of a human brain, ANN 
operates like a “black box” model, and does not require detailed information 
about the system (Kalogirou 2000). The training process of an ANN involves 
adjusting weights until the predicted outputs are in close agreement with the 
actual outputs. Because of this, ANN is good for tasks involving incomplete data 
sets, fuzzy or incomplete information, and for highly complex and ill-defined 
problems. In addition, ANN is able to handle large and complex systems with 
many interrelated parameters (Kalogirou 2000). They seem to simply ignore 
excess data that are of minimal significance, and concentrate instead on the 
more important inputs. There are many types of ANNs, but the most common 
ANN is the three-layer feed-forward neural network (one input layer, one 
hidden layer and one output layer, Figure 4). It has been established that a 
three-layer feed-forward neural network can approximate any function of 
interest provided that a sufficient number of neurons are used (Kalogirou  
2000).   

2.2.2 Predictive modeling 

The most frequently used application of ANN is forecast and prediction, i.e. 
predictive modeling. Predictive modeling leverages statistics to predict 
outcomes (Geisser 1993). It can be applied to any type of unknown event, 
regardless of when it occurred.  Forecast includes training of an ANN on 
samples and then using the trained ANN to predict (forecast) the behavior at 
subsequent times from one or more previously known historical observations. 
Prediction is to use the real data to train ANNs to better match the real behavior 
of building systems. Hence, unlike forecast, prediction estimates not only future 
value but also historical value. The purpose of forecast and prediction by ANN 
is to provide prior knowledge on building parameters, which are factors with 
influences on indoor environment and building energy performance, to 
optimize the operations of building systems.  

Indoor thermal conditions depend on indoor temperature and relative 
humidity values. The forecasting and prediction of indoor temperature and 
humidity become very important because they can be used to optimize cooling 
and heating systems.  Sigumonrong et al. (2001) developed an intelligent air 
handler for controlling the indoor temperature and also limiting indoor relative 
humidity in an industry plant. The intelligent air handler is comprised of two 
ANNs: an emulator and a controller. The emulator was first developed to predict 
future indoor temperature and humidity of the plant using the historical data 
set of indoor temperature and humidity as well as the current input to operate 
the chilled water valve.  The controller was then constructed to determine the 
current input to open the chilled water valve by using the desired future 
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temperature, the current relative humidity and the historical data set of them. 
The aim was to regulate both the room temperature and relative humidity via 
the control of the supply air temperature through the chilled water flow. The 
details about the method or algorithm of ANN for predicting indoor humidity 
was not given. Similar work was done by Zhang et al. (2005). Concerning indoor 
temperature prediction, many publications exist. Ruano et al. (2006) applied 
Radial basis function (RBF) neural networks to predict indoor temperature for 
a school building using the current and historical data set of indoor air 
temperature, outside solar radiation, outside air temperature and outside 
relative humidity. A genetic algorithm was also employed for searching optimal 
structure for neural networks. Results showed that a neural network model can 
achieve better results than state-of-the-art physical models. Thomas and 
Soleimani-Mosheni (2007) used feedforward neural networks to predict indoor 
temperature for a small building and a factory building. In the small building, 
they used the current indoor temperature and indoor humidity as inputs.  The 
current solar-air temperature, radiator power and time of day were used as 
optional inputs. The results showed that there were no significant differences 
between the different input combinations although the best testing results came 
from the neural network with the current indoor temperature, indoor humidity, 
solar-air temperature, radiator power and time of day as optional inputs. In the 
factory building, they used average indoor temperature, total internal heat 
power, temperature of water flowing in pipes behind one wall, temperature of 
water flowing in pipes behind the other wall and ventilation flow rate as inputs. 
Other works can be found in Mechaqrane and Zouak (2003), Ferreira and 
Ruano (2001), Gouda et al. (2002), Frausto and Peters (2004) and Ferreira et 
al. (2002).  

ANN is also applied in other building predictions. Nassif (2012) proposed an 
intelligent energy management and control system (EMCS) for heating, 
ventilating, and air conditioning (HVAC). The EMCS collected the measured 
data (real data) from components or subsystems to train ANN models to predict 
fan power, cooling load for the cooling coil and the compressor power for the 
chiller. Yang et al. (2003) applied ANN to determine the optimal start time of 
the heating system. They took not only room air temperature and outdoor air 
temperature but also their variation rates as inputs in order to predict future 
variations. The output is the time elapsed from the start of the HVAC equipment 
to the time when the desired temperature is reached. Sofuoglu (2008) used six 
pollutants (CO2, particulate matter 2.5 micrometers (PM2.5), formaldehyde 
(HCHO), total volatile organic compound (TVOCs), bacteria, fungi) and four 
comfort variables (temperature, RH, light and noise levels) as input variables to 
predict an index of occupant symptom prevalence (POPS2). Building energy 
consumption prediction is another hot topic concerning ANN. The details can 
be found in (Kalogirou, 2000). Other ANN applications include modeling of 
solar domestic water heating (SDHW) systems (Kalogirou et al. 1999), 
estimating heating loads  of the building (Kalogirou et al. 1997), modeling 
storage-heaters of the room (Roberge et al. 1997), optimizing the energy 
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consumption of a commercial-scale HVAC system  (Curtiss et al. 1995) and 
others (Kalogirou,  2000).  

2.3 Demand-controlled ventilation (DCV)  

Demand-controlled ventilation is a control strategy used to automatically 
modulate the volume of fresh air taken into a building or other occupied space 
by mechanical air conditioning equipment to meet occupant demand. 
Ventilation for DCV is often adjusted based on some building parameters 
(Figure 5). For instance, humidity based DCV can be set to alter ventilation rate 
based on whether the absolute humidity difference between the exhaust air and 
outdoor air is below threshold value (Nielsen et al. 2010).  

Because a data center is unoccupied at most time, electronic equipment 
becomes a major concern. Therefore, a DCV strategy can be applied to optimize 
cold airflow rate based on rack inlet temperature and humidity, for example, in 
a chilled-air cooled data center (Figure 1), the speed of a CRAC fan can be  
optimized to keep rack inlet temperature and humidity (IT equipment) close to 
maximum allowable operation temperature and humidity for maximum energy 
saving. 

 

Figure 5. Graphical illustration of demand-controlled ventilation. 

One of the most important control strategies is CO2 based DCV. In this strategy, 
calculations of the fresh outside air (m3/s per person) provided to a space are 
related to indoor CO2 level.  Indoor CO2 level is generally used as an indicator of 
the number of occupants and CO2 itself is not considered as a dangerous 
contaminant. By doing this, the outdoor air supply rate per person 
recommended by the industrial standards, such as ASHRAE 62-2016 (2016), 
can be met for better IAQ.  

Control algorithms for CO2-based DCV have been researched for a long time, 
among which proportional and exponential controls are the most popular ones. 
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Proportional control modulates ventilation proportionally between a lower set 
point of indoor CO2 and an upper set point that represents the equilibrium 
concentration of CO2 corresponding to the target per-person ventilation rate of 
a space (Schell et al. 1998). Exponential control is often implemented using a 
standard proportional-plus-integral (PI) or proportional integral- derivative 
(PID) control algorithm (Schell et al. 1998).  In PI control, the longer the indoor 
CO2 concentration varies from the set point (e.g. 1000 ppm), the more the 
controller output will change in order to drive the indoor CO2 closer to the set 
point (Wang 2010). PID control adds a derivative term to PI to sense CO2 
approaching to or departing from the set point, thus reducing overshoot for 
certain conditions (CIBSE Guide 2000). Hence, the indoor CO2 concentration 
can be maintained much closer to the set point with PI or PID control than with 
proportional control, resulting in great energy savings.  

In industry standards or building codes (e.g. ASHRAE 62-2010 2010), the 
minimum requirement for the outdoor air ventilation rate is suggested as: 

 
  (2) 

 
where DVR is the demanded (minimum) ventilation flow rate, Rp is the fresh air 
requirement per person, and BASE_R is the base ventilation for unoccupied 
hours. BASE_R is applied to dilute non-occupant- generated pollutants.  CO2-
based DCV strategy keeps ventilation rate close to minimum requirement (i.e. 
Eq. (2)) and maintain indoor CO2 concentration near the set point.  

The fundamental concept of proportional control is the utilization of the CO2 

equilibrium value, which can be expressed as: 
 

 (3) 

 
where Q is volumetric airflow rate (fresh air, m3/s) into (and out of), Co outdoor 
CO2 concentration (ppm), Ceq the equilibrium CO2 concentration,  P the number 
of occupants in the space, and G the amount of CO2 emission per person (L/h). 
The equilibrium value is the maximum value of indoor CO2 can possibly reach 
when Co, Q and  are kept constant. In proportional control, Ceq is often 
taken from a preset CO2 level, also called the CO2 set point. The indoor CO2 

concentration should be kept below Ceq.  is the design CO2 generation rate, 
namely the generation rate per person multiplied by the maximum number of 
occupants. The resultant Q from Eq. (3) is the required design ventilation rate 
for the space. Therefore, a proportional control can be possibly implemented 
like (ASHRAE 2007): 

 
  (4) 

 
where VDCV is ventilation rate provided by a proportional control algorithm 
(m3/s), Vot-min base ventilation rate for non-occupant-related pollutants (m3/s), 
Vot-design, design ventilation rate (maximum occupancy multiplied by design per 
person ventilation rate, m3/s), Cs-min  the target indoor CO2 concentration at the 
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base ventilation rate (ppm), Cs-design  the target indoor CO2 concentration at the 
design ventilation rate (indoor CO2 set point, ppm) and Cs-actual  actual indoor 
CO2 concentration (ppm).  Because the CO2 set point is equilibrium value of the 
design ventilation rate and generation rate (Eq. (3)), indoor CO2 concentration 
cannot exceed the set point even the ventilation rate is set as the design value. 
But obviously proportional control over-ventilates the space a bit because in 
practice the equilibrium concentration can hardly be reached.  Exponential 
control can be implemented by PI and PID controls. PID can be express in a 
discrete form as (CIBSE Guide 2000): 

 

  (5) 
 

where VDCV(n) is the outdoor air ventilation rate (m3/s), Kp the proportional 
parameter, Kd the differential parameter (derivative term), Ki the integral 
parameter (integral term) and ΔCR(n) the difference between the CO2 set point 
and the nth sampled CO2 level.  Kd is zero for PI. The integral term (Ki) has the 
effect of minimizing or eliminating offset while the derivative term (Kd)  reduces 
overshooting and has a very fast response (Montgomery and  McDowall 2008).  
Therefore, PID control is considered to have the best control performance 
among proportional control, PI and PID control algorithms (Chao and Hu 
2004). However, obtaining optimal Kp, Kd and Ki is difficult and very much 
depends on engineers’ experiences no matter what kind of tuning method is 
used (Eder 2010a). All tuning methods can give only good parameters (i.e. Kp, 
Kd and Ki) for PID, but never real truly optimal ones (Eder 2010a). And in 
practice Kp, Kd and Ki need to be updated. Details about PID and tuning can be 
found in numerous references (CIBSE Guide 2000). 

Research regarding DCV is quite common at present. It generally falls into two 
categories: investigation and development (or implement) of DCV. For 
investigation, Pavlovas (2004) provided a case study about a Swedish 
multifamily apartment aimed at evaluating the DCV system with different 
strategies. Four strategies (i.e. reference system with constant air volume flow; 
demand-controlled ventilation system: carbon dioxide control; demand-
controlled ventilation system: humidity control; demand-controlled ventilation 
system: occupancy control) were evaluated. Simulation results showed that 
both the CO2 and the RH control strategy may result in >50% reduction in 
energy consumption, while the occupancy control strategy results in about 20% 
reduction in the annual heat demand for ventilation, if the indoor climate is 
regarded as acceptable. Mysen et al. (2005) inspected 157 Norwegian 
classrooms to analyze the energy use over three different ventilation systems: 
CAV, CO2 sensor based demand-controlled system (DCV-CO2) and infrared 
occupancy sensor based demand-controlled system (DCV-IR). Their results 
showed that DCV-CO2 and DCV-IR reduce the energy use due to ventilation in 
the average classroom by 38% and 51%, respectively, compared to the 
corresponding energy for a CAV system. Wachenfeldt et al. (2007) investigated 
two schools for displacement ventilation (DCDV) and CO2-sensor based 
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demand-controlled displacement ventilation (DCDV-CO2). They used both 
measurement and a calibrated simulation tool for analysis. During daytime 
operation with normal school activity, DCDV-CO2 reduces the ventilation air 
volume by 65–75% in both schools compared to CAV. In one school, it was found 
that during the analysis period of 11–17 November, 2002, DCDV-CO2 daytime 
operation reduces the total heating energy demand by 21%, the amount of 
unrecovered heat in the exhaust ventilation air by 54%, and the average airflow 
rate by 50% for weekdays. It was also found that DCDV-CO2 daytime operation 
reduces the fan energy consumption by 87% for the analyzed week. Jeong et al. 
(2010) compared the Korean ventilation standard and ASHRAE Standard 62.1-
2007 for CO2- based DCV and radio frequency identification (RFID) based DCV. 
Simulation was done for a theoretical public assembly space served by a 
dedicated outdoor air system (DOAS) with an enthalpy recovery device. They 
found, compared to ASHRAE, the current occupant based ventilation standard 
of Korea may provide unstable ventilation control especially in CO2–DCV 
because of frequent and large scale changes of supply air amount. The reason 
was the ventilation rate (per person) indicated in the Korean standard is the 
sum of the outdoor air required to remove or dilute air contaminants generated 
by both occupants and the buildings themselves, and not a pure function of 
occupant numbers.  

For development (or implementation) of DCV, Nielsen et al. (2010) presented 
a strategy for a simple demand-controlled ventilation system for single family 
houses where all sensors and controls are located in the air handling unit. The 
ventilation strategy is to switch the air flow between two levels: a high air flow 
rate and a low air flow rate, based on measurements of CO2-concentration and 
absolute humidity in the exhaust air and supply air. Measurements in the test 
house showed that the ventilation can be reduced to the low rate 37% of the time 
without significant changes in the CO2-concentration and moisture level in the 
house. In theory this gives a 35% saving on electric energy for fans. Congradac 
and Kulic (2009) used genetic algorithms to optimize the return damper 
position in the mixing box such that indoor CO2 concentration can be kept close 
to the desired level as possible and at the same time the lowest value of the 
commanding signal for the three-way valve (i.e. the least amount of cold water 
passes through the cooling coil, leading to the lowest energy use for the chiller) 
can be accomplished. The mathematical model of the HVAC system was realized 
in Matlab’s tool ‘Simulink. Their method was verified with EnergyPlus and 
showed great saving compared to the case where the genetic algorithm is not 
used. Xu et al. (2009) proposed a model-based optimal ventilation control 
strategy for multi-zone variable air volume (VAV) air-conditioning systems 
aiming at optimizing the total fresh air flow rate by compromising the thermal 
comfort, indoor air quality and total energy consumption. The strategy corrects 
the total fresh air flow rate dynamically by utilizing the fresh air from the over-
ventilation zones based on the detected occupancy of each zone and the related 
measurements. In the meantime, the temperature set point is optimized for the 
temperature control of critical zones with the aim of reducing the variation of 
the required fresh air fractions among all the zones and further reducing the 
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total fresh air intake from outdoors for energy saving. Their strategy was 
evaluated in a simulated building and air-conditioning environment under 
various weather conditions. The results showed that their strategy can maintain 
acceptable thermal comfort and indoor air quality compared to the conventional 
DCV (CO2-based exponential control) strategy, although slightly more energy is 
consumed. Sun et al. (2011) developed a CO2-based adaptive DCV strategy. The 
strategy employs a dynamic multi-zone ventilation equation for multi-zone air-
conditioning systems, in which a CO2-based dynamic occupancy detection 
scheme is used for online occupancy detection. The strategy was implemented 
in an independent Intelligent Building Management and Integration platform 
(IBmanager). The performance of the strategy was practically tested and 
validated by comparing it with that of the original fixed outdoor air flow rate 
control strategy used on the site. Test results showed that the annual total 
energy consumption in one zone using the DCV strategy can be significantly 
reduced when compared to that using the fixed outdoor air flow rate control 
strategy. 

2.4 Building simulation 

As a separate discipline, building simulation can be traced back to the late 
1970s. It often involves decision-making at the design stage, but nowadays it is 
increasingly used to assess the thermal response (e.g. indoor temperature, 
humidity) to building parameters (e.g. ventilation rate, wall structure, supply 
water temperature, water flow rate, and others) in existing buildings for the 
purpose of articulating an energy-efficiency strategy. Building simulation is 
normally underpinned by a numerical model because it is fast, economical, and 
particularly powerful for studying conditions that are too difficult and expensive 
for actual experimentation (Malkawi and Augenbroe 2003). In general, the 
results from black-box models are closer to measurements than the ones from 
numerical approaches (e.g.ANN, etc.). Errors result from a variety of sources, 
for example, incomplete information regarding material properties and types, 
the introduction of assumptions and the simplified modeling of (complex) 
physical processes, discretization and mathematical errors in the model, coding 
errors, inaccurate information about outdoor climate conditions and occupant 
behavior, and others. However, diagnosing error sources can be very difficult, 
time consuming, and expensive and is an area of research in itself (Judkoff and 
Neymark 2006). Some efforts have been made to increase the accuracy of 
numerical models. But, the improvement of simulation accuracy is often based 
on experiment and building audit (Malkawi and Augenbroe 2003), requiring 
significant effort and high costs. 

The accuracy improvement of building simulation is a complex and difficult 
process. Judkoff and Neymark (2006) suggested that possible sources of errors 
in a simulation consist of seven types divided into two groups: external error 
types and internal error types. External error types are those caused by the user, 
such as (1) differences between the actual microclimate that affects the building 
versus input used by the program; (2) differences between actual schedules, 
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control strategies, effects of occupant behavior, and other effects from the real 
building versus those assumed by program user; (3) user error in deriving 
building input files; (4) differences between the actual physical properties of the 
building versus those input by the user. Internal error types include (1) 
differences between the actual thermal transfer mechanisms in the real building 
and its HVAC systems versus the simplified model of those processes in the 
simulation; (2) errors and inaccuracies in the mathematical solution of the 
models and code errors. They recommended that the validation of building 
simulation should be a process combining analytical verification, empirical 
validation, and intermodal comparisons. In literature, external errors are 
commonly reduced by means of experiment, audit, survey, specifications and 
documents (i.e. model calibration). For example, Pan et al. (2007) calibrated 
DOE-2 energy model with the detailed data of buildings and systems that were 
collected on as-built drawings, specifications, operating records and site 
surveys. Raftery et al. (2011a, 2011b) applied a systematic, evidence-based 
methodology to calibrate whole building energy models. A version control 
repository was created to store each revision of the model. An initial model was 
built first according to design documentation and program defaults where 
design information was unavailable. The model was then revised using the 
information of standards and guide-lines, benchmark or best practice models, 
as-built documentation, operation and maintenance manuals, material data 
sheets, interviews, surveys and physical verification, spot measured data and 
logged measured data. The final calibrated model had excellent correlation with 
the measured HVAC consumption data for the analyzed year of 2007. Borg and 
Kelly (2012) designed a generic model for a single effect lithium bromide–water 
absorption chiller. The model was calibrated by deriving component coefficients 
from measurement data. 

2.5 Purpose of the study 

The objective of this thesis is to provide modeling methodology, algorithms, 
information, and control strategies for improving the operations of building 
systems and the accuracy of building simulation models. The ultimate goal is to 
make buildings more energy-efficient. Based on different methodological 
perspectives, four sub-objectives of this study are (Figure 1): 
 

Methodology 1 (physical modeling approach): (1) to investigate the data 
center’s air management, energy performance and the opportunities for 
improving energy efficiency in cooling and waste heat reuses (I). (2) to 
develop  control method to implement DCV strategy for CO2 and energy 
savings, which can be an alternative for conventional proportional, PI  
and PID controls ( III and IV)  
Methodology 2 (data-driven modeling approach):  (3) to promote the 
application of ANN and regression in predictive modeling for buildings 
(II, VI, VII and VIII );  
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Methodology 3 (hybrid modeling): (4) to improve the accuracy of 
numerical models without tedious and difficult error analysis to 
minimize the time and cost of building simulation calibration (V). 

 
As will be seen in the Method chapter, this thesis draws attention to the 
innovative use of these modeling methods presented in eight papers  (I) to (VIII)
(see the second column of Figure  1 for details)   

Energy application in data centers is inherently site specific, depending 
heavily upon geography, climate and local environmental conditions. To date, 
even though a number of case studies have been published, most of them were 
conducted in the US and other areas. As for Nordic countries, the leading area 
in high technology, relevant research papers are still lacking. Publication (I) 
focuses on the investigation of the overall aspects of energy management.  

Although PI and PID are considered as efficient methods for control and 
energy saving, their tuning is problematic and sometimes it is quite difficult to 
achieve the needed performance (Eder 2010b) and it demands special skills and 
experiences for engineers, even for autotuning  (Eder 2010b). In order to work 
effectively for PI or PID, common control parameters must be updated online 
through ANN, which makes the tuning even more complicated (Roberge et al. 
1997). Furthermore, existing DCV strategies other than PI and PID are either 
for a specific system (e.g. VAV system) or too complicated to use. Publication 
(III) develops a novel and simple method, based on the CO2 mass balance 
equation, to implement CO2-based demand-controlled ventilation strategy for 
hourly scheduled buildings. Because the method is physically based, it is 
universal and does not need to be updated. Publication (IV) is a follow-up of 
(III) by extending the method of (III) to buildings with unscheduled opening 
hours. 

ANN and regression are widely applied data-driven approaches in predictive 
modeling. But still modeling challenges exist, which were dealt in Publications 
(II, VI, VII and VIII). Publication (II) develops an ANN model to predict water 
evaporation rate for indoor swimming pool. The water evaporation rate is one 
of the key design and operational variables in the study of various energy 
performance systems. In spite of this importance, its stochastic nature and 
complexity makes it nearly impossible to predict for indoor swimming pools. Its 
forecasting is rare in the literature. Publication (VI) deals with the prediction of 
indoor temperature and humidity with ANN.  Prior to (VI), the prediction of 
indoor humidity by ANN was barely detailed. In addition to conventional point 
estimate, publication (VI) also offers interval estimate for indoor temperature 
and humidity, which adds novelty value to the application of ANN. In the 
literature, there lacks a simple and handy method for estimating space air 
change rates, which compares the supply airflow rate (i.e. recirculated as well as 
outside air in the supply air) to the volume of that space, and CO2 generation 
rates for a particular space with field measured indoor CO2 concentrations. 
Knowing the space air change rate is important for evaluating the ventilation 
system, for example, whether the desired space air change rate is met. 
Estimation of the number of occupants can help CO2 based DCV meet industry 
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standards or building code requirements. Publication (VII) develops a novel and 
simple method for accurately quantifying ventilation rates using Maximum 
Likelihood Estimation (MLE) and CO2 generation rates from measured CO2 
concentrations for individual spaces. Because most ventilation systems are CAV 
in Finland, and even a DCV system cannot ensure sufficient information on 
ventilation rate, data-driven model like ANN could have poor generalization 
when using ventilation rate to predict supply air temperature efficiency in a run-
around heat recovery system. The evaluation of supply air temperature 
efficiency is essential for a run-around heat recovery because in Finland many 
run-around heat recovery systems often run with the supply air temperature 
efficiency less than the desired value, i.e. 50%. Publication (VIII) develops a 
simple and novel field measurement based methodology, supported by the 
power law relationship of air-side heat transfer, to evaluate the performance of 
run-around heat recovery systems using linear regression. The methodology 
(VIII) can work for CAV and demand-controlled systems with great accuracies, 
and greatly simplifies the assessment of air-to-air heat recovery systems.  

Publication (V) proposes a novel hybrid numerical-neural-network model 
based on both physical and data-driven modeling techniques to improve the 
accuracy of numerical model without going through difficult and costly error 
analysis.  

A summary of the research methods for eight papers and their research goals 
is provided in Table 1. 

Table 1. Summary of the research methods and research goals for eight papers. 

Research goal* Paper Research method
(1) I Methodology 1 (physical modeling approach): 

energy balance equation, performance metric equations, and cooling 
power equation  for investigating air management and making energy 
end use breakdown in a data center

(3) II Methodology 2 (data-driven modeling approach):
ANN model for predicting water evaporation rate 

(2) III, IV Methodology 1 (physical modeling approach):
CO2 mass balance equation for developing novel and tuning free DCV

(4) V Methodology 3 (hybrid modeling):
hybrid numerical-neural-network model for building simulation

(3) VI Methodology 2 (data-driven modeling approach):
ANN model for predicting indoor temperature and humidity

(3) VII Methodology 2 (data-driven modeling approach):
Maximum Likelihood Estimation model for predicting space air change 
rate;
Coupled model (transient detect algorithm and equilibrium analysis) for 
predicting number of occupants

(3) VIII Methodology 2 (data-driven modeling approach):
linear regression model, developed by a new physical law, for predicting 
supply air temperature increment

* the number indicates corresponding sub-objective of this thesis (see the bullets in Ch. 2.5). 



31 

3. Method  

The methodology adopted in this thesis is composed of three broad modeling 
categories: physical modeling, data-driven modeling and hybrid modeling as 
shown in Figure 6.  Figure 6 provides an overview of the methodology and lists 
the location of each component in this thesis. The modeling techniques and the 
developed models are detailed and example applications are provided. The case 
study will illustrate the feasibility and effectiveness of the proposed modeling 
methods and developed models.  
 

Figure 6. Overview of methodology, related methods with their associated publications and their 
locations in the thesis.

3.1 Methodology 1: Physical modeling   

Physical models describe physical processes observed in a building. The 
processes depending on the state variables are dictated by the laws of 
conservation of mass, momentum and energy. Models can represent the 
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physical interrelationships between the subsystems and their flow paths. 
Physical models can be used to investigate various scenarios, compare them, 
and optimize building energy systems without the need for extensive 
measurement. In addition, a physical model aids in the analysis of system 
energy performance and in the development of control algorithms. For example, 
the energy balance equation can be used for energy end use breakdown (Ch. 
3.1.1). Similarly, the CO2 mass balance equation can assist DCV in the 
development of a control algorithm (Ch. 3.1.2). 

3.1.1 Investigating cooling performance of a data center: case study (I) 

This case study was conducted in a data center (built with raised floor and racks 
arranged in Hot Aisle /Cold Aisle layout, Figure 7) located in a southern city, 
Espoo, in Finland (I). The data center incorporates a fluid-side economizer with 
the chilled water system for free cooling (Figure 3). The design IT power is near 
1 MW, but currently the data center is operating with less than half the designed 
power. 
 

Figure 7. Plan view of the data center. The black arrows denote the approximate locations of the 
supply and exhaust ventilation ducts. The dimensions in the lower figure are approximated in mm 
(Original publication I). 
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The center is divided into two parts: Main cluster and Examination area. 
Examination area utilizes the conventional Hot Aisle /Cold Aisle protocol with 
locally ducted supply and flooded return (Figure 2, twenty-two racks, about 240 
kW, mainly HP and Dell products) while Main cluster is made up of air-cooled 
supercomputers (Cray XT4 and XT5, about 490 kW, 20 x 11 kW and 30 x 9 kW 
units) where chilled air from CRACs is directly ducted in and hot air exits at the 
top (see Fig. 7 in I). This research study includes (1) an investigation of air 
management and (2) energy end use breakdown.  

The investigation of air management was performed in Examination area by 
measurements (Table 2 and Figure 8, temperature and humidity were not 
measured for empty and almost empty racks).    

 

Figure 8. The measurement points of CRACs and IT equipment racks. CRAC1.4 was measured 
from two points on the center axis and CRAC1.3 from one point. The rack inlet and exhaust air 
was measured at three different heights, at the centerline of the rack (mm) (Original publication 
I). 

Table 2. Measurements conducted in the data center.

Subject Measured quantity Measurement 
type Equipment

Computer 
Room Air 
Conditioner 
(CRAC)

T, RH (return and supply 
air ducts)

Continuous T/RH logger ST-171 (Clas 
Ohlson) (Accuracy: ± 0.2 oC and 
± 0.2% RH)

IT-
equipment 
racks

T, RH (inlet and exhaust 
air)

Continuous, 
instantaneous

ST-171,Vaisala HMI41 humidity 
and temperature meter
(Accuracy: ± 0.1 oC and ± 0.1% 
RH)

Perforated 
floor tiles

T, RH, air velocity Instantaneous Vaisala HMI41, Alnor GGA-65P 
Thermo-Anemometer

Ventilation T, RH (supply and 
exhaust air)

Continuous ST-171

 
Continuous measurement means the sensor continuously reads the data on a 
specified time interval while instantaneous measurement indicates that the 
measurement was taken several times at a specified location and that finally 
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these measurement values were averaged.  Instantaneous measurements were 
taken at the middle height (1.2 m from the floor) of racks. The airflow rates from 
the perforated floor titles were measured with an airflow meter. This airflow 
meter measured air velocities from the center and some corner holes. Airflow 
rates were calculated based on open areas and average measured air velocities. 
Temperature and relative humidity were measured at all duct openings (supply 
and exhaust) for outdoor air ventilation system and these values were averaged. 
These measurements were used to (1) examine rack inlet air conditions; (2) 
evaluate performance metrics RTI (%) (measuring the actual utilization of the 
available airflow, above 100% suggests mainly recirculation air while below 
100%  mainly bypass air, see Eq. (1) in I) and the SHI (measuring the local 
magnitude of hot and cold air mixing, typical SHI value is less than 0.4, and 
the smaller the better,  see Eq. (2) in I); (3)  analyze outdoor air ventilation. 

The center monitoring system provided one-year IT equipment and total 
facility powers (1.11.2009-1.11.2010) and the facility information for 10:00-
14:00 1.11.2010 including (1) IT, pump, dry cooler and CRAC fan powers; (2) 
chilled supply and return water temperatures and water flow rate. The average 
IT power for the period of 10:00-14:00 1.11.2010 (494 kW) is near average IT 
power from 1.11.2009 to 1.11.2010 (492 kW).  Therefore, this facility information 
for 10:00-14:00 1.11.2010  is suitable for calculating energy end use breakdown 
by applying the energy balance equation (total heat load from IT equipment 
and others = total cooling power from CRACs) and cooling power equation 
(P=Q.ρ.c.∆T, where P is the cooling power, W; Q  chilled water flow rate, m3/s; 
ρ the density of air, kg/m3; c  the specific heat capacity of air, J/kg oC; ∆T the  
temperature difference between return and supply chilled water, oC) (Ch. 5.3 
in I). When estimating energy end use breakdown, only average values (e.g. the 
average power of dry coolers estimated by the site is 17.4 kW for 10:00-14:00 
1.11.2010) were used. A PUE (= ) analysis was also made. 

3.1.2 Developing novel DCV control strategy (III and IV) 

Sports arenas are selected as the base case to develop a novel CO2-based DCV 
control strategy. In Finland, there are over 2,000 indoor sports facilities and 
many of these are sports training arenas, and represent a potential sector of 
energy saving. In addition, control strategies for sports training arenas are 
certainly applicable to a large range of buildings/spaces such as classrooms, 
theatres, conference rooms and so on. These buildings/spaces have a common 
feature that their opening hours are dominated by schedules, that is, occupied 
and unoccupied hours are well-scheduled and known in advance. 

For a well-mixed and mechanically-ventilated space, the mass balance of CO2 

concentration can be expressed as: 
 

 (6) 
 

where V= space volume, C = indoor CO2 concentration, Q = volumetric airflow 
rate into (and out of) the space, Co = supply CO2 concentration. The number of 
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occupants can be solved from Eq. (6) using the finite difference approach for the 
derivative term as: 

 
 (7) 

 
where n and n-1 are the current and previous time steps, respectively. Eq. (7) is 
called the transient detection algorithm. Assuming Q, Co and  are constant, 
Eq. (6) can be solved as follows:  

 
  (8) 

 
where C(0) = indoor CO2 concentration at time 0, I = Q/V, space air change rate.   

Return CO2 concentration (return duct) is generally quite different from the 
CO2 concentration in the breathing zone for a large space like sports hall 
(Heiselberg et al. 1998). If the return CO2 concentration is the concern, the mass 
balance equation of CO2 concentration will be the same as Eq. (6) with C= return 
CO2 concentration because the CO2 concentration in return airstreams may 
approximately represent average CO2 concentration  in the section of building 
from which the return air is drawn (International Performance Measurement & 
Verification Protocol Committee 2001). Eq. (8) then can be used as an essential 
tool to calculate the next time step’s ventilation rate Q for developing novel DCV 
control strategy. A novel DCV control strategy (III and IV) was developed for 
sports halls with scheduled and unscheduled opening hours. 

 
Sports hall with scheduled opening hours 
Opening hours are divided into training sessions (e.g. team training or match) 
and breaks. The developed novel DCV control strategy is summarized as follows 
(Ch. 2.2 and Fig. 4 in III): 

 
1. If the building is in a break, set the base ventilation as the ventilation rate. 
2. If the building is in a training session, the strategy proceeds through the 
following steps:  
Step 1: Estimate the number of occupants by directly solving Eq. (7).  
Step 2:  Calculate the minimum requirement for the outdoor air ventilation rate 
based on Eq. (2) and local building code.   
Step 3: Calculate the ventilation rate via Eq. (8) by setting:  C(0)=measured 
indoor CO2 concentration at the time,  =estimated from Eq.(7), t = 
the_remaining_time_for_the_training_session + time_supplement, and 
C(t)= CO2_set_ point – CO2_supplement. 
Step 4: Select the maximum value from the calculated ventilation rates in Steps 
2 and 3 as the building/space ventilation rate. 

 
The time_supplement and the CO2_supplement are positive values, providing 
a more secure way to ensure the indoor CO2 concentration is below the CO2 set 
point at the end of a training session.  
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Sports hall with unscheduled opening hours 
Opening hours are divided into pseudo training sessions and breaks. For each 
pseudo training session, the outdoor airflow rate is calculated in the same way 
as the novel DCV control strategy does in each training session for sports hall 
with scheduled opening hours. However, in each pseudo break, if indoor CO2 
concentration is above the preset pseudo break CO2 threshold, set the design 
ventilation rate as the required ventilation rate. If the indoor CO2 concentration 
is below (or equal to) the preset pseudo break CO2 threshold, the novel DCV 
control strategy includes the following two steps (Ch. 2.1, IV): 

 
Step 1: Estimate the number of occupants using Eq. (7); 
Step 2: Compute the minimum outdoor air ventilation requirement based on 
local building code using Eq. (2) and then set it as the required ventilation rate. 
 
Experimental study for the developed novel DCV strategy 
An experimental study was carried out in a sports hall in Finland equipped with 
a 100% outdoor air system. The CO2 generation rates are results of simulation 
and real measurements. The measurement of CO2 generation rates was for a 
vocational school gym supplied with 100% outdoor air with a throughout 
constant ventilation rate. The proportional control algorithm (Eq. (4)) and the 
novel DCV control strategy were implemented and compared for the case of 
scheduled opening hours (III). For the case of unscheduled opening hours, the 
novel DCV control strategy were compared with the proportional control 
algorithm and the PID control algorithm (Eq.(5)). The CO2 set point was set 800 
ppm. 

3.2 Methodology 2: Data-driven modeling 

The data-driven method often employs ANN and regression to perform 
prediction and forecast, i.e. predictive modeling.  

3.2.1 ANN modeling 

ANN can be divided into two categories – static and dynamic. In a static 
network, the output at a time step depends only on the inputs at the same time 
instant. Therefore, static networks can be applied for static nonlinear system 
modeling but cannot be used to predict future. For “black box” problems, the 
important task is to build models for dynamic systems.  In a dynamic system the 
output depends not only on its current inputs but also on the previous behavior 
of the system. Dynamic networks have memories and are designed for modeling 
dynamic systems. Dynamic networks can “forecast” and one of most used 
dynamic networks is nonlinear neural network autoregressive with exogenous 
inputs (NNARX), which has the following form (VI): 

 
 (9) 
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where y and u represent observed outputs and independent inputs respectively, 
na and nb the orders and k the delay. Eq. (9) is also called serial-parallel model 
(II) if feed-forward network is adopted without feedback from output (the true 
output is used as inputs instead of feeding back the estimated output).  In this 
dissertation, the serial-parallel model (Eq. (9)) is employed to predict the water 
evaporation rate in an indoor swimming hall (Ch. 3.2.1.1) and indoor 
temperature and humidity in an office building (Ch. 3.2.1.2). There are several 
methods for selecting structures (e.g. na , nb  , k and the size of hidden units) for 
the serial-parallel model, including exhaust search, generic algorithm and other 
optimization methods (Nørgaard et al. 2000). The genetic algorithm is a 
method for solving optimization problems originally inspired by biological 
evolution. The algorithm encodes a potential solution to a specific problem to a 
chromosome-like structure and applies recombination operators to these 
structures in order to preserve critical information. The genetic algorithm starts 
with an initial population and then selects parents to produce the next 
generation using specific rules. For example, a genetic algorithm can select 
optimal structures for ANN by giving each combination of input variables a 
binary representation (i.e. 1 represents an input variable “taken” as input for 
ANN while 0 “not taken”) while the number of hidden units is a base ten number 
(e.g. 4 means the number of hidden units is 4). 

3.2.1.1  Predicting water evaporation rate for indoor swimming hall (II) 
Water evaporation from free surfaces is a function of water temperature, air 
temperature, relative humidity, and air velocity, as well as the number and type 
of activity of the occupants (Asdrubali 2009). Occupants can increase water 
surface area to enhance water evaporation by causing a wet deck, waves, sprays 
and the additional area of contact between air and the wet bodies of occupants 
exposed to air. Hence, evaporation is much higher if pools are occupied. This 
type of information, such as wet deck, waves, spray and wet bodies, is not 
possible to obtain. But it is related to schedules and time to some degree, 
particularly for a group activity (e.g. swimming club training). Therefore, time 
is chosen as an independent input variable to account for these types of impacts. 
Indoor temperature, relative humidity and pool water temperature are 
measurable. Pool water temperatures can be considered as constant and are 
neglected along with indoor air velocity, which has the least impact on water 
evaporation rate (ASHRAE 1999). The final model variables are indoor 
temperature, indoor relative humidity and time. Exhaust search was used to 
select the optimal structures (Fig. 3 in II).  

 
Experiment 
The measurement data were collected from an indoor swimming hall with five 
pools located in the central part of Finland.  The test swimming hall is equipped 
with a 100% outdoor ventilation system, providing about 80% of its design flow 
rate during the operating hours (6 a.m. – 10 p.m. and 9 a.m. – 10 p.m.), and 
about 50% of its design flow during the non-operating hours. The building 
automation system for the test indoor swimming pool provided the ratios of 
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actual airflow rate to design air flow rate for supply and exhaust fans. Figure 9 
depicts air handling systems and measurement locations. 
 

Figure 9. Air handling units of the swimming hall and sensor locations. 

Sensors are Clas Ohson ST-171 temperature and moisture loggers with 10-
minute interval and accuracies of ± 0.2 oC and ± 0.2% RH. The water 
evaporation rate was estimated by the mass balance equation (

, Eq. (7) in II, the detail of 
calculating water evaporation rate is in Ch. 4.2 of II) using measured 
temperature and humidity data. The total size of the measured data is 4300 
(Feb. 9 to Mar. 9 2012). The time was coded as a binary format (i.e. 1 indicates 
operating hours and 0 non-operating hours) and an hour format (e.g. 11:30 p.m. 
is coded as 23.5 =23+30/60). 

3.2.1.2  Predicting indoor temperature and relative humidity (VI) 
The aim of this research is to examine whether indoor temperature and 
humidity can be accurately predicted using the ANN model (Eq. (9)) and with 
simple measurements of indoor/outdoor temperature and humidity for a 
location with complicated indoor conditions. 

In this research, two different approaches were used to implement ANNs: (1) 
using a mathematical method described and implemented in (Nørgaard 2000) 
to determine model orders and delays (i.e. na, nb and k, Eq. (9)); the size of the 
hidden units were set the same as the number of input variables; (2) using a 
genetic algorithm to determine model input variables and the size of hidden 
units. For the convenience of model comparison, the first approach is referred 
to as NNARX while the second is referred to as the genetic algorithm. 

In addition to MSE and the MAE, two other model validation methods were 
also presented: 

 
Prediction interval: A prediction interval is an estimate of an interval 
in which future observations will fall, with a certain probability 
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(normally 95%), given what has already been observed. An interval 
estimate expands on point estimate by incorporating the uncertainty 
of the point estimate which is preferable.  In addition to supporting 
prediction, a prediction interval can also show the reliability of a 
specific input to the network.  There are two major methods for 
estimating a prediction interval: delta method and bootstrap 
(Tibshiran 1996). The bootstrap method is more accurate. However, 
its limitation is heavy computation. For the network model, bootstrap 
requires hundreds of repetitions of retraining. The delta method 
instead gives a fast calculation but is less accurate and requires a 
Hessian matrix calculation. An alternative, more practical method was 
derived from the delta method to estimate prediction interval (De 
Veanux et al. 1998). However, this alternative method is also quite 
complicated. The details can be found from (VI) and (De Veanux et al. 
1998). 
K-step prediction: The k-step prediction is able to reveal whether 
important information is captured by the model or not. It is often taken 
as an auxiliary tool to detect underfitting and overfitting problems. A 
four-step ahead prediction was adopted in this study. 

 
Experiment 
The dataset was obtained from the weather station located inside a central 
ventilation control room (Figure 10).  
 

Figure 10. Central ventilation control room (Original publication VI).

The ventilation control room is on top of the department store building with 
outdoor temperature/humidity sensors mounted on the roof. The room has 
three large and one small ventilation machines which are responsible for 
ventilating half of the building. These machines constantly generated heat 
which was difficult to measure. There were ventilation ducts all over the room. 
It is easy to see that such a test house presents complicated indoor 
characteristics that are difficult to describe physically.  
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The experiment was carried out during January, 2007 for 30 days. All 
variables (temperatures and relative humidity indoors and outdoors) were 
measured within a 15 min interval. The total sample size was 2930.  

3.2.2 Regression modeling 

One type of regression is to predict systems parameter by applying the least 
squares or other optimization methods to the system governing equation. For 
instance, when CO2 generation rate (i.e. G) is zero, Eq. (8) can be expressed as: 

 
 (10) 

 
With this simple governing equation, the least squares method can be used to 
predict space air change rate (i.e. I) by minimizing the sum of the squared 
indoor CO2 concentration residuals between Eq. (10) and measurement. The 
least squares method can also be replaced by other methods, e.g. by the 
Maximum Likelihood Estimation (Ch. 3.2.2.1). The big advantage of this type of 
regression is that the methodology developed in one system is applicable to 
other systems because the physically based governing equation is universal (e.g. 
Eq. (9)). Therefore, when applying the regression method, the first and most 
important job is to try to identify and develop a simple equation which can 
physically interpret the system. In this dissertation, a new and novel physical 
law was developed to predict the performance of a run-around heat recovery 
system with linear regression (Ch. 3.2.2.2).  

3.2.2.1 Predicting space air change rates and occupant CO2 generation rates 
(VII) 
In order to best apply the CO2 mass balance equation (Eq. (10)) to predict space 
air exchange rate, the occupied period of a working day was split into (1) the 
occupied working period when the staff is present and (2) the unoccupied 
working period when the staff has left for home with the ventilation system on. 
The prediction was made for unoccupied working period. MLE was adopted. 
Supposing α is a vector of parameters to be estimated and {dn} is a set of sample 
or experimental data points, Bayes theorem gives 

 

  (11) 
 

What MLE tries to do is to maximize p(α|{di}) to get the best estimation of 
parameters (i.e. α) from {dn}. Through some expansions and substitutions (e.g.  
substituting Eq.(10) for dn,, see Eqs. (6)-(13) in VII), two MLE equations are 
obtained as: 
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 (13) 
 

where  is the variance of the measurement errors and assumed to be 
independent of the time.  Solving these two equations, Eqs. (12) and (13), 
simultaneously allows for the prediction of the space air change rate (i.e.α1) and 
supply CO2 concentration (i.e. α0) for a working day. Unlike the least square 
method, the error analysis ( ) can be possibly done by MLE for the results.  

The finite difference approximation for differentiation in Eq. (7) is unstable 
due to the growth of round-off error especially for the noise contaminated data 
which further amplify the measurement errors (Anderssen & Bloomfield, 1974). 
Instead of directly estimating the CO2 generation rates, the number of occupants 
is evaluated because: (1) almost all ventilation regulations were stipulated based 
on the number of occupants; (2) knowing the number of occupants can 
somehow compensate for the losses from calculation errors (i.e. different CO2 
generation rates could result in the same number of occupants). The algorithm 
is described as followed (The details and examples are in Ch. 3.2.2 in VI): 

 
Step 1: Compute a range of the numbers of occupants (Eq. (7), using a range of 
outdoor CO2 concentrations to target uncertainties because normally outdoor 
CO2 concentration isn’t measured) for each measured CO2 concentration to 
locate actual CO2 generation rate.  
Step 2: Identify significant jumps and drops from the measured CO2 
concentrations (e.g. 10 plus ppm jump or drop as significant change). Because 
one significant jump/drop does not mean a change in the number of occupants, 
further analysis is needed, followed by Step 3. 
Step 3: Analyze the number of occupants at the jumped or dropped point as well 
as subsequent points. 
Step 4: Finally, further confirm the obtained possible numbers of occupants by 
computing the value of the equilibrium CO2 concentration (Eq.(3)). This step 
mainly targets the complex in estimating the number of occupants described in 
Step 2. 

 
Experiment 
The field measurement was set up in an office (27.45 x2.93 m3, on the third 
floor) of a three-story school building (Figure 11). The mechanical ventilation is 
supplied (100% outdoor air) during the daytime on working day from 6:10 a.m. 
to 8:00 p.m. and shut down during nights, weekends, and public holidays. Three 
persons, two males and one female, work at the office regularly and the design 
airflow rate is around 200 m3/h (2.5 ach). In addition to indoor CO2 

concentrations, the pressure differences between the return air vent and room 
were also measured.  
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Figure 11. The layout of the office and sensor locations. 

The measurement was categorized based on two stages. At the first stage 
(22.9.2008– 28.9.2008), the existing ventilation system was examined. At the 
second stage (13.10.2008–19.10.2008), the ventilation system was reconfigured 
by blocking some outlets at the supply and return air vents, aiming at reducing 
airflow rates. Finally, five-day data (with 5 min interval) were obtained. The 
measurements show that the pressure differences between the return air vent 
and room, important indicators of the airflow rate, were almost constant for all 
working hours each day despite small fluctuations. This implies that space air 
change rates on each working day are nearly constant. 

Most literatures summarize the relationship between airflow rate and 
pressure difference across an opening as the following empirical formula (VII): 

 
  (14) 

 
where Q is airflow rate, ΔP pressure difference across the opening, C a constant 
value depending on the geometry effects of the opening, n flow exponent 
(between 0.5 and 1.0. it is close to 0.5 for large openings and near 0.65 for small 
crack-like openings). Eq. (14) is called powerlaw relationship for opening also. 
If the pressure differences between the return air vent and space are measured, 
Eqs. (12) and (13) can be modified by Eq. (14) for  time-varying ventilation 
system, such as DCV systems or variable air volume (VAV) systems,  e.g.   in 

Eqs. (12) and (13) can be expressed as  by Eq. (14), where  is a 

random pressure difference between the return air vent and space, such as 8, 9 
or 10 Pa,  corresponding space air change rate for this random pressure 
difference and measured pressure difference, see Ch. 4.1.1 in VII.  

3.2.2.2  Predicting the performance of run-around heat recovery systems 
(VIII) 
The goal of this research is to develop a simple and useful physical law to 
simplify field measurement based modeling and to avoid multiple solutions. 

A typical run-around heat recovery system is comprised of two finned-tube 
water coils (i.e. liquid-to-air heat exchangers, normally in cross-flow 
arrangement), connecting pipes, a three-way temperature valve and a pump as 
shown in Figure 12.  
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Figure 12. Run-around heat recovery system (Original publication VIII). 

The supply air temperature efficiency is defined as (Figure 12): 
 

 (15)

  
where ηsup is  the supply air temperature efficiency, tmax maximum temperature 
difference (teb-to) and tincrement supply air temperature increment(tsa-to). Without 
loss of generality, the exhaust airflow rate (  is assumed to be equal to supply 
airflow rate ( ). Because the heat transfer coefficient on the liquid-side is 
usually more than an order of magnitude larger than the heat transfer 
coefficient on the air-side, air-side heat transfer dominates the overall heat 
transfer (i.e. a smaller heat transfer coefficient creates a bigger heat transfer 
resistance on the path of heat flow and seriously impedes heat transfer for the 
system even with the additional surface area added by the high-efficiency fins, 
Nellis&Klein, 2009). External forced convection over tubes in cross-flow can be 
experimentally expressed with reasonable accuracy by a simple power-law 
relationship of the form (Nellis&Klein, 2009):  

 
(16)

  
where Nu is the Nusselt number (proportional to convective heat transfer 
coefficient),  Re is the Reynolds number (proportional to air velocity) and Pr is 
the Prandtl number.  C, m (less than 1), and n are constant numbers depending 
on the system configuration and air flow. As the air thermal properties involved 
in Eq. (16) (e.g. kinematic viscosity and Pr) do not change much for normal air 
operating conditions in Finland (i.e. air temperature from -15 oC to +21 oC), the 
air-side heat transfer coefficient for the supply air or exhaust air heat exchanger 
(i.e. over a finned tube bank in cross-flow) is proportional to a power of the 
airflow rate.  
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By applying Eq. (16) and some empirical formulas (run-around heat recovery 
systems can be considered as air-to-air cross flow heat exchangers with both 
fluids unmixed), the following important equation is obtained: 

 
≈   (17) 

 
where k is constant and  <1. By Eq. (15), there exists a linear relationship 
between the supply air temperature increment and the maximum temperature 
difference divided by a power of airflow rate: 

 
tincrement= ≈ , namely, tincrement     (18) 

 
α is important system characteristic value, called a signature power. Eq. (18) 
can be considered as a new physical law governing run-around heat recovery 
system. In practice, Eq. (18) is adapted as: 
 
tincrement≈ +b  (19) 

 
where tincrement is measured temperature increment for supply air (i.e. dependent 
variable),  regressor and b error term, which accounts for the influence on 

the supply air temperature increment from all sources other than the regressor  
. It is important to determine the signature power α in Eq. (19) because, if 

α is known,  and b in Eq. (19) can be easily obtained by linear regression. As 
the majority of ventilation systems are CAV systems with two ventilation rates 
in Finland, data can be naturally divided into two very different groups based 
on ventilation rate. As for a correct signature power (i.e. α in Eq. (19)), resultant 
linear regression equations (i.e. Eq. (19)) from two groups should produce very 
near supply air temperature increment (tincrement) for the same   , resulting 

in two very close and similar supply air temperature efficiency curves. These 
curves are 2-dimensional plots displaying the trend of supply air temperature 
efficiencies (y-axis) over airflow rates (x-axis). A tuning algorithm is then 
developed for CAV system with two ventilation rates to search the correct 
signature power (i.e. α) by linear regression: 

 
Step One: Randomly set the signature power as a value (<1).  
Step Two: Manually tune the signature power after step one so that the two 
supply air temperature efficiency curves from two groups are near enough when 
the maximum temperature difference is kept constant. 

 
With little modification, the process described works for demand-controlled 
ventilation systems but not work for CAV systems with a single ventilation rate. 
 
Experiment 
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The measurement data were collected from four sites (Site A, Site B, Site C and 
Site D, Tables 1 and 2 in VIII), which utilize a 100% outdoor air ventilation 
system and are equipped with a run-around heat recovery system. These data 
were obtained from the building automation systems of the sites and our own 
measurement systems. The building automation systems provide ratios of 
actual airflow rate to design air flow rate for supply and exhaust air fans (Note: 
Site D converted ratios of actual airflow rate to design air flow rate into actual 
airflow rates). The measurement systems provide (Figure 12): (1) outdoor 
temperature (to); (2) supply air temperature after the supply air heat exchanger 
(tsa); (3) exhaust air temperature before the exhaust air heat exchanger (teb); (4) 
exhaust air temperature after the exhaust air heat exchanger (tea). The air 
temperatures were continuously monitored by four Clas Ohson ST-171 
temperature and moisture loggers (located in the supply and exhaust air 
handing machines for each site) with 5 minute sample interval (30 minute 
sample interval for Site D) and accuracies of ±0.2 ◦C.  

Data from Sites A, B and D were classified into three groups: (1) Group A:  data 
with the base airflow rate (15276 samples for Site A and 26367 samples for Site 
B) and data with the airflow rate around 2.3 m3/s (only Site D, 1873 samples); 
(2) Group B: data with the design airflow rate (1255 samples for Site A and 2059 
samples for Site B) and data with the airflow rate around 3.8 m3/s (only Site D, 
719 samples); (3) Group C: data with the airflow rates between the base and 
design airflow rates (3200 samples for Site A and 1573 samples for Site B) and 
data with the airflow rates between 2.3 m3/s and 3.8 m3/s (only Site D, 1175 
samples).  

Data were divided into two groups for Site C: Group A (data with 80% of the 
design airflow rate, 13573 samples) and Group B (data with 90% of the design 
airflow rate, 10721 samples). Whole measurement in this study denotes entire 
measurement for a site: (1) all data from Group A, Group B and Group C (Sites 
A, B and D). (2) all data from Group A and Group B plus some unseen data, 
which should belong to Groups A and B but are used just for testing (See Table 
3 in VIII) because site C does not have Group C (Site C).  

The two-step strategy previously described was used to determine the 
signature powers by first guessing a value (<1) and then tuning it until the 
supply air temperature efficiency curves from Groups A and B (each site) were  
close enough by keeping the maximum temperature difference to 36 oC.   

3.3 Methodology 3: Hybrid modeling 

An important challenge in building energy research is to model the evolving 
complex building systems that contain a large number of components with 
unknown multiple physical mechanisms. Both data-driven and physical 
modeling approaches haven been applied to demonstrate their advantages. A 
crucial limitation of both modeling methods is their generalization capability. 
Large quantities of data are needed for data-driven models and the models often 
lack interpretation. Detailed physical properties are not always available for 
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physical models. A contemporary trend is to couple them and this type of model 
is generally called hybrid model. 

Improving accuracy of building simulation (V) 

In this research study, a hybrid numerical-ANN model was developed, 
comprised of two components: a numerical model, serving as an estimator to 
predict the output of a building system with building parameters, and an ANN, 
acting as a calibrator to calibrate the output of the numerical model with the 
measured output of the building system.  Figure 13 illustrates the hybrid 
numerical-ANN model. 
 

Figure 13. The hybrid numerical-neural-network model for building simulation (Original 
publication V). 

The big advantage of the hybrid numerical-ANN model is that it plays the same 
role as a numerical model but the accuracy is much improved by importing ANN 
as a calibrator. As we know, no matter how carefully we model physical 
processes and how well we know the system, errors are inevitable for a 
numerical model (Malkawi and Augenbroe 2003).  In fact, some error sources 
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for numerical modeling are quite difficult to identify. However, ANN is good at 
handling the uncertainty problems. By comparing simulated values from the 
numerical model with measured ones, the ANN can learn and simulate the error 
patterns between the two without knowing the actual causes. In addition, the 
ANN can also facilitate simulation processes in the numerical model. For 
instance, a building physical process can be ignored in the numerical mode if it 
is too difficult to model. The error caused by the exclusion of this physical 
process in the numerical model is expected to be corrected by the ANN.  

By acting like a numerical model, the hybrid numerical-ANN model should be 
capable of analyzing the impact of a building parameter on the output of 
building system even when the building parameter is constant in practice. For 
example, for a CAV ventilation system, the ventilation rate remains constant, 
but the hybrid numerical-ANN model can show how an unheated and uncooled 
indoor temperature is influenced by the ventilation rate of this CAV system. As 
is well known, a single ANN generally cannot generalize about a constant 
parameter. However, in the hybrid numerical-ANN model, the parameter, 
which is constant in practice, is moved from the ANN to the numerical model as 
input. If the impact of the building parameter on the output of building system 
is modelled correctly and accurately in the numerical model, relevant numerical 
errors will become small compared to other numerical errors. Because the ANN 
is supposed to predict the error patterns between the numerical model and 
measurement, the ANN can be assumed to be independent of the parameter 
being constant, namely, relevant numerical errors are small compared to other 
numerical errors. Therefore the building parameter, constant in practice, can be 
assumed as having negligible impact on the error patterns between the 
numerical model and measurement. In this way, the ANN in the hybrid model 
can generalize about the building parameter (constant in practice) as long as the 
ANN can generalize about the output of building system. More details regarding 
this can be found from (V). 

 
Experimental study 
The indoor temperature simulation for an unheated and uncooled single-zone 
building was taken as a case study. The study was conducted in a sports center 
situated in the south of Finland, employing a 100% outdoor air CAV system to 
provide two different ventilation rates, one for non-operating hours (10 p.m.–9 
a.m.) and the other for operating hours (9 a.m.–10 p.m.), respectively.   Data for 
the return air temperature (return duct) of the sports hall and outdoor 
temperature were collected from the building automation system at an interval 
of 20 min (2357 samples). During the period of data collection (18.7.2007–
20.8.2007), the rotary air-to-air heat recovery system was switched off, 
meaning that there was no heat exchange between return air and supply air, and 
the sports hall was unheated and uncooled. In the case study, two hybrid 
numerical-ANN models, Hybrid model A and Hybrid model B, and a testing 
numerical model were developed. The testing numerical model is not a part of 
any hybrid numerical-ANN model (i.e. Hybrid model A or Hybrid model B) and 
its results (i.e. simulated unheated and uncooled indoor temperature) were 
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compared with those from the two hybrid numerical-ANN models. The 
differences between the two hybrid numerical-ANN models are as follows: 
Hybrid model A uses mixed measurement data from both the non-operating 
and operating hours to train and test the ANN while the training data for the 
ANN in Hybrid model B are all from the non-operating.  

The heat balance for the sports hall is shown in Eq. (21) (ENERGYPLUS 
2009): 

 
  

 (20) 
 

Eq. (20) uses the return air temperature to represent the average indoor 
temperature leading to an approximation of a uniform temperature condition 
for the hall. The difference between the testing numerical model and the 
numerical model in Hybrid model A or Hybrid model B is that in the latter  
and   are treated as zero. The reason is to show that the hybrid model can 
enhance the accuracy of a numerical model (i.e. the testing numerical model) 
even with simplified simulation processes. includes heat gains from 
occupants, lights, supply air fan, exercise equipment (e.g. jogging machine), and 
unknown sources. The heat gains from occupants and exercise equipment are 
difficult to estimate and depend on occupant profiles and time. Because 
occupant profiles are not available, they were ignored along with the heat gain 
from unknown sources in the testing numerical model. 

 
Hybrid model A 
For the ANN of Hybrid model A, the training and testing data included both 
non-operating hours and operating hours.  Because lights, sports and excises 
are related to schedules and time in some degree, time (e.g. a time, hh.mm.ss, 
can be converted to hours) was chosen as another input for the ANN to account 
for the simulation errors caused by excluding them from Eq. (20). Therefore, 
the inputs to the ANN of Hybrid model A are the simulated indoor temperature 
from the numerical model and time. 

 
Hybrid model B 
All training data for the ANN of Hybrid model B are from non-operating hours, 
but testing data are a mixture of non-operating hour and operating hour (9 a.m. 
to 12 a.m.) data. Only the part of testing data from non-operating hours was 
used to decide the optimal structure indicating that the ANN of Hybrid model B 
was constructed purely from non-operating hour data. The aim of Hybrid model 
B is to evaluate the generalization ability of the hybrid numerical-ANN model 
for ventilation rate. The ANN of Hybrid model B, built from non-operating hour 
data, is expected to be used directly to operating hour data, where the 
ventilation rate is much larger than in non-operating hours. Because there is no 
internal heat gain from occupants or lights in non-operating hours, time (e.g. a 
time, hh.mm.ss, can be converted to hours) was not taken as an input for the 
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ANN of Hybrid model B, leading to only one input – simulated indoor 
temperature from the numerical model. 
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4. Results 

4.1 Air management and energy performance in data center in 
Finland (I) 

Air management  
The measured rack inlet temperatures and humilities (including continuous and 
instantaneous measurements) were in the ranges of 13 – 15 °C (average values 
from three different heights for continuous measurements, Figure 8) and 7 – 10 
°C (dew point). The rack inlet dew point temperatures were within the 
recommended moisture level, and the inlet temperatures fell within the 
allowable level but outside the recommended level (18 oC to 27 oC) from 
ASHRAE (2009b). Low inlet temperatures stem from the operating 
requirement from CRAY supercomputers at Main cluster (Figure 7), which 
require cold supply air within 10 oC – 16 oC.  Low inlet temperatures often lead 
to inefficient cooling performance, such as low chiller Coefficient of 
Performance (COP) of the chiller and excess cold air (Moore et al. 2005).  
Reported cold aisle temperatures from recent literature are mostly between 13 
and 32 oC (Ebrahimi et al. 2014). The measured rack inlet temperatures in this 
study fall in this range. 

All the SHI-values were near zero because the measured inlet air temperatures 
of the racks were either lower than or near the measured air temperatures from 
the adjacent plenum vents. This indicates that the recirculation of hot air was 
negligible and that the hot and cold air streams were perfectly separated. The 
RTI was estimated as 41%, suggesting extreme bypass air or oversupplied cold 
air. In fact, the CRAC airflow could ultimately be reduced by 59 % (=1-41 %). 
Due to the cubical relationship between the fan power and fan flow, the fan 
energy could be reduced by 93% if Variable Frequency Drive (VFD) is installed. 
Overall, calculated performance metrics suggest that enough cooling was 
provided for Examination area but cold air was oversupplied. RTIs from another 
study, which investigated cooling performance in 13 computer rooms (total 
area=15,800 m2) in USA, were found to be in the range of 34-79% with the 
average value=59% (Sullivan et al. 2007). Bypass air does occur in air-cooled 
data centers. 

The supply and exhaust air flow rates were about 0.9 and 0.8 m3/s (from the 
center’s monitoring system), respectively, namely the center was over 
pressurized (positive pressure to outside). The air change rate was then 2.66 1/h 
(=0.9*60*60/1218).   ASHRAE recommends a minimum 0.25 (1/h) air change 
rate for data centers so as to dilute contaminants. Compared to this guideline 
value, the air change rate for the data center was too large. The ventilation rate 
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should be minimized in order to decrease the humidification and 
dehumidification load. 

 
Energy end use breakdown 
The PUE value was slightly above 1.2 in winter time and about 1.5 in summer 
(Figure 14). The difference was likely caused by the free cooling, which was 
activated when outside temperature was below 8 ◦C, according to the 
information received from the site. 

Figure 15 shows energy end use breakdown of electricity with the percentage 
information for a typical year (having average outdoor temperatures from 
measurements of 2000 to 2010). 

 

 

Figure 14. One year’s (1st November 2009–1st November 2010) facility and IT power 
consumption (measurement interval = 1 h) (Original publication I).

Figure 15. Electrical end use breakdown for a typical year (Original publication I).



52 

The total power consumption of the CRAC fans is close to that of the chiller 
which did not match our original expectation (Figure 15). The main reason is 
the cold climate in Finland which gives the center more time for free cooling, 
but CRAC fans have to be in operation at all times.  Therefore, CRAC fans have 
a great potential for energy saving. The use of VFD (i.e. adopting DCV strategy) 
will lower energy use of CRAC fans since currently the CRAC fan speed is fixed 
at full speed. The average PUE value (one year) is about: 1.33=100/75, which is 
very close to calculated average PUE value from the measurement – 1.35.  The 
data center is an energy efficient one. The cooling system (chiller + CRAC fans 
+ pumps + coolers) consumes 21% of total.  About 97% of total electrical power 
(chiller + CRAC fans + IT power + Others) is converted to waste heat and then 
rejected to outdoor each year. This part of the waste heat (approximate 5627 
MWh, one year) actually can be reused. In Finland, the average energy demand 
for space heating and water heating is about 182 kWh/m2 for non-domestic 
buildings (one year), meaning the reuse heat can support 30916 m2 
(=5627*1000/182) non-domestic building for yearly heating (space heating + 
water heating).  

4.2 Novel DCV control strategy (III and IV) 

Scheduled opening hours 
The controlled CO2 concentrations by the novel DCV control strategy (Ch. 3.1.2) 
are much nearer to the CO2 set point (i.e. 800 ppm) compared to the ones by a 
proportional control approach. Figure 16 displays simulated CO2 concentrations 
using simulated CO2 generation rates for the proportional control approach and 
the novel DCV control strategy when opening hours are scheduled. Table 3 
shows comparison results.  

Table 3. Comparisons of average ventilation rates between the novel DCV control strategy and 
proportional control (simulated CO2 generation rates) for scheduled opening hours (Original 
publication III). 

Control approach
Average ventilation 
rate (m3/s)

Average CO2 concentration during 
opening hours (7 a.m. – 23 p.m.)

Proportional control (1.92 m3/s)a 0.72 628 ppm
Proportional control ( 1.52 m3/s)a 0.65 648 ppm
Novel DCV control strategy 0.43 749 ppm

a The number in parentheses is design ventilation rate 

Because the proportional control is based on the assumption of an equilibrium 
condition, which seldom occurs in practice, the space is often over-ventilated 
although the minimum requirement for the amount of outdoor air can be 
satisfied. In contrast, the developed novel DCV control strategy takes the 
dynamic effects (i.e. CO2 changes in both time and quantity dimensions) into 
account to calculate the instantaneous ventilation rate by solving the CO2 mass 
balance equation, resulting in the controlled CO2 concentration much closer to 
the CO2 set point while the minimum requirement of outdoor air is met (Figure  
16).  This phenomenon is more strongly manifested in training (e.g. ice hockey 
club training) dense periods (after 5 p.m.) where the indoor CO2 concentration 
is mostly controlled between 770 ppm and 800 ppm at each training session 
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(Figure 16).  The novel DCV control strategy can respectively save +40% (≈ 
(0.72-0.43)/0.72) (vs. 1.92 m3/s) and +34% (≈ (0.65-0.43)/0.65) (vs. 1.52 m3/s) 
the energy required to condition outdoor air (heat recovery is not included. 
Therefore, this part of energy is directly proportional to outdoor air intake) 
compared to the proportional control approach.  The smaller ventilation rate 
also increases the efficiency of air-to-air heat recovery system (Table 3). Similar 
results can be seen if CO2 generation rates were obtained experimentally (e.g. 
Table 2 and Fig. 9 in III).  
 

Figure 16. Comparison of simulated indoor CO2 concentrations between the novel DCV control 
strategy and the proportional control in the sports training arena for scheduled opening hours 
(simulated CO2 generation rates, 14 days) (Original publication III).

Unscheduled opening hours 
The performance for unscheduled opening hours is shown in Figure 17 and 
Table 4. 
 

Figure 17. Comparison of simulated CO2 concentrations between the novel DCV control strategy,
proportional control and PID control in the sports training arena for unscheduled opening hours 
(14 days, real schedules with simulated CO2  generation rates per person) (Original publication 
IV). 
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Table 4. Comparison of performance between proportional control, PID control and  the novel DCV 
control strategy for unscheduled opening hours (real schedules with simulated  CO2 generation 
rates per person) (Original publication IV). 

Control approach Average ventilation 
rate (m3/s)

Average cubic 
ventilation rate (m3/s)3

Average CO2

concentration during 
opening hours (7 a.m. –
23:20 p.m.) 

Proportional control 
(1.92 m3/s)a

0.72 0.8 629 ppm

PID control 0.45 0.18 753 ppm

Novel DCV control 
strategy (pseudo 
training session = 1 
hour)

0.45 0.24 754 ppm

Novel DCV control 
strategy (pseudo 
training session = 2 
hours)

0.45 0.17 754 ppm

The simulation results in Tables 4 show that in all the cases (also see Tables 1 
and 3 for other two cases in IV) using the novel DCV control strategy, the same 
amount of the energy required to condition outdoor air (heat recovery is not 
included) is consumed as is the case with PID control (i.e. their average 
ventilation rates are near). Changing settings for the novel DCV control strategy 
(e.g. pseudo training session length, the design ventilation rate, and pseudo 
break CO2 threshold) does not have much effect on the energy required to 
condition the outdoor air (see Table 4 in IV). This interesting phenomenon is 
another strong manifestation of the novel DCV control strategy’s quick response 
to indoor CO2 changes and its ability to reduce the actual indoor CO2 
discrepancy from the set point. 

The results of fan energy vary for different settings for the novel DCV control 
strategy. According to the fan laws, the input energy required for a fan (i.e. 
energy use of fans) is proportional to cubic outdoor airflow rate (cubic fan law) 
(Lonnberg 2007). With the pseudo training session of two hours, the novel DCV 
control strategy consumes the equivalent amount of energy as PID  but with the 
pseudo training session of one hour, 11-33% more fan energy is consumed 
compared to PID control (the third column of Table 4). The design ventilation 
rate and pseudo break CO2 threshold affect fan energy consumption (see Table 
4 in IV). A smaller design ventilation rate or higher pseudo break CO2 threshold 
would help the system save more fan energy (see Table 4 in IV). Both the novel 
DCV control strategy and PID save significant amounts of fan energy, ranging 
from 61% to 79%, compared to proportional control. The developed novel DCV 
control strategy achieves the same level of energy consumption as PID control 
for both the energy required to condition outdoor air and the energy to power 
fans.  

4.3 Prediction of water evaporation rate for indoor swimming hall 
(II) 

The best performance in predicting water evaporation rate is the ANN model 
with water evaporation rate and the dichotomized time variable in binary 
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format as inputs (Ch. 3.2.1.1). Measurement data further suggest that there is 
no clear correlation between water evaporation rate and indoor moisture 
content (determined by indoor temperature and indoor relative humidity). 
Occupant influences are probably one reason and another is the moisture 
content in return air stream, roughly representing the average hall moisture 
content which may be different than those above the pools.   

 “Neural network A” is used to denote ANNs with only water evaporation rate 
as inputs while “Neural network B” for ANNs with water evaporation rate and 
time as inputs. Their performance is presented in Figure 18 and Table 5.  

 

 

Figure 18. Post-regression results of predicted water evaporation rates (output) and 
measurements (target). (a) Neural network B (one-step ahead prediction). (b) Neural network A 
(one-step ahead prediction).  (c) Neural network B (two-step ahead prediction). (d) Neural network 
A (two-step ahead prediction) (Original publication II). 

Outliers arise from Neural network A (Figure 18), implying that Neural network 
A did not capture some extreme fluctuations characterized by Rate Of Change 
(ROC). ROC indicates the degree of fluctuations of water evaporation rate, 
which is defined as the percentage of mass change between the current time and 
the previous time (=|E(k)-E(k-1)|/E(k-1)). The larger the ROC is, the more 
difficult the forecast is.   

Outliers of ROC generally occur either at 6:10 a.m. (or 9:10 a.m.) or 10:10 p.m. 
(i.e. one interval after opening or closing time) due to the reservation of training 
sessions. Neural network A suffers from one-interval-delay (10 min) in 
predicting the jump at 6:10 a.m. (or 9:10 a.m.)   The same happens with the drop 
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at 10:10 p.m. More detailed studies, results not shown here, reveal two-interval-
delay prediction with two-step ahead prediction of Neural network A.   

However, by introducing time into the inputs, Neural network B can 
accurately detect the big jump at 6:10 a.m. (or 9:10 a.m.) and drop at 10:10 p.m. 
without time delay for one- and two-step ahead predictions.  As for one-step 
ahead prediction, the biggest difference between predicted and measured at 
6:10 a.m. (or 9:10 a.m.) and 10:10 p.m. is only 8.5 kg/h for Neural network B 
while up to 38.62 kg/h for Neural network A. Consequently MSE decreases from 
23.45 to 9.388 (Table 5) and maximum APE from 44.98% (Neural network A) 
to 12.65% (Neural network B). For two-step ahead prediction, even though 
forecast qualities decline for both as expected, Neural network B still shows 
superiority over Neural network A (see maximum APE 21.45% for Neural 
network B vs. 60.96% for Neural network A). Neural network B is much more 
efficient and effective than Neural network A in predicting the extremes of water 
evaporation rate.  

Table 5. Comparisons between Neural network A (only water evaporation rate as inputs) and 
Neural network B (water evaporation rate and a binary format of time as inputs) (Original 
publication II). 

Time step MSE 
(Mean Square Error) 

MAE 
(Mean Absolute Error) 

MAPE (%) 
(Mean Absolute 
Percentage Error) 

Neural network A (only water evaporation rate as inputs) 

 

One-step ahead 20.770 (training) 2.35 (training) 2.37 (training) 
23.446 (testing) 2.392 (testing) 2.298 (testing) 

    
Two-step ahead 46.275 (training)  3.6 (training) 3.7(training)  

56.424 (testing) 3.806 (testing) 3.71 (testing) 
 

Neural network  B (water evaporation rate and a binary format of time as inputs) 

 

One-step ahead 9.314 (training) 1.937 (training) 1.912 (training) 
9.388 (testing) 2.0389 (testing) 1.949 (testing) 

    
Two-step ahead 17.64 (training) 2.6 (training) 2.56 (training) 

20.49 (testing) 3.079 (testing) 2.96 (testing) 

Considering the fact that water evaporation rate fluctuates much more than 
indoor temperature and relative humidity during operating hours (revealed by 
measurements), the results of Neural network B are good with a one-step ahead 
prediction and acceptable with two-step ahead prediction. Neural network A 
gives unacceptable results during shifts between non-operating and operating. 
Strong overfitting (i.e. the error on the training set is very small, but when new 
data is presented to the network the error is large) is not observed from Neural 
network A and Neural network B for one- and two- ahead predictions, and the 
performance of Neural network B are very near between training and testing for 
one-step ahead prediction (Table 4), indicating that Neural network B is capable 
to generalize. 

Results also show that Neural network B performs excellent for non-operating 
hours (see Table 4 in II). Due to high fluctuation of water evaporation rate and 
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lack of occupant information, prediction accuracies in operating hours are in 
general worse than those in non-operating hours. But Neural network B are still 
able to achieve good forecasts for one-step ahead prediction and acceptable 
forecasts for two-step ahead predictions in operating hours (see Table 4 in II). 

4.4 Prediction of indoor temperature and relative humidity (VI) 

When using NNARX to construct ANN, only Ti(t-1) and Ti(t-2) were finally 
identified as significant for indoor temperature prediction while RHi(t-1), Ti(t-
2), To(t-2) and RHo(t-1) were significant for indoor relative humidity prediction 
(Ch. 3.2.1.2). 

When using the genetic algorithm to search optimal ANN models, the five best 
models were obtained after running 200 generations for indoor relative 
humidity (the best one is  RHi(t-1)RHi(t-2) RHi(t-3)RHi(t-5) with the number of 
hidden units=6) while the two best models for indoor temperature were 
obtained after 100 generations (the best one is Ti(t-1)Ti(t-3)Ti(t-5) with the 
number of hidden units=6) (Tables 1 and 2 in VI).  

Tables 6 and 7 show the comparisons of one-, two-, three- and four-step ahead 
indoor temperature and relative humidity predictions for NNARX and the 
genetic algorithm. 

Table 6. Performance comparison of indoor temperature prediction between networks (Original 
publication VI). 

Input signals One-step ahead 
prediction

Two-step ahead 
prediction

Three-step ahead 
prediction

Four-step 
ahead
prediction

Ti(t-1) ,Ti(t-2)
(NNARX)

Testing:
MSE=0.0062
MAE=0.048
Training:
MSE=0.0185
MAE=0.047

Testing:
MSE=0.0162
MAE=0.082

Testing:
MSE=0.0313
MAE=0.1138

Testing:
MSE=0.0533
MAE=0.1461

Ti(t-1),Ti(t-3), 
Ti(t-5)
(Genetic 
algorithm)

Testing:
MSE= 0.0080
MAE=0.056
Training:
MSE=0.023
MAE=0.0608

Testing:
MSE=0.029
MAE=0.110

Testing:
MSE=0.057
MAE=0.2137

Testing:
MSE=0.0909
MAE=0.250



58 

Table 7. Performance comparison of indoor relative humidity prediction between networks 
(Original publication VI). 

Input signals One-step ahead 
prediction 

Two-step ahead 
prediction 

Three-step ahead 
 prediction 

Four-step  
ahead 
 prediction 

RHi(t-1),Ti(t-2), 
To(t-2),RHo(t-1) 
(NNARX) 

Testing: 
MSE=0.239 
MAE=0.14 
Training: 
MSE=0.0805 
MAE=0.0974 
 
 
 

Testing: 
MSE=0.7331 
MAE=0.2568 

Testing: 
MSE=1.3309 
MAE=0.3562 

Testing: 
MSE=1.9242 
MAE=0.4445 

RHi(t-1),RHi(t-2),  
RHi(t-3),RHi(t-5) 
(Genetic algorithm) 

Testing: 
MSE= 0.1584 
MAE=0.1717 
Training: 
MSE=0.0446 
MAE=0.0624 
 
 

Testing: 
MSE=0.3617 
MAE=0.4262 

Testing: 
MSE=0.822 
MAE=0.7255 

Testing: 
MSE=1.5021M
AE=0.9996 

 
Indoor temperature predictions perform much better than those of indoor 
relative humidity. Theoretically, relative humidity is governed by the nonlinear 
diffusion equation while indoor temperature is governed by a linear diffusion 
equation, e.g. thermal conductivity is assumed to be constant or linear in almost 
all buildings while the moisture diffusivity coefficient is a highly nonlinear 
function of moisture or humidity contents for most materials. Indoor relative 
humidity is more difficult to predict. Both methods (i.e. NNARX and genetic 
algorithm) can provide four-step ahead indoor temperature predictions with 
great accuracies. However only with the genetic algorithm, a satisfactory 
accuracy for a two-step ahead indoor relative humidity prediction can be 
obtained because, after two-step ahead prediction, MAE is smaller than MSE, 
indicating that some errors are getting much greater than one (>1). These facts 
also indicate that the indoor relative humidity may be influenced by more 
factors than the indoor temperature. Indoor temperature predictions by both 
methods perform better in testing stage than in training stage, indicating that 
obtained networks are capable to generalize. The prediction intervals are 
displayed in Table 8. 

Table 8. Results for 95% prediction intervals (Original publication VI). 

Ti
(NNARX)

Ti
(Genetic algorithm)

RHi (NNARX) RHi
(Genetic algorithm)

The number of 
testing
Points

1228 1228 1118 1118

Average 
interval width 
(full)

0.5945 0.4797 1.8677 1.1844

The number of  
targets which 
don’t fall in the 
prediction 
interval

6 22 55 76
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Table 8 shows that both models for indoor temperature prediction possess very 
good prediction intervals, in which only few targets are not in intervals. On the 
other hand for indoor relative humidity prediction, many targets are out of 
prediction intervals. Probably this is because indoor humidity is more dynamic 
and uncertain as previously described.  

However, the exact binomial distribution shows that there will be probably 
(92.6% probability) 45-80 targets falling outside the prediction interval. 
Therefore, the prediction interval still works well for indoor relative humidity 
prediction. Moreover, these results also provide more evidence that the 
prediction of indoor relative humidity is more difficult as large prediction 
intervals were obtained when predicting indoor relative humidity. 

4.5 Prediction of space air exchange rates and CO2 generation 
rates (VII) 

Although the pressure difference between the return air vent and space was 
measured, there was no direct measurement available for airflow rate due to 
technical difficulties (Ch. 3.2.3). Therefore, an extra equilibrium analysis, Eq. 
(3), was adopted as a supplement tool to analyze results. Eq. (3) is used to 
estimate airflow rate (i.e. space air change rate) if an equilibrium of CO2 
concentration is reached. Fortunately, on 22.9.2008 and 13.10.2008, one 
person was present in the office for a long time which allowed reaching near-
equilibrium. On 22.9.2008, only one person worked in the office for nearly the 
whole afternoon (15:40–17:20) with a number of visitors for less-than-five 
minute visits. The measured indoor CO2 concentration is near constant (from 
488 ppm to 479 ppm). The average value, 481 ppm, was then taken as the 
equilibrium concentration value. The CO2 generation rate for this person was 
estimated as 0.0052 L/s based on his size. Similarly, the near-equilibrium was 
observed at an even longer period of 14:25–17:00 on 13.10.2008. Again the 
average value, 681 ppm, was used as the equilibrium concentration value. 
Tables 9 and 10 show the estimated space air change rates from the equilibrium 
analysis and MLE on 22.9.2008 and 13.10.2008 as well as comparisons with 
other days. 

On 22.9.2008, 23.9.2008 and 24.9.2008, all periods have close pressure 
differences, indicating the space air change rate is nearly constant. The results 
(Table 9) verifies this and the space air change rates estimated by MLE coincide 
with those from the equilibrium analysis. Table 10 shows similar results for 
13.10.2008 and 15.10.2008. 
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Table 9. Ventilation rates estimated from equilibrium analysis and MLE on 22.9.2008, 23.9.2008
and 24.9.2008 (Original publication VII). 

Date Method Ventilation rate 
(α1, ach)

Supply CO2

concentration
(α0 , ppm)

Pressure 
difference 
(Pa)a

22.9.2008
Equilibrium analysis 2.93 401b 58

MLE 2.92 401b 56

23.9.2008 MLE 2.94 378 56
24.9.2008 MLE 2.92 370 55

a This is average pressure difference between the room and return air vent for the estimated period 
b Supply CO2 concentration estimated by MLE 

Table 10. Ventilation rates estimated from equilibrium analysis and MLE on 13.10.2008 and 
15.10.2008 (Original publication VII) 

Date Method Ventilation rate 
(α1, ach)

Supply CO2

concentration
(α0 , ppm)

Pressure 
difference 
(Pa)

13.10.2008

Equilibrium 
analysis 0.77 378 92

MLE 0.74 378 91

15.10.2008 MLE 0.76 387 90

The four-step method the method described in Ch. 3.2.2.1 was employed to 
estimate the number of occupants, and then compared the results with records 
from diaries (Figure 19).  

Figure 19. The estimated and recorded numbers of occupants vs. measured indoor CO2
concentrations on: (a) 22.9.2008, (b) 23.9.2008 and (c) 24.9.2008 (Original publication VII). 

A significant change on indoor CO2 concentrations does not necessarily mean a 
change of the number of occupants. For example, on 23.9.2008, one significant 
change from 461 ppm to 484.2 ppm was observed, which seemed to be 
associated with the change of occupants. However, using the developed model, 
the number of the occupants was found to be the same as before. An informal 
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request from the person revealed that he actually did a little excise so as to 
alleviate the tiredness from the long-time work. Human activity has significant 
impact on CO2 generation rate, and sometimes misleads judgments on the 
number of occupants. The developed model can correctly estimate the number 
of the occupants in such complicated case. 

4.6 Prediction of supply air temperature efficiency for run-around 
heat recovery systems (VIII) 

Tuned signature powers (by observing the nearness of two supply air 
temperature curves for Sites A, B and D and by comparing the sum of the square 
difference between two curves for Site C) are listed in Table 11 (Ch. 3.2.4). Table 
11 also shows the performance of the estimated supply air temperature 
increment for sites A, B, C and D. The estimation accuracy of supply air 
temperature increment is very good for all the sites.  

Figure 20 shows an example of how to use tuning algorithm to search the 
correct signature power α from Groups A and B (Site B).  

Figure 20. Supply air temperature efficiency curves for Site B (airflow rate range: 20% to 100% 
of design air flow rate) (a) α (signature power) = 0.3. (b) α (signature power) = 0.39. 
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When α is set as 0.3,   the supply air temperature efficiency curves generated by 
Groups A (the base ventilation rate) and B (the design ventilation rate) have 
clear differences. When α is tuned to 0.39, supply air temperature efficiency 
curves from Groups A and B are very close. Thus the correct signature power 
should be around 0.39. Although signature power is determined by Groups A 
and B, the curve from Group C is nearer to those from Groups A and B when 
signature power is tuned (Figure 20 (b)). This indicates the correct signature 
power should give similar supply air temperature efficiency curves regardless of 
airflow rate. Similar results can be seen from other sites. For examples, the 
maximum mean of the sum of the square difference between two supply air 

temperature efficiency curves (i.e. ) among all groups is: 1.3e-05 

(Site A, α=0.4), 5.8e-06 (Site B, α=0.39), 7.3e-07 (Site C, α=0.69) and 1.9e-05 
(Site D, α=0.67). 

Table 11. Tuned signature powers (α) and corresponding performance of supply air temperature 
increment for sites (Original publication VIII). 

Site A*
(α=0.4)
(Group C)

Site B*
(α=0.39)
(Group C)

Site C**
(α=0.69)
(Groups A 
and B, 
unseen 
data) 

Site D*
(α=0.67)
(Group C)

MSE (Mean square error) 0.189 0.15 0.12 0.09
MAE (Mean Absolute Error) 0.33 0.28 0.26 0.24
MAPE (%) (Mean Absolute  Percentage 
Error)

4.6 3.82 6.65 2.11

R2 (Coefficient of Determination) 0.983 0.982 0.93 0.97
*Group C was used as testing. The linear equation of supply air temperature increment, Eq. (19), was obtained 
from Groups A and B.  
** unseen data (about 4000 samples) of Groups A and B were used as testing. The linear equation of supply 
air temperature increment, Eq. (19), was obtained from Groups A and B.

As can be seen in Figs. 20, no matter what signature power is used, two supply 
air temperature efficiency curves from Group A and the whole measurement are 
always very close. The reason is that measurement data are dominated by Group 
A for Site B (88% for Site B, similar case for Site A, about 77%, see Fig. 3 in VIII). 
Thus, the signature power obtained from the whole measurement (using the 
least squares to find α in Eq. (19)) is biased and must be tuned. Ideally two 
groups should have two very different ventilation rates. In this way, a small 
deviation from the correct signature power could give an obvious difference 
between two supply air temperature efficiency curves so that the signature 
power can be approximated by tuning and observation. Otherwise manual 
tuning would be difficult.  

The inversely proportional relationship between supply air temperature 
efficiency and a power of airflow rate (Eq. (17)) was also used to directly estimate 
supply air temperature efficiency in this research. The accuracy is reasonable 
(using the least squares to search optimal power α  and factor k), for example,  
R2 is about 0.88 for sites A and B (sites C and D are CAV systems) although the 
newly developed physical law in this study (Eq. (19)) can improve accuracy (R2 
are about 0.93 for sites A and B). Because Eq. (18) is a one-dimensional model 
(airflow rate is only variable) and in practice there lacks information on airflow 
rate even for a demanded-control system, multiple results are unavoidable. 
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Most importantly, Eq. (19) shows maximum temperature difference has the 
same impact on supply air temperature increment as a power (α) of airflow rate 
does. Hence, as a 2-dimentional model, the new physical law (Eq.(19)) takes 
advantage of sufficient information of the maximum temperature difference to 
compensate for the lack of information of airflow rate in order to find the “exact” 
signature power. The new physical law is more applicable than one-dimensional 
model, i.e. Eq. (17) 

4.7 Accuracy improvement of building simulation (V) 

The results of Hybrid model A are given in Table 12 and Figure 21 (Ch. 3.3) 

Table 12. Performance for the hybrid model (Combination of numerical model and neural network) 
and numerical models (Original publication V). 

Numerical model of 
Hybrid model A and 
Hybrid model B

Testing numerical 
model

Hybrid model A

MSE (Mean Square Error) 4.98 0.97 0.43
MAE (Mean Absolute 
Error)

2.03 0.77 0.5

MAPE (%) (Mean Absolute 
Percentage Error)

8.66 3.4 2.2

IA (Index of Agreement) 0.95
R2 (Coefficient of 
Determination)

0.87

Figure 21. Comparisons of measured indoor temperature and simulated temperatures by the 
testing numerical model, the numerical model of Hybrid model A and Hybrid model B, and Hybrid 
model A (Original publication V). 

Due to the inclusion of internal gains (i.e. lighting and supply air fan), the 
accuracy is improved greatly by the testing numerical model in comparison to 
the numerical model of Hybrid model A or Hybrid model B.  A further 
improvement is achieved by Hybrid model A by decreasing the maximum APE 
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from 11.5% (the testing numerical model) to 6.5% (the hybrid numerical-ANN 
model).   

Performance gaps between operating hours and non-operating hours are 
much larger in the numerical model than in Hybrid model A, indicating the 
ANN (in Hybrid model A) effectively captures errors that are related to 
operating hours such as lighting, people, solar radiation through exterior walls 
and roof, and others (see Table 3 in V). Some errors from the numerical model 
cannot be removed by the ANN even if in non-operating hours because there is 
no lighting, people, solar radiation through exterior walls and roof, equipment 
etc. These errors may be due to algorithms, assumptions, and the simplified 
physical process (Malkawi and Augenbroe 2003). Nevertheless the accuracy is 
much improved during non-operating hours, where the biggest difference 
between the simulated indoor temperature (by  Hybrid model A) and the 
measured one is only 1.2 oC (4.2 oC for the numerical model of Hybrid model A 
or Hybrid model B, and 2.4 oC for the testing numerical model). 

Error analysis for the numerical model is extremely difficult and requires 
expertise in the fields of building systems, building physics, simulation 
techniques, validation techniques, uncertainty analysis techniques, statistics, 
and probability theory.  As can be seen in Figure 21, the simulated indoor 
temperatures from the numerical model of Hybrid model A or Hybrid model B, 
and the testing numerical model are obviously declining during non-operating 
hours from 16.8.2007 to 19.8, 2007 due to decreasing outdoor temperature.  But 
the measured data set does not behave in the same fashion. During non-
operating hours (22:00 p.m. – 9 a.m.) from 18.8.2007 to 19.8.2007, the 
measured temperature is actually higher than the one from 17.8.2007 to 
18.8.2007, leading to worse numerical results (i.e. the numerical model of 
Hybrid model A or Hybrid model B: MAE=2.7 and MSE=7.6, 22:00 18.8.2007 
– 8:40 19.8.2007. The testing numerical model: MAE=1.44 and MSE=2.1, 
22:00 18.8.2007 – 8:40 19.8.2007). The physical explanation for such a 
phenomenon is difficult to make because the internal heat gains, e.g. occupants, 
lighting, solar radiation through exterior walls and roof, are very small and can 
be ignored during non-operating hours. However, the result from Hybrid model 
A basically follows the trend of measurement, giving MAE =0.53 and MSE 
=0.43 (22:00 18.8.2007 – 8:40 19.8.2007). The performance does not change 
much (see Table 3 in V). This strongly indicates the ability of ANN to handle 
highly nonlinear problems with uncertainties.  

The results of Hybrid model B for a part of operating hour data (9 – 12 a.m.) 
are given in Table 13.  
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Table 13. Performance of the hybrid model (Combination of numerical model and neural network, 
trained by data only from non-operating hours) for a part of operating hours (9 a.m. – 12 a.m.) vs. 
numerical models (Original publication V).  

Numerical model of 
Hybrid model A and 
Hybrid model B

Testing numerical 
model

Hybrid model B

MSE (Mean square error) 3.77 0.57 0.28

MAE (Mean Absolute 
Error)

1.8 0.59 0.4

MAPE (%) (Mean 
Absolute Percentage 
Error)

8.67 2.85 1.95

IA (Index of Agreement) 0.95

R2 (Coefficient of 
Determination)

0.87

The ANN of Hybrid model B was built from non-operating hours but its 
performance for operating hours (9-12 a.m.) are even better than those for non-
operating hours for Hybrid model A. This reveals one very important fact that 
the hybrid numerical-ANN model can realize the generalization for a building 
parameter, which is constant in operation, with enhanced accuracy in 
comparison to a numerical model. Such building parameter cannot be 
generalized by ANN alone. In this study, Hybrid model B first models the 
influence of ventilation rate on indoor temperature in the numerical model (the 
second term on the right of Eq. (20)), and then uses the output of the numerical 
model (i.e. simulated indoor temperature) as the only input for the ANN. Unlike 
ventilation rate (constant in non-operating hours), the output of the numerical 
model is ranging from 15 oC to 23 oC in non-operating hours, implying that the 
ANN can possibly generalize about the output of the numerical model.  As for a 
new ventilation rate value, its impact is reflected in the output of the numerical 
model. Due to the generalization for the output of the numerical model, the 
exact indoor temperature can be predicted by the ANN. 
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5. General Discussion 

The principle aim of this study is to improve the energy efficiency of buildings 
through modeling, simulation and control approaches. Four sub-objectives 
corresponding to the three methodological perspectives were previously 
presented in Ch. 2.5. The following discussion follows along the same lines. 
Finally, the main contributions of the study are discussed. A summary of the 
novelty values of this dissertation work is presented in Table 14.  

5.1 Data centers in Finland 

Cold weather gives data centers more free cooling in Finland, resulting in low 
and satisfactory PUE. The study (I) indicates that the indoor air management of 
data center is not optimized, for example, cold air is oversupplied in data 
centers, not only in this study but also in other data centers investigated in 
Finland. This also hints that, through improving air management, it is possible 
to get more energy savings from CRAC fans than from compressors due to the 
cold weather conditions in Finland (e.g. using DCV). Another big issue is that 
waste heat recovery systems are commonly lacking in Finnish data centers. 

There are two common ways to reuse waste heat. One is to supply waste heat 
to local buildings. This method is relatively simple and does not create a high 
demand for supply water temperature. However, the disadvantage is that waste 
heat cannot be completely used in summer. It is technically difficult to store 
waste heat from the summer for use during the winter. This problem can be 
partially solved by supplying more buildings, but it makes piping more 
expensive. The other solution is to sell heat to energy companies, i.e. joining the 
district heating network. The advantage is that waste heat can be reused totally, 
but the disadvantage is that energy companies often have restrictions on supply 
water temperature (e.g. 60+ oC for supply water temperature in Finland), which 
could reduce the efficiency of compressors. There may also exist an ideal 
solution to combine both approaches, e.g. selling waste heat to the energy 
company in summer and providing heat to local buildings for the rest of the time 
to utilize waste heat efficiently. Therefore it is still challenging to choose a 
proper method for reusing waste heat from data centers. 

5.2 Predictive modeling 

ANN is a powerful “black box” model and is very efficient at forecasting and 
predicting a building parameter where the governing equation is not available 
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and relevant information is lacking. For example, although occupants have 
great impact on the water evaporation rate, it is too complex to model physically. 
However ANN is capable of forecasting the water evaporation rate in a 
swimming hall without exact information about the occupants (II). This 
capability is also manifested in predicting indoor humidity using only outdoor 
and indoor humidity as inputs in a machine room with complicated thermal 
situations (VI).  

However, if the governing equation is well-defined, regression sometimes 
performs better in predictive modeling than ANN does. For example, 
Publication (VIII) suggests a linear relationship between the supply air 
temperature increment (across the supply air heat exchanger in the air supply 
duct) and the maximum temperature difference (between exhaust and supply 
airstreams) divided by a power of the supply airflow rate in run-around heat 
recovery systems. This relationship is designed by linear regression to be able 
to predict the supply air temperature efficiency for CAV systems with two 
ventilation rates and also for demand-controlled ventilation systems. Excellent 
results (Table 11 and Ch. 4.6) were obtained when testing this relationship. In a 
similar fashion, ANN has been used to predict the supply air temperature 
increment using the supply airflow rate and the maximum temperature 
difference as inputs to estimate supply air temperature efficiency for Sites A and 
B, which are both demand-controlled systems (not a part of this dissertation 
work). Unfortunately, the performance was unsatisfactory for the ranges of 
airflow rate that are not in the measurement data, e.g. estimated supply air 
temperature efficiency jumped to near 100%, which is unrealistic. The reason is 
that even a demand-controlled ventilation system cannot normally give 
adequate information on the supply airflow rate to allow ANN to make 
generalization. Regression, on the other hand, utilizes this relationship as well 
as the fact that (1) the information on maximum temperature difference is often 
adequate and (2) the maximum temperature difference has the same impact on 
supply air temperature increment as the power of airflow rate (VIII). 

5.3 DCV control strategies  

In Finland, fans in ventilation systems are normally equipped with a frequency 
inverter, but run mostly in a two speed model (one ventilation rate for daytime 
and another one for nighttime). This provides an opportunity for a DCV strategy 
similar to the one developed in (III and IV) to optimize the system.  

Even though the novel DCV control strategy (III and IV) would seem to be very 
different from PID, they share some common features. The both offer two-
dimensional capability for modeling both temporal and quantity results, which 
is significantly different from proportional control. They can be referred to as a 
2-dimensional (2D) DCV model. Proportional control adjusts ventilation rates 
based only on the indoor CO2 concentration and thus it is a one-dimensional 
(1D) DCV model. The novel DCV control strategy improves the calculation based 
upon the indoor CO2 concentration, the quantity difference in the time 
dimension, i.e. the difference between indoor CO2 concentration and CO2 set 
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point in the training (or pseudo training) remaining time, and the quantity 
change rate related to the CO2 generation rate.  In a similar fashion, PID control 
determines the ventilation rate based on the difference between the indoor CO2 
concentration and the CO2 set point, the quantity accumulation in time 
dimension i.e. integral term, and the quantity change rate i.e. derivative term 
(Eq. (5)). Compared with one-dimensional DCV proportional control, the two-
dimensional control strategies have obvious advantages in their quick response 
to indoor CO2 changes and reducing the difference between indoor CO2 and CO2 
set points. 

5.4 Hybrid numerical-ANN model  

In the case of unheated and uncooled indoor temperature simulation, the 
estimated indoor temperature of the numerical model can be considered as a 
historical value of (true) indoor temperature (Ch. 3.3). They (the estimated 
indoor temperature from a numerical model and the measured one) are linked 
by the physical governing equation of indoor temperature (Eq. (20)). This is the 
reason why the estimated indoor temperature of numerical model can be used 
as input to predict measured indoor temperature by ANN in hybrid numerical-
ANN model (e.g. Hybrid model A and Hybrid model B). Therefore, the key to 
(1) successfully calibrating a numerical model by ANN and (2) enhancing the 
generalization of ANN is the numerical model which must be physically correct. 
Assumptions, simplifications of the physical process, and discretization must be 
carefully considered. Material properties and types must be correctly selected. 
It is important to point out that, in order to study a parameter (i.e. 
generalization), its impacts on the output must be modeled correctly by the 
numerical model. Using unheated and uncooled indoor air temperature 
simulation as an example in studying the ventilation rate, its (ventilation rate) 
impacts include: (1) adding or removing heat to/from the indoors by the 
outdoor air and (2) adding heat to the indoors by the supply air fan. The first 
impact is significant, and it must be considered and modelled as accurately as 
possible in the numerical model. The second part is less significant and can be 
ignored. However if the first part is not modelled in the numerical model but is 
included in the ANN model by adding the ventilation rate as input, the accuracy 
may be increased but the generalization may be lost, particularly for a CAV 
system, which cannot provide adequate ventilation rate information for this 
purpose. 

5.5 New contributions of the study 

This thesis presents a multidisciplinary and wide-ranging modeling 
methodology and novel control approaches for enabling new possibilities for 
improving both simulation accuracy and the energy efficiency of building 
systems. Specifically, data centers and DCV were the focus because they 
represent “multifunctional buildings” and require a more general control 
strategy applied to both energy and indoor environmental issues. The study is 
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not limited to conventional outdoor air systems but also includes the air delivery 
systems of data centers. It is the first systematic and complete case study of a 
data center in Finland where the infrastructure, energy and air management 
performance, and waste heat recovery system of a data center were investigated, 
quantified and discussed. Particularly, long term power consumption 
measurement data (one year) make the investigation and energy end use 
breakdown more convincing compared with existing research studies that 
contain only short term power measurement data. Potential of waste heat reuse 
was quantified with the help of energy end use breakdown analysis, which is 
generally lacking in existing researches on data center. Several technical gaps 
are filled: 
 

A novel DCV control strategy was developed to achieve the same 
performance as PID does. Compared with earlier DCV methods, the 
novel DCV control strategy is much easier to implement, does not need 
tuning and it is universal. It is particularly suitable for system 
retrofitting.   In addition, a 2-dimensional new theory was recognized 
first time, that is, an effective DCV should adjust ventilation rate in time 
and quantity (e.g. CO2 concentration) dimensions. This provides a 
guideline for developing effective DCV control strategy. 
For the first time, ANN was applied to forecast the water evaporation 
rate for indoor swimming pools without the knowledge of occupant 
information. Most existing studies concentrate on developing empirical 
equations derived from experiments to estimate the water evaporation 
rate for indoor swimming pools. These equations are for the purposes of 
sizing the air conditioning equipment as well as energy consumption 
calculations (not for control). They cannot be easily applied to occupied 
swimming pools because occupant influences on water evaporation rate 
are significant, quite random, and very difficult to estimate.  
An innovative hybrid numerical-neural-network framework was 
developed to maximize the benefits of both the numerical model and 
ANN so that (1) the accuracy of the numerical model is enhanced by ANN 
without error analysis (e.g. building audit, survey, documentation, 
specification and so on), which greatly simplifies the calibration process; 
(2) the generalizability of ANN is improved by the numerical model (e.g. 
building parameters, constant in practice, can be analyzed). To the best 
of our knowledge, this is the first study to apply this hybrid framework 
in building simulation.  
A new field measurement based physical law for run-around heat 
recovery systems was proposed by suggesting that a simple linear 
relationship can be set up between the supply air temperature increment 
across the supply air heat exchanger in the air supply duct and a 
parameter. This parameter is equal to the temperature difference 
between the exhaust and supply airstreams divided by a power (i.e. 
signature power) of supply airflow rate. Most relevant research focus on 
either the numerical model, which is computationally intensive, or ANN, 
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whose training data are either  generated from laboratory experiment or 
a numerical model in order to achieve better generalization. Laboratory 
experimentation is difficult, costly, and does not accurately represent 
the actual conditions. Field measurement based studies for run-around 
heat recovery systems, which can show the actual behavior of a run-
around heat recovery system, are lacking in the literature. The new 
physical law will likely be valuable to industry. For example, if 
manufacturers can provide the system characteristic value proposed by 
the new physical law (i.e. signature power) with their products, 
performance assessment will become very easy, even for CAV systems 
with only one ventilation rate for the run-around heat recovery systems. 

 
Some improvements were made to existing techniques and research: 
 

The prediction interval was first introduced for the prediction of indoor 
temperature and humidity by ANN for uncertainty analysis.  
Transient detection algorithm and equilibrium analysis were coupled to 
detect the number of occupants.  
The Maximum Likelihood Estimation were combined with the power 
law relationship for openings to determine time varying space air change 
rates. 

 
A summary of major findings and novelty values of this thesis work is presented 
in Table 14. 
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Table 14. A summary of the novelty values of the research works. 

Paper Finding Novelty value
I inlet conditions (racks) were all within the 

ASHRAE recommended or allowable 
ranges
notable recirculation air was not observed
bypass air existed
the total power consumption of CRAC 
fans was close to the chiller
PUE between 1.2 and 1.5 depending on 
whether free cooling was on or not
waste heat recovery system was lacking

the first systematic and complete case 
study of a data center in Finland
long term measurements for IT and 
facility powers (one year)
quantification of air management and  
waste heat reuse

II the inclusion of indoor temperature and 
indoor relative humidity (in the return 
duct) in inputs did not improve the 
accuracy of ANN
using only water evaporation rate as ANN 
inputs gave unacceptable results during 
shifts between non-operating and 
operating hours
the best performance came from the ANN 
model with water evaporation rate and the 
dichotomized time variable in binary 
format as inputs
strong overfitting was not observed for all 
ANN models

first ANN model for forecasting of the
water evaporation rate in indoor 
swimming halls

III, IV CO2 mass balance equation  (Eq. (8)) can 
offer great help for developing effective 
DCV algorithms
for the case of unscheduled opening 
hours, settings (e.g. the lengths of  the 
pseudo training session and pseudo 
break) affect fan energy consumption for 
the developed novel DCV

a novel, physically based (CO2 mass 
balance equation)  and tuning free 
DCV model, which is as effective as 
PID
identification of 2-dimensional new 
theory for effective DCV strategy

V ANN can calibrate the numerical model 
without error analysis
the numerical model can improve the 
generalizability of ANN
the numerical model can be simplified in 
a hybrid numerical-neural-network model
The output from a numerical model can 
be considered as historical value of the 
true result

innovative hybrid numerical-neural-
network model for building simulation, 
where the numerical model serves as 
an estimator and ANN acts as a 
calibrator

VI it is more difficult to predict indoor 
humidity than indoor temperature for ANN
ANN models constructed by both NNARX 
and the genetic algorithm perform better 
in testing than in training for predicting 
indoor temperature

prediction intervals for the predictions 
of indoor temperature and humidity

VII the power law relationship for openings 
can assist in predicting space air change 
rate for time-varying ventilation system
A significant change on indoor CO2

concentrations does not necessarily 
indicate a change of the number of 
occupants

new MLE model for predicting 
constant and time-varying space air 
change rates
the coupled model by  transient 
detection algorithm and equilibrium 
analysis for detecting the number of 
occupants in offices

VIII one-dimensional model (Eq. (17)) leads to 
multiple solutions for predicting supply air 
temperature efficiency 
ANN often results in unrealistic results for 
unseen range of airflow rates when 
predicting supply air temperature 
efficiency
supply air temperature efficiency curves 
generated by different groups of data are 
close for the correct signature power 

new physical law for supply air 
temperature increment (Eq. (18))
tuning algorithm for determining 
signature power 
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6.  Conclusions and further research 

This thesis is composed of several studies which address and discuss issues, 
methods, algorithms, and possibilities for improving system performance and 
the accuracy of simulation in buildings. The details, overview, and contributions 
of these studies are well presented in original papers and summarized in this 
thesis. From these studies, some implications can be stated as follows: 

 
Data centers cover almost all issues of buildings, such as indoor 
environment control, cooling, air movement management, smart 
control, sustainability, and waste heat reuse. Due to the situation with 
data centers and weather conditions in Finland, there is an urgent need 
to reuse waste heat from data centers to benefit other buildings, 
particularly in winter 
ANN is excellent at sorting out complex patterns from measurement 
data with limited knowledge. This feature makes ANN very powerful in 
forecasting and predicting not only the behavior of dynamic systems but 
also that of static systems.  It is also easy to implement ANN. Generally 
we just need to decide on the inputs for an ANN. 
If the governing equation is well-established, regression can achieve 
better generalization in predictive modeling than ANN. 
An efficient DCV algorithm should have the capability of updating 
ventilation rates based on time and quantity dimensions, referred to as 
the 2-dimensional DCV model.  The one-dimensional DCV model (i.e. 
updates results based on the quantity dimension, such as proportional 
control) often over-ventilates the space.  
Finally, methodologically, each of physical, data-driven and their 
combined models has advantages in certain applications. Each of these 
models has advantages in certain flow categories and application limits. 
Hybridization of different modeling techniques shows promise for
handling various types of uncertainty in complex building systems.  

 
More research is clearly needed.  One issue for future research is to find a better 
way to account for occupant impacts on the water evaporation rate for ANN. 
CO2 is a good indicator of occupant number and activity. However, evaporation 
may not be in direct proportion to CO2 concentration because an occupant could 
be a spectator, thus making no or little contribution to evaporation. It is also 
important in the future to extend the novel CO2-based DCV developed in (III) 
and (IV) to other types of DCVs, such as humidity- and non-occupant-related-
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pollutant-based DCVs. The prediction interval will be further applied in the 
hybrid numerical-neural-network model (V) for uncertainty analysis so that the 
hybrid-neural-network model can give not only point estimate but also interval 
estimate. The concept of a “green data center” will be another important issue 
of future research.  This includes issues of smart cooling control, using waste 
heat effectively, and utilizing natural resources (e.g. solar or wind) to generate 
electricity.  
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