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I. INTRODUCTION
 

This paper is concerned with the computer implemen­
tation of both continuous and discrete gradient methods
 
for adjusting the pafameters of a dynamic system so as to
 
match a specified response function as closely as possi­
ble. While the basic theory of parameter optl ization by
 

gradient descent has been known for some time, the lim­
itations and convergence properties of particular methods
 
of computer implementation are not yet well understood.
 
This paper is intended to be a contribution toward obtain­
ing a better understanding of these problems.
 

Continuoind parameter optimization is an appealing
 
concept and a number of "adaptive control" schemes have
 
been based on it. The first part of this paper reviews
 

the formulation of a continuous steepest descent algorithm
 
and discusses its difficulties. Computer results relating
 
to the nature of the gradient and the dependence of the
 
path in parameter space on adjustment gain are given.
 

The second part of the paper reviews briefly sev-

eral discrete gradient optimization techniques. An algo­
rithm for automatic adjustment of -step size for gradient
 

descent is presented. The stability and convergence prop­
erties of first and second order iteration schemes are
 
compared and some new results are presented in the form
 

of a convergence theor!m. The application of discrete
 
parameter optimizatiot methods to a nonlinear dynamic ­
system is-illustrated with an excrmple, 
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The final section of the paper presents a formula­
tion of a hybrid computational strategy for parameter
 
optimization which includes the best features of both the
 
analog and digital computer solutions.
 

2. CONTINUOUS PARAMETER OPTIMIZATION
 

We consider continuous dynamic systems described by
 

where y is an n-vector representing the state of the
 
system and p is an m-vector representing the parameters
 
to be optimized, including initial conditions. The param­
eter optimization problem under consideration is that of
 
selecting p in such a way that the solution of Eq. (i)
 
approximates a given function, yd(t), as closely as pos­
sible0 The particular criterion function to be used as
 
a basis for parameter adjustment in this paper is given­
by
 

-)= Ty(t;p) - yd (t)]2 dt (2)
 
0
 

Gradient methods of optimization are based upon 
adjustment of parameterS. utilizing the local gradient 
vector. That is, a parameter change vector, 4, is com­
puted according to the rule
 

where K is a positive definite matrix and 7$ is the
 
column vector
 

70(p) = p 9 .. 80 Te-1 )
LI, 2 

Following the i-th such calculation, the value of the
 
parameter vector is given by
 

-(1+1) pi_-Ci) 

p + ()p 

The convergence properties of several iteration schemes
 
of this type are discuised in Section 3 of this paper.
 

Consider now the case where continuous.'parameter
 
adjustment is desired. it- is clear that the criterion
 
function defined by Eq. (2) cannot be used directly since
 
it leads to an iterative adjustmbnt algorithm. 'Let us
 
therefore define an instantaneoUs performance cr 4+-nrnn 
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f = Pdat [y(t;j(t))- Yd(t)) 2 (6) 

Unfortunately, f is a functional in 
 p(t) rather than an
 
ordinary function. Consequently, the gradient vector,
 
7j(p), does not exist unless p(t) is a constant. But
 
this contradicts the original objective of the formula­
tion, namely, to adjust p continuously as a function of
 
time. Two different approaches to the resolution of this
 
dilemma have been taken. If the desired output isa vector
 
of derivatives, yd(t), with dimension equal to the order
 
of the system to be optimized, then Eq. (i) may be used
 
to derive a criterion function which is 
a simple function
 
of p even when varies with time. Specifically, if
 

fG )
a F2( ,tP) (7)
 

then the gradient
 

fe() =2F- (8)

e P6
 

exists and may be used to find a minimizing value for
 
by making use of the adjustment algorithm
 

p - k 7fe (9) 

This method, sometimes called the "equation error method"
 
has been used by Graupe (1), Ornstein (2), and others in
 
connection with identification problems.


While the equation error method avoids the diffi­
culty associated with Eq. (6), computer implementation of
 
the method requires that desired values for all of the
 
system state variables be available. An alternate for­
mulation, based on the work of Whitaker (3) and Margolis
 
(4) does not require complete :specification of the desir­
ed state, out leads only to an approximate gradient meth­
od. The degree of approximation is related to the rate 
of change of adjustment of the parameters as compared to 
the natural frequencies of both t e system and the input 
process. The remainder of this paper is restricted to 
the latter formulation; i.e., to circumstances where Yd 
is a scalar function. While the basic technique to be
 
described for continuous parameter adjustment is not new,
 
the results pertaining to thq dynamic properties of the
 
parameter adjustment process have not been previously
 
published.
 

2.3 The Approximate Gradient Method.
 

The performance criterion Eq. (7) requires complete
 
knowledge of the desired state. 
 Let us consider instead
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the criterion
 

f£ (e + q e +. + q-1 e)p.
C l 02 cp
C+q p-
1 


where p < n , n is the order of the system, ard 

-
d(i ) d(i-I ) d
eci i di - dt - d C11) 

When yd(t) is given as a scalar function, error deriv­
atives must be obtained by analog computer differentia­
tion. In many practical situations it is possible to
 
choose all the qi . 0 , so that only the system output
 
(or zero-state) is required. The quantity e. represents
 
"output error" and parameter optimization based on Eq.
 
(1O)may be called the "output error method".
 

Let us choose
 

= ( q e )2 (12) 
c cI C2 

Then, if the parameters are constant, the components of
 
the gradient are given by
 

at 
C q( etqe g2(el)
ecl+ q e) (13)
 

i = 1,2, -°"m 

Using the definition of ecl and ec 2 from Eq. (ii) and
 
since Yd is independent of the parameters, Eq. (13) can
 
be written as
 

+ q- 2(e + q e ) (Y Y (14 

op cl C2 w-i( 1 2
 

i = 1,2, -- m 

where yl and y2 represent the system output and its
 
first derivative respectively. Let us denote the influ­
ence coefficients by the letter u so that
 

U_. - y (15)
 

The influence coefficients can be obtained by differen­
tiation of the system Eq. (i) with respect to the appro­
late parameters and solving the resulting differential
 
equation in uij (the "sensitivity equation") (5). Analog
 

computer circuits can be used tfor the simultaneous eval­
uation of the uij and the yi .
 

Now, if the parameters are adjusted, Yj becomes a
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functional and the byi/aPj do not exist in the ordinary
 

sense. Let us assume, however, that in a given solution
 

interval, the variatioo is sufficiently slow so that pj
 

can be assumed constant. Then, a continuous gradient,
 

method is based on
 
ar _ (16)


i=" k api
 

However, analog computer circuits based on Eq. (16) are in
 

fact mechanizations of
 

= - k gi( c , ) (17) 

where the vector G C01, 02, "' n) is an approxima­

tion to fc which approaches -ffc as k - 0 The 
u1J which enter into the calculation of the gi can be
 

considered subsidiary variables ,which equal the desired
 

sensitivity coefficients when p = 0 •
 
An analog computer implementation of the approximate
 

gradient method (the output error method) is shown in Fig.
 

1 for q . 0 in Eq. (12). This figure illustrates the
 

application of the method to an identification problem.
 

As long as the switch S is open, the parameters are
 
7
constant and C . c . Consequently, the nature of the
 

gradient can be studied in the open-loop case. Then, the
 

8witgh Gan bo Cl§od for cxamination of the fatual param­
eter adjustment path.
 

2.2 The Nature of the Criterion Surface
 

Let 
01 (Y-1 dl ) 2 (8
e l 


and define the parameter offsets 6pi by
 

;(19) 

o)
 
where p. repremts the assumed initial values of The 

parameters and pi the values which minimize f.
 

Then, if the loop is open, we can expand fo as follows:
 
m be 
 1 2 2 

6p, (20)
 
1=1
 

f (t) -e p. O(p 


If the 6p. are sufficiently small, second and higher
 

order terms may be-neglected and
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rcec(p + 
ITI l pi-]
 
i-1
 

Consequently, contours of constant fc(t) =C , at any 

time tj , can be found from 
m 1 

3 u 1 i(t ) 6pi = + CH- e (p(0) t.) (2z) 

i=2 

This equation represents two parallel lines in the mil 
dimensional space of the parameters and criterion func­
tion. If only 2 parameters pj and p2 are present, it 
is possible to obtain a simple geometrical Interpretation 
of this equation as shown :n Fig . 2. It can be seen that 
the instantaneous criterion function surface is a parabol­
ic trough, where the initial and final parameter values 

are indicated. The contour lines in the Pl - P2 plane 
are straight lines, while tie intersection of the trouUh 

with the fc - P. planies results in the familiar quad­
ratic shape. It should be noted that Fig. 2 represents 
an instantaneous situation. As the ulj and ce change 
with time, the trough moves iA such a way that its min­
imum still crosses the desired final point (6). 

2.3 The Gradient Vector
 

Consinerable insight into the nature of the adjust­
ment process is gained if the gradient (with S open, of
 
course, is evaluated with a sinusoidal input. The gra­
dient is given by
 

e
7f = 2Lec '' c "12 1 (23). -c u 1 

Consider, for example, a desired response function
 
obtained from 

relation 

a second order system described by the 

yd = Ad dd = ydo (24) 

where 

A 
dt 

rr03­
-a2 -ail d a a x I 

and the coefficients a,, a2 , a3, a 4 are constants. The 

signal x(t) is the input to the process. it is desired 
to optimize the parameters al to a4 , of a model de­
ecribed by. 

y - Ay + Bx , Y(0) = Yo (25) 
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where 

using the criterion function of Eq. (18). The locus of 
the gradient vector can be plotted using the computer in 
the parameter plane defined by any two of the parameters.
 
To further simplify the visualization of the results, let
 
Ydo - yo and Ad = A so that the differences between
 
Yd and y are due entirely to differences between Dd
 
and B. To compute the gradient (as defined by Eq. (23)
 
the sensitivity coefficients u 3 = ay/a and =3 u4 

by/vY4 will be required. These coefficients are obtained
 
from computer solution of two subsidiary equations, de­
rived from differentiation of Eq. (25) with respect to U 3
 
and e4 respectively. The sensitivity equations for this
 
case are
 

3 3U Au q 26 
ou
Li Au. CC4 x "(26)
 

where
 

C ol IC [0 0
3 LI 02 4Lo 14 

G u3]-
FP U4 
3 3 

Suostitution of the solution of Eq. (26) into Eq. (23) 
yields the instantaneous values of the gradient vector. 
Typical results are shown in Fig. 3, where x(t) as a 
sinusoid with a frequency of 1 rad/sec. Since the adjust­
ment loop is open. The parameters remain constant, but the 
sensitivity coefficaents and the matching error varye c 
with time, csultinoan the Lissajous-like contours in the 
figure. Since for sinusoidal inputs and linear systems
 
both yd and y are sinusoicdal, tlh error e_ is also 
sinusoidal and becomes zero every half-cycle. From an 
examination of this figure, il is clear that if it is
 
attempted to adjust parametbrs with a velocity propor­
tional to the oradient, the motion will be oscillatory
 
and may instantaneously point in an erroneous dilrection.
 

2.4 Paths of Parameter Adjustment
 

The dependence of the parameter adjustment pith oi
 



COMPUTING METHODS INOPTIMIZATION PROBLEMS 

[1.6,
 

L2 TRIAL POit0t-7 

CIA 

_8.0c 

'
01 1 0C 
40 - 44 

o _________
 

-2.0 0 2.0 ..a 3 
4.0 6.0 8.0 

Fig. 3- Open Loop Gradient Loci in the a3 'oa Plane
 

4.0 

4 PARAMETER 

3oSETTING 
30-

2.O ____________4 


.0 0 8 
(( """COR[CT' 0.2

~~PARAMETER 4i 00
VAtOE 000
 

01, 5 o 

4,0 -2.0 0 2D0 4.0 6.0 8 0 

as 

Descent Trajectoriep in n3 ,aL Plane-Sinusoidal
 
Exccita4ion
 

Fig. 4. 4 




COMPUTING METHODS IN OPTIMIZATION PROBLEMS 

the parameter k in Eq. (17) is indicated in Fig. 4 for 
the example discussed previously. When k is very small, 
the path closely approximates a gradient trajectory. When 
k is large, the functions gi are not equal to the re­
spective coefficients of the gradient, but approach a 
gradient path as the 6pi - 0 . The "scallops," on the 
trajectories are due to the oscillatory nature of the 
approximate gradient vector. Values of Ic larger than 
those indicated in this figure may cause instability in 
the parameter optimization loops. 

2.5 Stability of the Parameter Adjustment Loops 

General analytical results on stability are not 
available at the present time. Stability in the small has 
been demonstrated by Margolis (G) for first and second­
order systems with step inputs. Experiments using analog 
computers show that it is generally possible to find a 
value of k for which stability and convergence of two or 
three parameters is possible. However, attemptsto improve 
convergence by increasing k or attempts to adjust more 
than three parameters simultaneously generally result 
either in instability or in lack of convergence (6). 

--At-the present Time a general existence theorem
 
insuring local stability of the parameter optimization
 
technique for sufficiently small gain is lacking. Such a 
theorem would prove that a value of It can be found in
 
any particular case such that, for specified classes of
 
inputs and initial conditions, both stability and conver­
gence can be assured.
 

3. DISCRETE PARAMETER OPTIMIZATION 

3.1 Discrete Gradient Descent
 

The convergence problems encountered in continuous
 
paraimeter variation schemes may be largely circumvented 
by makinG use of a discrete iterative adjustmentalgoritht 
Whon this is. done it becomes possible to determine the 
true gradient of a jiven criterion function -since param­
eter changes are made only at discrete points in time. 
For example, the criterion function given bYrEq. (2) may 
be differentiated to produce 

J 2[y(t;;)
(p) - jT - Yd(t) ly(t;p) dt (27)
 

0 

Since p is a constant over the interval of i ntegration,
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the partial derivatives of y appearing in this expres­
sion may be obtained by solving the parameter influence
 
differential equations associated with the assumed equa­
tion for y .
 

The gradient vector computed from Eq. (27) may be
 
used for discrete gradient descent employing Eq. (3). As
 
in the continuous case, the convergence of this parameter
 
adjustment procedure depends upon the values chosen for
 
the elements of K. However, since the gradient used
 
here is exact rather than approximate, discrete gradient
 
descent may always be stabilized by multiplying every
 
element of K by a sufficiently small scale factor. At
 
the present time, an analogous statement cannot be made
 
for continuous parameter adjustment procedures utilizing
 
approximate gradients,
 

3.2 The Optimur. Gradient Method
 

Since the criterion function, 0 - is bounded from 
below by the value zero, it follows that in any region 
where 0 is continuous there must exist at least one 
value for a scalar scale factor k , say k = k', such 
that whenever 0 

in 0 [;](iK. k 7 = (P j 

k > 0 f-) (8L itc~)l 
The "optimum gradient method" (7) utilizes k* in Eq.
 
(3) i.e., the matrix K is computed anew at every cycle
 
of 	iteration as 

K = Ic. I (29) 

This choice for K not only lguarantees that the sequence 
of values for converges, but also assures that the 
steps taken in parameter space are large enough to make 
the convergence reasonably rapid.
 

With the restriction that only a finite number of 
values for k may be considerdd, the search for k* may 
be carried out automatically by a digital computer. One 
methoe for accomplishing this can be basea upon an ini­
tial value for k computeo from the'Newton-Raphson for­
mula. If this gain value is called k O , then at the i-th 
stage of iteration 

k 	 (30) 

and 
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.>-¢ (5<i)) si)• 

Starting with this gain, a binary scale factor search may
 
be conducted by determining an integer n > 0 which at
 
least locally minimizes the expression
 

(i) M_ _-n k? -T) (32) 

0(p~i n) - p) k 

3.2 A Computational Algorithm for Scale Factor Adjustment
 

A program to implement scale factor adjustment using 
the approximate optimum gradient method described above 
has been written and tested (8). Fig. 5 is a flow-chart
 

for this program This algorithm includes a quadratica 

interpolation formula to permit more accurate determina­

tion of an optimum scale factor. 
in order to make efficient use of the binary search 

part of the algorithm illustrated by Fig- 5, it zs impor­
tant that the search begin at a good value for n . XVhere­
as the full Newton-Raphson step (n=O) obtained from Eq. 
(31) may produce good convergence in the early phases of
 

iterative optimization, it has been found in numerical 
experiments that ever larger values of n are needed in
 
the terminal stages unless 0 attains the value zero at 
its minimum (8). This comes about because Newton-Raphson 
iteration is based upon linear extrapolation of 0 to 
zero. When '-0 approaches zero while 0 remains pos­
itive, tire computed parameter change vector grows without 
bound unless there is a corresponding increase in the 
value of n used in the binary scale factor of Eq. (32).
 
Computational experience indicates that this difficulty
 

may be resolved by beginning each scale factor search
 
with the value for n which was found to be optimum dur­
ing the previous search cycle (8). 

3.4 Constrained Minimization
 

%ihile appl;catxon of the optimum gradient method to 

parameter optimization problems does indeed lead to a 
converUent seguence in 0 , it cannot be assumed that the 
sequence in p also converges. This difficulty can be 

The numbers on the various blocks of this figure
 
refer to FORTRAN statement numbers. In this-diagram, the 
symbol c rather than p has been used to represent a 
panameter vector 
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avoided by specifying a bounded set from which p must be 
chosen. The "gradient projection" method devised by J.D.
 
Rosen can be applied to closed convex constraint sets to
 
obiain constrained minima by gradient searching (9,10).
 
A very much simpler procedure has been developecP to permit
 
the use of the algorthm given in this paper in. conjunc­
tion with independently constrained parameters (8); i.e.
 
with constraints of the form
 

-"ak Pick 5 bk (33) 

Application of such constraints often produces better con­
vergence even in optimization problems not naturally con­
strained (8).
 

3.5 Second Order Methods
 

The convergence of iterative minimization proce­
dures can be sharpened markedly in certain circumstances
 
by making use of second derivative information. In par­
ticular, "Newton's" method, given by
 

possesses quadratic convergence properties at a regular
 
minimum of P (11). 

The matrix of second partials in Eq. (34) can be 
obtained by differentiating each row of Eq. (27) with the 
result 

d

Jo> + e L~pjtpk] t (35) 

2(S - D) (36)
 

where T
 

S 
d
, 1vh at '37) 

o(tP)y(t;p) - Yd(t) (38) 

PT 2.V 
- = 2 dc (39) 

The matrix S amounts to a regression matrix since it 
links the linear dependence of the response function, 
y(t; ), to the integral squared error function, 0 
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To avoid the computational difficulties associated 

with the determination of second derivatives, it has some­
times been suggested that Newton iteration be modified to 

include only the S matrix in Eq. (36) (12). If this is 
done, the basic iteration equation becomes 

tp= - I2 S- -T(p) (40) 

This scheme has been called "Gauss-Newton" iteration (13).
 
Depending upon the magnitude of P relative to S , it 
may not converge. MNore precisely, it is shown in the 
appendix to this paper that if $ possesses a regular 

minimum at p = p0 , then, if $o and DO denote the val­

ues for S and D at To , a region of convergence for 

Gauss-Newton iteration exists about P0 if and only if 

all of the eigenvalues of the matrix 

0 0 

are less than one in absolute value. 
The residual error, c , oxis tin at a manimizing 

value for" p , P = P0 , app,'.Xrs an a.multiplicative fac­
tor in the expression for D . Consequently, the eigen­
values of Q will tend to bu small when this error is 
small and large when it is lsrCq1. '-1hen1 Yd(t) represents 
a function which can be matched exactly by a solution of
 

,the assumed system equation, Eq. (1), then at P = Pc e 
is identically zero and all of the eigenvalues of Q are 
likewise equal to zero. Gauss-Newton iteration reduces
 
to Newton iteration in this circumstance and quadratic
 
convergence is obtained utilizing only the first deriv­

ative information contained in S 

3.6 An Example of Discrete Paraneter Optimization
 

The quadracic convergence predicted for Gauss-Newton 
iteration has been observed in numerical cxperimnets (8). 
These experiments involved optimization of the four dinen­
sional parameter vector associated with the nonlinear dif­
ferenti al equation 

t2 cj "" sin y = 0 

y(O) c, j(o) "(42) 

The dtsxred response, yd(t) ,was obtained from numer-_
 
ical solution of this equation with a given value for c.
 
An incorrect value was then taken as a starting point and
 
the computer was permitted to adjust this value itera­



COMPUTING METHODS IN OPTIMIZATION PROBLEMS 

tively using both the optimum gradient and Gauss-Newton 
methods. Tables I and 2 summarize the results of this 
experiment. Table 2 shows that quadratic convergence is 
indeed obtainable through Gauss-Newton iteration even 
though only first derivative information is used. 

4. HYBRID COMPUTER IMPLEMENTATION 

4.1 	 Division of the Computation Load Between Analog and 
Digital Machines 

In principle, any of the methods which have beer 
described could be implemented on either a digital com­
puter or an iterative analog compu'ter. When realistic 
qquipment limitations are taken into account however, con­
tinuous parameter adjustment is most naturally carried out 
by analog computation while iterative adjustment seems to 
be best suited to a digital computer. Both of these 
choices suffer from certain drawbacks, however. As has
 
been noted, the stability of a continuous parameter ad­
justment algorithm is very difficult to ascertain a prio­

ri. Generally, manual intervention is required to achieve
 
a loop gain producing reasonably rapid convergence with­
out instability. On 'the other h;!nd, when a completely 
digital solution t:o dynamic system parameter optimization 
problems is attempted, it is quite likely that an exces­
sive 	amount of computer time will be required since dig­
ital 	 machines are not naturally suited to high speed 
iterative solution of differential equations. For most 
optimization algorithms, the best features of both types 
of machines seenm to be needed. 

A combination of digital decision ana uranching 
capaoiltLits and analog solution speed is available in a 
hybrid computer. With a hybrid computer possessing a 
sufficiently flexible control structure, analog computer
 
potentiometers and initial conditions can be adjusted
 
automatically under program control so that ile analog
 
machine effectively provides high speed subroutines to the 
digiral computer whenever differential equation solution
 
is required. Conversely, by monitoring the results of
 
continuous paramezer adjustment via analog to digital
 
converters, the digital machine can assure stability in
 
otherwise uncertain circumstances. Finally, an appro­
priate mixture of discrete and continuous parameter
 
optimization algorithms can be used on the same problem
 
under overall digital control. One might, for example,
 
utilize discrete methods in large error conditions and
 
continuous methods for "fine tuning" of parameters.
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Table 1. Parameter Optimization by th4 Optimum Gradient
 
Method
 

Iteration
 
Number l 2 3 C
 

0 .5100 1.010 1.570 .01000 1.853xlO - 3
 

1 .5053 1.005 1.567 .00589 4.662xO -4 

2 .5027 1.003 1.566 .00391 1.185x10 1 ,
 

- 5
3 .5012 1.002 1.565 .00295 3.109x10
 

True
 
Values .5000 1.000 1.569 .0000 0
 

Table 2. Parameter 	Ophslnzatxon by Gauss-Newton
 
Iteration
 

Itera­
tion c c C c4 
Number 1 2 3 

0 .51000000 1.0100000 1,5700000 01000000 1.853x!0 - 3
 

1 .50013945 99966252 1.5690003 .00007233 4.428xO -7
 

2 o50000021 1.0000002 1.5690004 .00000068 1.086x10-1 3
 

True
 
Values
 

.50000000 1.0000000 1.5690000 .oooo000 0
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4.2 	An Algorithm for Parameter Optimization by Hybrid
 
Computation
 

Figure 6 provides an example of an overall' algorithm
 
suitable for implementation on a hybrid computer. The
 
REGRES subroutine appearing on this figure determines
 

0(F) and 70(Z) as well as the regression matrix, S 
by analog solution of the assumed system equation and the 
associated parameter influence equations. The Gauss-
Newton parameter change vector, designated 6 , is then 
evaluated by digital inversion of the S matrix followed 
by matrix multiplication as in Eq. (40). GRASER is the 
Fortran Symbolic name attached to the scale factor adjust­
ment routine illustrated by Fig. 5. The numerous evalua­
tions of- 0 required in the execution of the GRASER sub­
routine are also intended to be accomplished by analog 
means. However, all of the decisions appearing at branch 
points of both Figs. 5 and 6 are realized by a digital 
program.
 

Both 	the Gauss-Newton and optimum gradient iteration
 
techniques are incorporated into this algorithm. As Fig.
 
6 shows, the routine favors the Gauss-Newton parameter
 
change vector, B , and switches to the optimum gradient
 
method during a given iteration cycle only when the Gauss-

Newton vector fails to satisfy certain criteria. The
 
algorithm provides for independent constraints on the
 
values of each parameter; the region R refers to the
 
n-dimensional box defined by these constraints.
 

Since the parameter adjustment procedures used here
 
are all iterative, some means for stopping the iteration
 
must be provided. Fig. 6 incorporates five different
 
stopping rules operating in parallel. The do and d.
 
criteria refer to the percentage change in$ and c in
 
two successive iterations. When either of these variables
 
falls below a value specified in advance, computation
 
ceases.
 

4.3 	 Experimental Results
 

The algorithm proposed was tested using the system
 
described by Eq. (42). The desired response function,
 
yd(t) , was outained by numerical solution of this equa­
tion with a specified parameter vector. Since a hybrid
 
computer was not available, digital subroutines were used
 
to simulate the necessary analog computations.
 

Table 3 summarizes the results of this experiment.
 
The column labeled "n" denotes the exponedt of the op­
timum binary scale factor found by gradient searching
 
(Eq. 	(32)). The entry G-N in this table indicates that
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Table 3. 
 Sequence of Parameter Estimation Produced by the
 
Hybrid Computer Algorithm
 

Itera­
tion 
 c 
 C 
 C cNumber 12 
 n
 

0 1.ooo0 
 2.0000 
30000 
 .0oooo 
 6o.3 
 -

1 1.5000 
1.8176 
 2.5322 
0.5201 
 34.12 
 0
 
2 1.5000 1.6091 
 1.634i -0.2000 
 1.462 
 0
 
3 1.0907 1.4829 
 1.0000 -0.2000 
 0.690 
 0
 
4 0.8018 1.5123 
 1.3731 -0.1412 
 0.366 
 0
 
5 0.7581 1.4656 1.3567 -0.2000 
 0.270 
 1 
6 0.5460 1.2693 1.3978 -0.2000 
 0.109 
 0
 
7 0-5494 0.9792 - 81.6642 -0.1253 -3
.4 8xO G-N
 

8 0.5000 1-0005 
1.5619 -O.O111 2.4 9xlo 4 G-N
 
9 0.5001 1.0000 
125691 -O.OOOi "8
1.78xlo
 G-N
 

10 0.5000 1.0000 ­1.5690 O.0OOO 
 3.16 x1o l i G-N
 

True 
 0-5000 
 1.0000 
 1.5690 
O.OOOO 
 0
 
Value
 

Upper 1500 
 2.5000 
3.5000 
 1.5000
 
Limit
 

Lower 
 0OOOOO 
0.0000 
1.0000 -0.2000
 
Limit
 

/69 
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Gauss-Newton iteration rather than gradient searching was
used at 
that step.
 

5. CONCLUSIONS
 
Continuous parameter optimization algorithms are
conceptually simple but their convergence properties are
difficult 
to determine. 
 Global 
stability of optimizing
algorithms can be obtained by making use of digital
puter supervision and control. 

com­
are naturally suited to 

Since analog computers

the high speed iterative solution
of differential equations, hybrid analog-digital
tion seems to 	 computa­offer 	considerable promise as a practical
means 	for system optimization.
 

APPENDIX
 

Necessary and Sufficien Conditions for the Existence of
a Region of Convergence for Gauss-Newton Iteration
 

Theorem: 

Let P0 represent a point in parameter space at
which 0(p) attains minimum value and let 
 SO and
denote the values of the matrices 
Do
 

5 and
Point. 	 D at this
Assume that there exists 
an 9-neighborho d about
P. such that 0(p), "(5), y(t;j), and Ty(t;D) allpossess uniformly convergent Taylor series. 
 Suppose fur­thor that the matrix S is non-singular everywhere in the
same neighborhood. 
Then, provided that

positive definite matrix, W1e 

So + Do is a
 
) (i) is computed by the
Gauss-Newton formula and 
 5 is chosen so that
 

WA- I ceac 
 c(jIp - Sol < , o < e0 < t
 
there exists an 
 e such that 

0 

11M 	 -(i) ­
p aGPPo 	 (44)

if and only if all 
of the eigenvalues of the matrix

Q So DO are less than 
one in absolute valueo
 

Proof2
 

Let 6 
 denote
) 
the difference between 
 P and
the desired minimizing value 


-o~ 
 ie
 

p6p (i po(45) 
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Then from Eq. (35)
 

~0(;)0(;o) +6p (S0.n0) 6 + O(6p3 ) (46) 
and therefore 

1(P) - 2(S + D ) 6; + O(6p 2 

Substituting this expression into 
the Gauss-Newton formula
Eq. (40), produces the result
 
gj,(i) -s( (i))-i S.
Lp S~p (S Do) 6p i ( 8
o 
 (48) 

However, under the assumptions regarding
"Ty(tI ) y(t~p) and
 

i
s([ 0 (5() (49)
p 


so Eq. (48) reduces to
 

- I
p) = (- I - S D 6 (i )+ R) p
0 o (50)

where 
 Ri is a remainder matrix which tends to 
zero as
approaches zero* 
 Now since
 
6 (i+i) 
 6- ()p(i) (sz)
 

Eq. (50) yields the recursion relation
 

6 (!+i) .-0- i )
~ so Do0 R,) 6P~ 6- ((52)
 

By choosing co sufficiently small, the remainder matrix,
R, may be made as s aI 
 as desired in comparison to
.Therefore, for Q
16P'' < ro , 6U converges to 
zero
and only if all of if
the elgenvalues of 
Q are less than
 one in absolute value.
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