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EFFECT OF TWO-DIMENSIONAL MULTIPLE SINE-WAVE PROTRUSIONS
ON THE PRESSURE AND HEAT-TRANSFER DISTRIBUTIONS
FOR A FLAT PLATE AT MACH 6

By Aubrey M. Cary, Jr., and E. Leon Morrisette
Langley Research Center

SUMMARY

Surface pressure and heat transfer were measured and oil-flow patterns were
observed on two-dimensional, shallow, multiple sine-wave protrusions embedded in a
flat surface. The maximum laminar heating on multiple waves was found to correlate
empirically with results from previous investigations. The maximum turbulent heating
for a series of waves decreased rapidly from wave to wave. Tests with single waves
and with the first wave of the multiple-wave model indicated that the maximum turbulent
heating on single waves increased almost linearly with decreasing width-height ratio of
the wave. The method used to predict the maximum turbulent heating gave fair results
when there was no boundary-layer separation prior to the wave.

INTRODUCTION

In the development of hypersonic flight vehicles one of the design parameters of
interest is the aerodynamic heating incurred on the vehicle surface. Methods for esti-
mation of the heating on smooth surfaces are available, but practical surfaces may have
irregularities and discontinuities.

Surface irregularities on a vehicle may be due to aerodynamic heating, pressure
loading on the structure and skin, or to a particular choice of structural design. Numer-
ous investigations have been conducted at supersonic speeds (refs. 1 to 4) and at hyper-
sonic speeds (refs. 5 to 11) to determine the effect of particular types of protuberances on
local surface pressure and heating. Effects of large, single, three~dimensional protuber-
ances and of two- and three-dimensional protuberances in turbulent flow were presented
in references 3 and 9 and in reference 1, respectively. The effects of one protuberance
in the wake of another was also discussed in reference 1. Results of investigations of
the effects of shallow two~ and three-dimensional multiple protuberances were presented
in references 7 to 10 for laminar flow, references 2 and 4 for turbulent flow, and refer-
ences 5 and 6 for laminar and turbulent flow. Of particular interest are the results given



in reference 6 for which a semiempirical analysis for the peak values of heating for a
two-dimensional wave in supersonic flow was developed.

Bertram (ref. 7) has presented results on the effect of single surface distortions
on the local laminar heat transfer to blunt- and sharp-leading-edge flat wings and has
indicated that the maximum heating obtained on the surface distortions could be corre-
lated. The purpose of the present investigation is to determine the effects of a train of
essentially two-dimensional sine-wave surface protrusions on the pressure and the pre-
dominantly turbulent heat transfer to flat plates with sharp and blunt leading edges. The
use of a train of sine-wave protrusions is intended to simulate multiple surface protru-
sions, where one protrusion is in the wake of another. The bulk of the results obtained
are for transitional or turbulent boundary-layer flow over the surface. Turbulent flow
was obtained with both natural and roughness-induced transition. All the present results
were obtained on an unswept plate in the Langley 20-inch Mach 6 tunnel. The wall-to-
free-stream total temperature ratio was approximately 0.6 and the angle of attack and
nose bluntness were varied to yield local Mach numbers from 2 to 6.8. Undistorted-flat-
plate results corresponding to the multiple-surface-protrusion results are presented for
comparison purposes.

SYMBOLS
Py T
C linear viscosity coefficient, w_o
KoTy
Ct local skin-friction coefficient
Cg average skin-friction coefficient based on local conditions
Cp p laminar plateau or turbulent first peak pressure coefficient
ki
Cp specific heat of air at constant pressure
Cw specific heat of skin material
h film coefficient of heat transfer,
Taw - Tw
hpax - by
ab heat-transfer parameter, -——h—P-
hp ip
H maximum height of surface protuberance




K roughness height, 0.198 cm

L length of sharp-leading-edge model, 40.6 cm
M Mach number
q
Nst Stanton number, pacy (Taw - TW5
P static pressure
Npy Prandtl number
qa surface heat-transfer rate
by recovery factor
R Reynolds number
t leading-edge thickness
T temperature
T reference temperature
u velocity
v distance from virtual origin of boundary layer
w width of surface protuberance
X longitudinal distance along flat plate measured from leading edge or

geometric stagnation point
X4 distance to start of protuberance
a angle of attack of instrumented surface

v ratio of specific heats for air



9] displacement thickness of boundary layer

) boundary-layer thickness

A local wall thickness

6 boundary-layer momentum thickness

K dynamic viscosity

p density

T time

Xo viscous interaction parameter, MOB\/E
(Ro,x

Subscripts:

aw adiabatic wall

e local conditions at outer edge of boundary layer

fp flat plate

L laminar

max maximum

o] inviscid sharp-leading-edge value

t stagnation

T turbulent

v based on distance from virtual origin

w wall




X based on distance from leading edge or geometric stagnation point
o0 undisturbed free stream
APPARATUS AND TESTS

Wind Tunnel

The test program was conducted in the Langley 20-inch Mach 6 tunnel, which is of
the blowdown type exhausting to the atmosphere through a movable second minimum with
the aid of an annular ejector. The nozzle block is two dimensional and contoured. For
this investigation the air was preheated to provide a stagnation temperature of approxi-
mately 5170 K, while the stagnation pressure was varied from 7 to 35 atmospheres. A
calibration of the test core (approximately 41 by 41 cm) indicates that the spanwise Mach
number distribution is 6 + 0.02 and the longitudinal variation through the test section is
6 + 0.01. A more detailed description of the tunnel can be found in reference 12.

Models

The models used for this investigation had a wedge section with a total angle of 10°.
One surface of the wedge was flat whereas a section of the other wedge surface consisted
of a train of two-dimensional sine waves. A section of flat surface preceded and followed
the sine-wave section. A sharp-leading-edge (t = 0.0076 cm) wedge wing and a blunt-
leading-edge (t = 1.9 cm) wedge wing were constructed and instrumented for measuring
surface static pressures, and an externally identical set was constructed and instrumented
for measuring surface heat transfer. A drawing of the sharp- and blunt-leading-edge
models superimposed, with the pertinent dimensions and instrumentation orientation, is
given in figure 1. The chordwise locations of the instrumentation are listed in table I and
are shown for a typical wave in figure 1. The two different sets of end plates used for all
tests in this investigation, one with the sharp-leading-edge model and the other with the
blunt-leading-edge model, are shown as outlines in the figure. The end plates were
designed to enclose the leading-edge shock at all angles of attack. The wave train con-
sisted of sine waves with five peaks, each wave having a half-wavelength of 1.9 cm and an
amplitude of 0.25 cm. The size and number of the waves were arbitrarily chosen to
represent multiple surface protuberances on a plane surface.

The pressure models were constructed of stainless steel, and the instrumented sur-
face was 0.152 c¢m thick. The pressure orifices had an inside diameter of 0.254 cm. The
underframes of the heat-transfer models were constructed of steel, and the instrumented
surface, nominally 0.076-cm-thick inconel, was insulated from the underframe with fiber



glass at support points. Thirty-gage chromel-alumel thermocouples were spotwelded
to the undersurface of the multiple-wave heat-transfer models at the locations indicated.

The heat-transfer models were utilized with the surface smooth and with roughness
elements, intended to trip the boundary layer, 5.08 cm back from the leading edge for the
sharp-leading~edge model. The roughness elements were 0.198-cm-diameter spheres
spotwelded to the surface 0.79 cm apart across the span of each side of the wedge. The
size and location of the surface roughness elements were selected following the results of
reference 13. The value of K/& for the present investigation varied from 1.0 at
a=-50 to5.9at a=159 where & was calculated by using the laminar T' equation
of reference 14,

The sharp-leading-edge heat-transfer model was modified by replacing the flat sur-
face of the wedge by other inconel plates which had a single half-wavelength sinusoidal
protuberance near the rear. A sketch of this arrangement is shown in figure 2. The
amplitude of the single protuberances was kept constant at approximately 0.43 cm,
whereas the half-wavelengths were 2.54 cm, 5.08 cm, and 10.16 cm. The corresponding
beginning of the sine wave was 26.4 cm, 26 cm, and 24.7 cm back from the leading edge.
Thirty-gage iron-constantan thermocouples were spotwelded to the undersurface of the
0.076-cm-thick inconel inserts at the locations given in table II. The roughness size and
location were the same as for the sharp-leading-edge multiple-wave model. The plate
leading edge for the single-wave tests was approximately 0.00254 c¢m thick.

Test Methods

Variation in local Mach number was accomplished by mounting the models at angle
of attack in the test section of the Langley 20-inch Mach 6 tunnel. The local Mach num-

ber M, was calculated by utilizing the Leading edge o, deg M,
measured surface pressure distribution

and oblique shock relations for the sharp- Sharp -5 6.8
leading-edge plate and the measured sur- 0 6.0

face pressures with the assumption for the 5 5.3
blunt-leading-edge plate that the plate 10 4.6
boundary layer is immersed in the high- 15 4.0
entropy layer associated with the near- Blunt -5 2.6 to 3.2
normal portion of the leading-edge shock. 0 2.4 to 2.9
The calculated local Mach number for each 5 2.9 t0 2.6
of the plates at angle of attack in the 10 2.0 to 2.3
Mach 6 stream is given in the table. 15 1.8 to 2.0




Oil flow.- Surface flow patterns were obtained by using the oil-flow technique. A
mixture of oil and lampblack was applied in a random dot pattern to a model before a test.
The model, in a shielded position, was rapidly exposed (0.25-second injection time) to the
established tunnel test flow, allowed to remain in the flow approximately 3 seconds, and
then rapidly extracted from the flow. The direction and extent of movement of the oil
droplets then allowed a qualitative analysis of the surface flow over the models.

Pressure.- The static pressures were measured by connecting the orifices to
pressure-switching devices which in turn connected the orifice in sequence to electrical
pressure transducers. The pressure from each orifice was sensed bya 0to 7 X103, a
0 to 3.5 x 104, and a 0 to 1 X 10° N/m2 transducer. This arrangement allowed the most
accurate results since the static pressure could be obtained from the transducer with the
range nearest full-scale reading. The accuracy of all transducer readings was 0.25 per-
cent of full-scale reading.

Heat transfer.- Aerodynamic heating was determined by the transient calorimetry
technique by which the rate of heat storage in the model skin was measured. The models,
initially at room temperature, were exposed to the airstream from a shielded position.
Injection was accomplished in approximately 0.25 second.

Test Conditions

The conditions for the tests with the various models used in this investigation are
as follows:

Model Leading edge Type of data | Boundary-layer trip a, deg R./cm Tw/Tt

Multiple wave | Sharp and blunt | Pressure No -5,0,5,10, 15| 0.21 X 108 | 0.89

Multiple wave | Sharp and blunt | Heat transfer No -5, 0, 5,10, 15| 0.26 X 106 | 0.6
.165
.087

Multiple wave | Sharp Heat transfer Yes 0, 5,10, 15 0.2gs>< 1086 | 0.6
1
.087

Single wave Sharp Heat transfer Yes 0, 15 O%Z % 108 | 0.6
' .063

Multiple wave | Blunt 0il flow No -5, 0, 5, 10, 15 o.%gsx 106 | 0.6
.087

Multiple wave | Sharp 0il flow Yes 0,5, 15 o.zgsx 1086 | 0.6
.1
.087

Single wave Sharp 0il flow Yes 0, 15 0.27 x 106 | 0.6
.14
.063




Oil-flow patterns were obtained on the heat-transfer models. Although some oil-flow
patterns were obtained by using the sharp-leading-edge multiple-wave model with rough-
ness, damage to the model surface made presentation of oil-flow patterns for the sharp-
leading-edge model without roughness impractical.

DATA REDUCTION

Pressure

The electrical outputs from the pressure transducers were recorded on a high-
speed digital readout recorder. Through the use of calibration data for each transducer
the electrical outputs were converted to pressure readings on a card programed
computer.

Heat Transfer

The electrical outputs from the thermocouples were recorded on a high-speed
digital readout recorder. The signal from each thermocouple was sampled 20 times
each second, converted to a binary digital system, and recorded on magnetic tape.
Beginning when the model was positioned at the center line of the test section, 1 second
of the temperature-time data was fitted to a second-degree polynomial by the method of
least squares. The time derivative of temperature used to calculate the heating coeffi-
cients was computed at the first point of the curve fit (the derivative was constant for
approximately the first five points).

The model wall temperature at the start of the tests was approximately 3060 K.
Because of the quick insertion into the test flow, the models were considered to have
been subjected to a step function in aerodynamic convective heat input. In the absence of
radiative and conductive heat losses, the local surface heating rate for the models was
expressed as

ATy
1= Cwhwr 57

where ¢y = 436 + 0.140<9§W - 460) J/kg0-C, pg, = 8540 kg/m3, and Ty, isin©K. For

conversion to local heat-transfer coefficient the adiabatic wall or recovery temperature
was taken to be

Taw = Te<1 + rMe2 Z£—1>

The recovery factor r was calculated by assuming that for heat transfer in laminar flow

r =\Npy




and for heat transfer in turbulent flow

r= \3/NPr

where the Prandtl number (ref. 15) corresponded to Monaghan's laminar or turbulent
T' temperature (ref. 14). The Stanton number was based on free-stream conditions
ahead of the model.

Radiative heat losses were negligible in the temperature range of this investigation.
In the vicinity of the surface protuberances the maximum surface temperature rise was
generally between 20° and 40°. The temperature rise of the flat surfaces was generally
less than 159. No conduction corrections were applied to the data of this report, since
for the most critical case reported the calculated heat conduction determined from the
measured wall temperatures and the three-point finite-difference method of reference 16
amounted to less than 5 percent of the convective heat input. Conduction errors for most
of the data were less than 3 percent.

RESULTS AND DISCUSSION

Transition

For the proper orientation of the reader to the flow conditions of this investigation,
the locations of boundary-layer transition determined from the surface heat-transfer data
presented later in this report for the sharp- and blunt-leading-edge flat plates are defined
in figure 3. Results are presented for the models with and without the boundary-layer
trip and through the angle-of-attack and Reynolds number ranges of this investigation.
The boundary-layer trip for the blunt plate was a small step (H = 0.0076 cm) which inad-
vertently occurred near the nose—flat-plate junction for a series of tests. The results
of figure 3 may be used to augment the oil-flow and heat-transfer tests.

Surface 0Oil Flow

No roughness.- As previously mentioned, the surface of the sharp-leading-edge
multiple-wave model was damaged before oil-flow tests were initiated. Representative
surface oil-flow patterns for the models with no roughness are presented for the blunt
leading edge only. In general, comments concerning the blunt-leading-edge model oil-
flow patterns may be interpreted as representative as those for the sharp-leading-edge
model, since tests with the damaged model and other tests at Mach 6.8 indicate the simi-
larity of the oil-flow patterns.

Examples of the surface oil-flow patterns on the blunt-leading-edge multiple-wave
model are shown in figure 4. Areas of surface flow where the boundary layer is attached



or separated can presumably be observed from surface oil-flow patterns. Reference 17
indicates that for an adverse pressure gradient acting on a turbulent boundary layer, sur-
face oil may accumulate at a position other than a separation location due to wind forces
acting downstream and buoyancy forces acting upstream. Therefore, all separations at
the first wave were verified where possible by the surface pressure measurements pre-
sented later in this report. Oil-flow studies indicate that the surface shear develops
normally until the adverse pressure gradient due to the first wave causes the boundary
layer for laminar and transitional flow to separate from the plate surface (fig. 4(a)). The
extent of boundary-layer separation preceding the first wave is a function of the local flow
conditions. Generally, for the tests without roughness the separation length decreases
with increasing angle of attack at a constant free-stream Reynolds number and decreases
with increasing Reynolds number at a constant angle of attack. This effect is taken to
indicate a trend from laminar to turbulent flow. After the initial separation, the boundary
layer reattaches to the front portion of the first sine-wave protrusion, remains attached
over the top portion, and then reseparates as the boundary-layer flow expands over the
rear of the first sine wave. The separated boundary layer then traverses the sine-wave
cavity between the first and second waves approximately level with the flat surface pre-
ceding the waves and reattaches to the face of the second wave. The surface flow pat-
terns are similar as the boundary layer traverses the remaining sine-wave protrusions.
As the boundary-layer flow expands over the rear of the last wave, there is a region of
separated flow before reattachment to the flat surface. For several tests where the
boundary layer was essentially turbulent at the first wave there was no appreciable extent
of separation preceding the wave, but the patterns on the remaining waves were essenti-
ally as previously described (fig. 4(c)).

An interesting pattern observed in the oil-flow studies is seemingly three-
dimensional fluid motion of paired vortices in the separated regions of the sine-wave
cavities. These patterns are shown in the blown-up portion of figure 4(b); they appear
to be more prevalent near the end plates and damp out in some cases toward the center
of the plate. In an attempt to determine the origin of the vortices, several oil-flow pat-
terns were obtained on the blunt-leading-edge plate with one end plate missing. The
results of one of the tests are shown in figure 4(d). In the separated regions near the
side of the model without the end plate, there is observed a definite outflow of the oil as
the flow expands from the pressure in the separated regions to the lower free-stream
pressure. The vortices do not appear near the side of the model without the end plate.
In the separated regions near the side of the model with the end plate the flow patterns
remain essentially unchanged. The vortex-like motion in the separated regions of the
sine-wave cavities may result from end-plate effects which extend across the plate in
the separated region between waves. It is also possible that the occurrence of the
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vortices in the separated regions is a transition-turbulence phenomenon, since the vor-
tices occurred only when the plate boundary layer was transitional or turbulent.

Roughness.- Examples of the surface oil-flow patterns obtained by using the sharp-
leading-edge model with surface roughness are shown in figure 5. The o0il streaks behind
the roughness elements may indicate discrete spanwise regions of higher and lower shear
as a result of the roughness elements or may be the result of spanwise movement of the
oil without a necessarily significant change in the shear. Heat-transfer tests under the
same conditions indicate that there is no noticeable spanwise effect on the heating distri-
butions as a result of the roughness elements.

For all the tests with roughness, the indicated separation region preceding the first
wave was small (in contrast to the tests with no roughness). This small region of indi-
cated separation is taken to be characteristic of the turbulent boundary layer in the
vicinity of the first wave. The flow patterns over the remaining waves are essentially
as previously described.

Surface Pressures Without Roughness

The pressure distributions for the multiple-wave plates and the corresponding
smooth plates are presented in figure 6 for the sharp-leading-edge plate and in figure 7
for the blunt-leading-edge plate. A typical pressure distribution (e.g., fig. 6(b)) shows
an increase in pressure on or just ahead of the first wave with the pressure reaching a
maximum value near reattachment for separated flow and near the start of the wave for
attached flow. After traversing the first wave the boundary layer separates from the
rear of the wave, and the surface pressure reaches a value near or below the smooth-
plate level. This pattern of rising and falling pressures is repeated on succeeding waves
with the maximum pressure occurring near reattachment and the minimum pressure
occurring in the valleys.

Smooth-plate distributions.- Figures 8(a) and 8(b) give the smooth-plate pressure
distributions for the sharp- and blunt-leading-edge models, respectively. The data

obtained by using the sharp-leading-edge model are compared with predictions for
a = -59, 59, and 15° of the weak-interaction equation of reference 18. This equation in
the present nomenclature is as follows:

Gy [ ey (ﬁy)z( Gy )
§—=1+ 29 1+ 2 0 +Y1;-1 27/((;) 1+ 2(;) (1)
o G _ G — Y Ll v VA Evi

1+L2—XOL 2<1+2/§-X0> 1+ 9 OL 2(1+ 5 Xo)
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-1/T

where G=1.72 %IG& + 0.352> for a Prandtl number of 0.725. The wall temperature
aw

was assumed to correspond to that for a recovery factor of 0.89 which agreed well with

the temperatures measured during the pressure tests. The experimental data are slightly
higher than the predictions from equation (1) at « = -5°, and agreement with theory
improves with increasing angle of attack.

The blunt-leading-edge data are compared with the blast-wave correlation of ref-
erence 19; agreement is good at all angles of attack.

Maximum pressures on multiple waves.- In figures 6 and 7 it is indicated that the
maximum pressures on the multiple waves decrease with increasing distance from the
leading edge for both laminar (fig. 6(a)) and turbulent (fig. 6(e)) flow. However, for
transitional flow, the maximum pressures increase with distance from the leading edge
before they decrease (e.g., fig. 6(c)).

Figure 9 presents the first plateau and maximum pressures for the first wave non-
dimensionalized by the smooth-plate value at the same location for both plates through
the angle-of-attack range. In some cases the plateau pressure was not well defined, and
an average of the pressures in the indicated plateau region was used as the plateau pres-
sure (e.g., figs. 6(d) and 7(d)). Given in figure 9 are the separation parameters calcu-
lated by using the semiempirical relations of reference 20 for the laminar plateau pres-
sure and turbulent first peak pressure. The equation used to obtain the laminar plateau
pressure coefficient is

_ (2.61m 1 4)(cp)l/2
PP (Me2 _ 1)1/4

(2)

The turbulent first peak pressure coefficient is given by the following equations:

3.2

Cp)p = 8 + (Me - 1)2 (3)

for Mg=1to4 and

1.5 9.1
Cpp=013-22 (4)
PP M2 M3

for Mg =3.5to 7.

The trend of laminar plateau pressures with Mach number is in fair agreement
with that of predictions from equation (2) but is slightly higher. The maximum pressures
measured on the waves are only slightly above the plateau values for laminar separation
(10 to 15 percent). The maximum first wave pressures for turbulent flow are consist-
ently higher than the calculated turbulent first peak pressures. This underprediction is
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expected since the turbulent first peak pressure is a separation phenomenon which occurs
before the final pressure is reached (in this case pmax) and does not occur for nonsepa-
rated flow. Where the boundary layer was essentially turbulent at the first wave (o = 10°
and 159 for the sharp-leading-edge plate and a =15° for the blunt-leading-edge plate),
oil-flow studies indicate no noticeable separation. The maximum pressures where the
flow is transitional fall between those for laminar and turbulent flow as would be expected.

Surface Heating on Multiple-Wave Models

The aerodynamic heat-transfer distributions obtained on the multiple-wave models
at a free-stream Mach number of 6 are shown in figure 10 for the sharp-leading-edge
model and in figure 11 for the blunt-leading-edge model. Data with and without surface
roughness are presented for the sharp-leading-edge model, whereas data obtained without
surface roughness are presented for the blunt-leading-edge model. In general, the corre-
lation of the major lines of spanwise thermocouples for both the sharp- and blunt-leading-
edge models with and without surface roughness was good. Occasionally the beginning of
boundary-layer transition on the plate surface without roughness would vary slightly over
the span of instrumentation; this in turn yielded a noticeable variation in the heating rates
(fig. 10(d)). When a variation occurred, symbols along the same line of instrumentation
were joined by a smooth curve. Additional spanwise thermocouples were also installed
at various chordwise locations on the model surfaces (fig. 1) to indicate the two dimen-
sionality of the surface flow. The heating values from these thermocouples are shown
to be typical in figure 10(a) and are distinguished by a tick mark on each side of the
symbol. In general, the results from the spanwise instrumentation show small effects
when the plate boundary layer is laminar or turbulent. When the boundary layer is tran-
sitional, substantial variations in spanwise heating occasionally occur. From the heating
distributions it is inferred that transition does not always occur at the same chordwise
location for each line of instrumentation.

No roughness.- Variations of the smooth-plate heating with Reynolds number and
Mach number for the laminar or turbulent boundary layer are as expected and may be
predicted by theory (see section entitled "Analysis of Surface Heating").

The heating distributions for the sharp- or blunt-leading-edge multiple-wave plates
are essentially the same as those for the comparable smooth plates on the forward por-
tion of the plate, but a radical variation from the smooth-plate heating occurs as the
waves begin to influence the surface flow. When the boundary layer is laminar, separa-
tion occurs ahead of the first wave, and as characteristic of laminar separation, the sur-
face heating drops significantly below the corresponding smooth-flat-plate heating (e.g.,
fig. 10(a)). As the flow reattaches to the face of the first wave the heating rises well
above the flat-plate heating. Oil-flow studies indicate that the boundary layer remains
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attached over the top portion, separates from the rear of the first wave as the flow
expands into the cavity, and then reattaches to the surface of the second wave. Before
reattachment to the second wave the heating drops below the flat-plate level. The flow
mechanics are very similar for the remaining four waves, yielding a series of maximum
heating values on the wave peaks and a series of minimum heating values in the wave
cavities. As the flow expands over the last wave, the surface heating drops below the
flat-plate value as the boundary layer separates and rises above flat-plate heating as the
boundary layer reattaches to the flat surface. The maximum heat transfer to the protu-
berances was near reattachment on the face of each wave. The minimum heating occurs
a short distance after the boundary layer separates from the rear of the protuberance.
When transition occurs before boundary-layer separation preceding the first sine wave,
there is little or no drop below smooth-plate heating in the initial separated region
(square symbols in fig. 10(b)). The heating trends for the following waves remain essen-
tially as previously described.

For the lower local Reynolds numbers the maximum heating on the waves decreases
with increasing Reynolds number (fig. 10(a), Rco/cm = 0.083 x 106). When the local
Reynolds number is increased, the maximum heating begins to increase (ﬁg. 10(a),
Roo/cm =0.26 X 106) until beyond a certain Reynolds number the maximum heating begins
to decrease with increasing Reynolds number in a manner similar to that for the lower
local Reynolds numbers (circular symbols in fig. 10(d), Roo/cm =0.165 X 106). It is
reasonable to relate the described variation of the maximum heating with Reynolds num-
ber to laminar, transitional, and turbulent flow for the waves. Therefore, when transi-
tion occurs over the waves, the boundary layer is considered turbulent when after an
increase in maximum heating values the maximum heating for successive waves is
decreasing with increasing Reynolds number.

Comparing the heating distributions for the sharp-leading-edge flat plate and the
sharp-leading-edge multiple-wave plate at the same flow conditions (fig. 10) indicates that,
in general, boundary-layer transition begins and ends at approximately the same location.
Blunting the leading edge of the model markedly delayed the onset of boundary-layer
transition for the smooth plate (cf. figs. 10(c) and 11(c)). For most of the data the heating
trends for the wave surface on the blunt-leading-edge plate indicate that the series of

waves promote transition on the distortion surface well before transition occurs on the
flat surface.

Roughness.~- The heating distributions obtained for the fully developed turbulent
boundary layer by using surface roughness (figs. 10(b) to (e)) were similar to those
obtained without roughness, the obvious differences being related to the location of tran-
sition. The maximum heating steadily decreases from the first peak to the fifth peak
when the plate boundary layer is fully turbulent approaching the first peak.
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Analysis of Surface Heating

Flat plate.- Since flat-plate heating data are used to normalize corresponding
maximum heating on the waves, comparisons of the flat-plate data with appropriate theo-
retical predictions are presented in figures 12 and 13.

The laminar data for the sharp-leading-edge flat plate are compared in figure 12
with results from the method presented in reference 20 which utilizes the T' equation
of reference 14, the computations of Van Driest presented in reference 21, and predictions
from the "p,.pu,"" method presented in reference 22. The three methods yield approxi-
mately coincident predictions for the conditions of this investigation and underestimate
the level of the data by approximately 20 percent. The laminar data for the blunt-
leading-edge flat plate (fig. 12) are compared with predictions from the T' method
applied "locally" to account for variable local flow conditions and predictions from the
method of reference 23. The predictions from the T' method approximate the level
and trend of the data especially at the higher angles of attack where the pressure gradient
is less severe, whereas the predictions from reference 23 yield results which are sub-
stantially below the experimental data at all angles of attack.

Experimental results for turbulent heating on the sharp- and blunt-leading-edge flat
plates are shown in figure 13. The data are presented as the variation of free-stream
Stanton number with free-stream Reynolds number based on the distance from the hypo-
thetical "'virtual origin" of turbulent boundary layer. The virtual origin for the data for
both the sharp and blunt plates without surface roughness was taken to be at the end of
transition (assumed to be the location of the peak flat-plate heating for each respective
test). The virtual origin for the plates with surface roughness was assumed to be the
roughness location or the location of peak heating if the peak occurred behind the rough-
ness location. The validity of these assumptions is discussed in references 13 and 24.
Most of the turbulent data for the blunt-leading-edge model were obtained by tripping the
boundary layer with a small step near the shoulder of the leading edge.

The reference temperature method was used to predict the local skin friction for
the blunt- and sharp-leading-edge flat plates. The turbulent reference temperature
equation suggested by Monaghan (ref. 14) along with the Kdrmdn-Schoenherr equation for
local turbulent incompressible skin friction (ref. 25) and local flow conditions as previ-
ously defined were used to predict the turbulent skin friction. Equations and procedures
for this method can be found in reference 20. Colburn's form of Reynolds analogy
(eq. (Al1) of ref. 20) factor based on the turbulent T' reference temperature was used
to convert from skin-friction coefficients to heat-transfer coefficients. There is good
agreement between experimental data and T' predictions for the sharp-leading-edge
plate at all angles of attack. The blunt-leading-edge plate heat-transfer results are
overpredicted by the T' method at all angles of attack.
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The Spalding-Chi predictions for turbulent skin friction (ref. 26) using the Kdrman
form of Reynolds analogy (ref. 24) are also presented in figure 13. At all angles of
attack the modified Spalding-Chi predictions are slightly lower than the data for the
sharp-leading-edge plate but are in relatively good agreement with the data for the blunt-
leading~-edge model.

Maximum laminar heating on multiple waves.- Because of the absence of a rigorous
analytical approach for predicting the laminar peak heating on a surface protuberance, an
approach similar to that of reference 5 was used to correlate the peak heating values in
laminar flow. As in reference 5 the laminar-boundary-layer displacement thickness in
lieu of the boundary-layer thickness was used as the correlating parameter because of the
relative difficulty in defining the boundary-layer thickness. Laminar values of the dis-
placement thickness were calculated by using the method recommended by Monaghan in
reference 14 and local flow conditions as previously defined. The assumption was made
that éﬁ was the same at a particular peak location as the corresponding flat plate 61’_':.

M
The correlating parameter used was 5 *eH where M, is the local Mach number

calculated as previously described and 61’5 is nondimensionalized by use of the maxi-
mum perturbation height H. The coefficient hfp was determined from measured
laminar flat-plate heat-transfer data taken at comparable locations and flow conditions
as the corresponding peak heating value. Only the laminar peak heating data obtained
at o= -5° and 0° for the sharp plate and « = -5° for the blunt plate were used in
this comparison. The heating data for the three successive sine-wave protuberances
plotted in figure 14 correlate with the empirical prediction presented in reference 5 as

bmax _ ¢

L Mg\ o
hp 36 GE/H

Reference 6 presents a method known as shallow-wave theory to predict the value of

laminar peak heating for a single perturbation in attached supersonic flow. Shallow-wave
theory indicates that the laminar peak heating should be a function of Gﬁ and M. The
results obtained from shallow-wave theory for the particular conditions indicated are
shown in figure 14 for comparison. Predictions from shallow-wave theory do not com-
pare favorably with the experimental data. Since the derivation of the shallow-wave
theory requires that there be no local boundary-layer separation in the vicinity of the
surface protuberance, it is not surprising that agreement between the experimental data
and shallow-wave predictions is poor.

Maximum turbulent heating on multiple waves.- Maximum turbulent heating on the
multiple waves was obtained under two conditions, natural transition and forced or
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roughness-induced transition. It is of interest to note whether the process of transition
of a boundary layer while separating and reattaching along a wavy surface yields a turbu-
lent boundary layer that is equivalent to one that has become turbulent on a flat, zero-
pressure-gradient surface and then traverses the wavy surface. One indication of the
equivalency of the two types of turbulent boundary layers would be a comparison of the
maximum heating values for the multiple waves. This comparison is made in figure 15,
where the turbulent maximum heating values for these tests and tests at M, = 7.95
reported in reference 5 are plotted as the flat-plate correlation coordinates NSt e,max
and (loglo Re v)z 58, The "virtual origin" for the multiple-wave results with roughness
was taken to be the roughness location or the location of peak heating if the end of transi~
tion did not occur at the roughness location.

When boundary-layer transition occurs over the waves, the values of maximum
turbulent heating obtained seem to correlate along a line having a slope = -1. The
minus-one-slope correlation holds for no-roughness sharp- and blunt-leading-edge data
and for roughness sharp-leading-edge data where the end of transition occurred over the
waves. At a local Reynolds number of approximately 106, (loglo Re,y )2 -58 =~ 100, the
slope of the no-roughness data increases sharply in a negative sense. Now, where the
boundary layer was fully turbulent before the first wave the data seem to correlate along
a line having a slope = -2. Beyond a local Reynolds number of approximately 106
(loglo Re,v)z 58 100, turbulent data obtained under all conditions included in figure 12
correlate along the line having a slope = -2. The results of figure 15 clearly indicate
that for the assumptions utilized, the maximum heating values obtained with a boundary
layer which is turbulent prior to a train of surface protuberances are equivalent to the
heating values obtained when boundary-layer transition occurs over the protuberances
only beyond a certain minimum turbulent Reynolds number. The choice of the virtual
origin as the peak heating location at transition is indicated by comparison of various
theories with flat-plate heating and skin-friction data. If the peak heating location is
chosen to be the virtual origin for the turbulent boundary layer on a flat plate, experi-
mental heat-transfer and skin-friction results indicate that data representative of a fully
turbulent boundary layer are obtained only for an approximate value of local Reynolds
number based on the distance from the virtual origin greater than 106 (e.g., see ref. 24).
The results obtained with the flat plate would imply that the maximum heating data
obtained with the multiple-wave plate for Re,v <106 would be indicative not of a fully
turbulent boundary layer but of a transitional boundary layer.

Figure 16 presents the effect of Reynolds number on the maximum turbulent heating
obtained on the train of waves for the sharp-leading-edge multiple-wave plate on which
the boundary layer was tripped. For all the data presented in figure 16, the end of tran-
sition occurred before there was any effect of the surface protuberances on the boundary
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layer. The plot coordinates of figure 16 were selected because the first peak maximum

heating values appear to correlate as —1\%; %f}lp and Re,v- Maximum heating values for

succeeding waves are shown connected by dashed lines and in contrast to the laminar
results fail to exhibit the same correlation as the first peaks. The effect of local unit
Reynolds number on the maximum turbulent heating for the first peaks where only small
separated regions appear prior to the peaks is similar to the Reynolds number effect on
smooth plate turbulent heating. The turbulent maximum heating for a series of peaks
succeeding a first peak decreases almost linearly with increasing Reynolds number.

For each Mach number and unit Reynolds number for which the end of transition
occurred before the first wave, the maximum values of turbulent heating over the train
of waves occur at the first peak, and the highest value of turbulent heating for each suc-
ceeding peak is significantly less than that for the preceding peak. Savage-Jaeck theory
as presented in reference 6 and further explained in reference 5 is presented in figure 16
for comparison with the experimental data. In applying the Savage-Jaeck theory it is
assumed that each wave is separate with no flow separation and that the local conditions
are unaffected by previous waves. The calculation procedure for Savage-Jaeck theory
requires the definition of a turbulent-boundary-layer displacement thickness &if. The
following procedure was used to calculate 6;:

(1) Calculate the laminar-boundary-layer momentum thickness 6y, at the assumed
location of the virtual origin by using previously outlined methods.

(2) Assume that 6y, is the same as the turbulent-boundary-layer momentum
thickness 6 at the virtual origin.

(3) Calculate the new "virtual origin' for érff by using

vC
b = —EE (6)

where Cyg is given by Monaghan's turbulent T' method as presented in reference 14.
With the new virtual origin, 6.; may be calculated for the turbulent portion of the
boundary layer from the following equation:

* Cp(o*
of = E/D 7

where the boundary-layer form factor 6*/6 was obtained from reference 27 with the
exponent in the power law for velocity taken to be 1/9 (ref 28). The foregoing method
permits the calculation of GT* by assuming that the test surface is a flat plate. It was
further assumed that 6% at the location of the maximum turbulent heating for a particu-
lar wave was that of an equivalent flat plate. Savage-Jaeck theory under the included
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assumptions would predict correlation of the turbulent maximum heating values for all
waves at a given Mach number. The flow conditions for the first peak experimental data
more closely adhere to the assumptions of the theory, and therefore these data would be
more amenable for comparison with the theory. Savage-Jaeck predictions do not com-
pare favorably with the data presented in figure 186.

Maximum turbulent heating on single waves.- Very little information concerning the
effect of a variation of the geometric amplitude-to-wavelength ratio on the surface heating
for the sine-wave protuberances is available from the previously presented multiple-wave
results. Therefore, supplementary tests of single two-dimensional sine-wave protru-
sions on the sharp-leading-edge model with end plates were made in turbulent flow.

With this model surface oil-flow patterns and heating distributions were obtained at
a=0°and 159 for surfaces with single waves having W/H = 5.9, 12.5, and 23.5. For
each value of W/H, surface heating data were obtained for Mg = 6.0 and free-stream
unit Reynolds numbers of approximately 0.27 X 106, 0.14 x 106, and 0.06 x 106 per cm.
Flat-plate surface heating distributions for the same conditions used in the single-
protuberance heating tests were obtained. The surface roughness size and spacing were
the same as those used for the multiple-wave tests. The spherical roughness caused the
end of transition to be in the vicinity of the roughness location for all test conditions
except a=00 and R, /cm =0.063 X 106. For these conditions obvious oil streaks on
the protrusion were seen and corresponded one~to-one with the roughness spheres across
the span of the plate.

A typiecal example of the heating distribution over the single waves is presented in
figure 17 as the variation of Ngi ., Wwith x at =09 and Ro/cm =0.138 X 106.
The turbulent flat-plate heating w’as generally predictable by using the modified Spalding-
Chi method with the "*virtual origin'' again taken to be the location of peak heating at
transition.

For the particular surface heating results shown in figure 17 oil patterns indicated
that the flow was attached over the 10.16-cm-wide wave, there was a small region of
separated flow after the 5.08-cm-wide wave, and there was a large separated region in
front of and behind the 2.54-cm-wide wave. The turning angle necessary for turbulent
separation for the waves was consistent with results previously presented for wedges
and concave corners (e.g., ref 29). As the flow compressed at the front of the wave for
either attached or separated flow, there was a sharp rise above the flat-plate heating. A
maximum value of surface heating was obtained either directly after the start of the wave
or with separation preceding the wave a short distance after reattachment to the wave
surface. As the flow expanded over the top of the wave, the heating decreased sharply
and reached a value well below flat-plate heating very near the wave—flat-surface
intersection. As the flow recompressed on the flat surface for the attached boundary
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layer and near reattachment for the separated boundary layer, there was a rise in sur-
face heating quickly approaching the flat-plate heating. The heat transfer in the turbulent
separated region in front of the 2.54-cm-wide wave decreased slightly below the flat-plate
level (see fig. 17 as typical). Although previous investigations (e.g., ref. 20) have shown
that an increase in heating in the separated region for a turbulent wedge-type separation
is to be expected, the reversal of the pressure gradient at reattachment for the wave
separation may have influenced the heating level. (The present results are based on
limited evidence and a more extensive investigation would be necessary for clarification.)

Boundary-layer separation in front of a wave has only a minor effect on the surface
heating in the separated region, but the separation phenomenon seems to have a signifi-
cant effect on the maximum surface heating obtained on a wave. Figure 18 indicates the
effect of width-height ratio and boundary-layer separation on the maximum heating
obtained on a wave. The maximum heating on a single wave appears to increase almost
linearly with decreasing W/H. The Savage theory adapted to turbulent flow by Jaeck
gives a fair estimate of the maximum heating except where the boundary layer is sepa-
rated prior to the wave. Where there is more extensive separation, the 2.54~-cm-wide
wave, Savage-Jaeck theory seriously underestimates the maximum heating. The photo-
graphs in figure 18 show the surface oil-flow patterns obtained for the protuberance sur-
faces indicated. The data with the dashed ticks are those for which no oil-flow patterns
were obtained but for which separation was inferred from the surface heating distribu-
tion and oil-flow patterns obtained for other waves.

Included in figure 18 are the first peak maximum turbulent heating data obtained by
using the sharp-leading-edge, multiple-wave model with surface roughness (W/H = 7.5).
For these data the boundary layer was fully turbulent in front of the wave. The maximum
heating for the first peak of the multiple-wave plate compares favorably with the single-
wave results. The comparison should be good since the values of 6.1": /H at the first
peak for the multiple-wave tests are approximately the same as those for the single-
wave tests.

CONCLUSIONS

An investigation of the effects on surface pressure and heat transfer of two-
dimensional, shallow, multiple protuberances embedded in a flat surface has been con-
ducted at Mach 6. Tests were conducted with sharp-leading-edge wedge wings with and
without a boundary-layer trip and blunt wedge wings without a boundary-layer trip over
a free-stream Reynolds number range based on model length of approximately 3.2 X 106
to 11.4 x 106 and a wall-to-free-stream total temperature ratio of approximately 0.6.
Supplementary heat-transfer tests were also conducted with the sharp-leading-edge wing
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with a boundary-layer trip and single protuberances. An analysis of the information
obtained in this investigation yielded the following conclusions:

1. The maximum laminar heating on multiple waves was found to correlate empiri-
cally with results from previous investigations. Succeeding waves in the train of waves
were amenable to an analysis which considers each wave in the train as a single wave
and independent of the other waves on the plate.

2. For a given local Mach number, the effect of local unit Reynolds number on the
maximum turbulent heating for the first wave, or single waves, was similar to the
Reynolds number effect on smooth flat-plate turbulent heating. The turbulent maximum
heating for a series of waves succeeding a particular first wave decreased almost line-
arly with increasing local Reynolds number.

3. Tests on single waves and the first wave of the multiple-wave model indicated
that in turbulent flow the maximum heating on the waves increased almost linearly with
decreasing geometric width-height ratio of the waves.

4. The prediction technique employed in this investigation to indicate turbulent
maximum heating on a surface protuberance gave fair estimates when there was no
boundary-layer separation prior to the wave.

Langley Research Center,
National Aeronautics and Space Administration,
Langley Station, Hampton, Va., October 6, 1967,
129-01-08-41-23.
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TABLE II.- THERMOCOUPLE LOCATION ON THE SINGLE-WAVE INSERTS
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[L =40.6 cm]
x/L for -

Plate 1 Plate 2 Plate 3 Plate 4
0.291 0.366 0.366 0.366
.341 .416 .416 .416
.391 .466 .466 .466
.441 .516 .516 .516
.491 .566 .566 .553
.541 .591 .591 .578
.591 .616 .616 .603
.641 .628 .628 .628
.691 .641 .641 .641
.741 .654 .654 .654
.791 .666 .666 .666
.841 678 .678 .678
.891 .684 .684 .691
.691 .691 .697
.697 .697 .704
.704 .704 .710
.710 .710 .716
.716 .716 .722
.722 .722 .728
.728 .728 .735
.741 .741 .741
.753 .753 .747
.766 .766 .753
.778 .778 .766
.791 .791 .778
.804 .804 .791
.816 .841 .816
.841
.866
.891
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Figure 2.- Model dimensions and instrumentation for the single-wave tests. All dimensions are in centimeters.
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(¢) a = 15% with end plates. (d) a = 100, right end plate missing.

Figure 4.- Typical oil-flow patterns for the sine-wave surface with a blunt leading edge. Mg = 6; Re/cm = 0.26 X 106,
Arrow indicates flow direction.
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Figure 6.- Effect of multiple-sine-wave protuberances on the surface pressure for the sharp-leading-edge model. M, = 6.

Open symbols, multiple-wave surface; solid symbols, flat surface.
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Figure 7.- Effect of multiple-sine-wave protuberances on the surface pressure for the blunt-leading-edge modet. M, = 6.
Open symbols, multiple-wave surface; solid symbols, flat surface.
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Figure 10.- Effect of multiple-sine-wave protuberances on surface heating for the sharp-leading-edge model. Mo = 6.
Open symbols, multiple-wave surface; solid symbols, flat surface.
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Figure 11.- Effect of multiple-sine-wave protuberances on surface heating for the blunt-leading-edge model. My = 6.
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Figure 14.- Correlation of laminar maximum heating on multiple two-dimensional protuberances. Mo = 6; Tw/Tt = 0.6,
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Figure 18.- Effect of width-height ratio on turbulent peak heating for sinusoidal surface protuberances.
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