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1. PURPOSE

The purpose of this document is to specify the eguations
necessary to perform the guidance, navigation and control onboard
computation functions for the space shuttle orbiter vehicle, This
equations document will provide as comprehensive a set of equations
as possible from which modules may be chosen to develop Part I
Specifications for particular vehicles, computers and missions.

-This document is expected to be the source of any equations used
to develop software for hardware/software feasibility testing, for

ground-based simulations or flight test demonstrations.



2. SCOPE

This document defines a baseline set of equations which
fulfill the computation requirements for guidance, navigation
and control of the space shuttle orbiter vehicle. All shuttle
mission phases are covered from Prelaunch through Landing/Rollout.,
The spacecraft flight mode and the aircraft flight mode are ad-
dressed. Equations are included for the Mark I systems and Mark II
systems through the all-up shuttle configuation. Control of the
booster during launch is covered. The baseline equations may be
" implemented in a single GN&C computer or may be distributed among
several subsystem computers, depending upon the outcome of cen-
tralization/decentralization deliberations currently in progress.
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3. APPLICABILITY

This document is applicable to the guidance, navigation and
control (GN&C) computation functions for the space shuttle orbiter
vehicle. It specifies a set of baseline design equations which
may be used for the shuttle program software specification and
hardware-siiing. It defines the baseline equations for MSC.G&CD

hardware/software simulation.
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PRECEDING PAGE BLANK NOT FILMED
FOREWORD

This second publication of the Space Shuttle GN&C Design Egquation Document
contains bassline equations for approximately fifty percent of the GN&C
computation requiremsnts as specified in the GN&C S/W Functional Requirements
Document (MSC-03690 Rev. B). This document supercedes the original M3C-04217
and the subsequently published revision. Additions or corrections to this
document since its original publication are indicated in the Table of Contents
by asterisks in the margin.

It is planned to republish this document in a new revision in approximately
four months time. At that time it is anticipated that equations will be
available for virtually all requirements. The new revision will be issued
with format changes intended to stress interdependency of related submittals
and to eliminate duplication to the greatest degree practicable.

This issue has been modified to reflect the shuttle-structure and avionics-
configuration changes which have occurred subsequent to the first issue. A
significant change is that orbiter control of the booster has been added as

a requirement. Decentralization of the computations and &llocation to sub-
systems. is the current trend with the MARK I & MARK ITI shuttle configurations.
The computation requirements for shuttle vehicles and missions may be much less
than those allowed for in this document. However, since the configurations are
very fluid at this state in the shuttle development, the approach adopted in
this document is to include as complete a set of design equations as possible
to cover reasonable possibilities. Therefore, subsets of equations may be ex-
tracted from this document to form specifications for specific vehicles, com-
puters and missions.

The GN&C Design Equations document is the result of the efforts of many people
from NASA and support contractors. The list is too long to credit all con-
tributors; however, contractors which made direct contributions to the document
are as follows:

a. TRW Systems Group, Inc., Houston Operations

b, MIT/Charles Stark Draper Laboratory

¢. Lockheed Electronics Co., Inc., Houston Aerospace Systems Division
d. The Boeing Co., Houston, Texas

The equations are reviewed by the GN&C Formulation and Implementation Panel
and their comments included on submittal forms where appropriate. The names
of equation submitters are included on the submittal sheet in each section.
Comments on the submittals should be referred to the individual submitter or
to the responsible NASA engineer. General comments on the ‘document or proposed
submittals saould be referred to the System Analysis Branch, Guidance and Control -
Division., '

iii



9., DESCRIPTIONS OF EQUATIONS

The detailed equations for the GN&C functions are defined in this
section. The organization of this section is tentative and will be
modified so as to present the equations as they are designed in as clear
a fashion as possible. As an introduction to each major subsection
(usually a mission phase), the general GN&C software functions to be
implemented will be.identified and, where appropriate, a conceptual
discussion and top level flow of the computations, inputs and outputs
will be included in order to understand and summarize what is to be
covered. This should be an order of magnitude less detailed than the

flow diagrams of the equations which come later.

A GN&C Equation Submittal sheet will introduce each of the GN&C
equation submittals and summarize the GN&C functions, and identify the

source and NASA contact for each.

The detailed data to be presented for each GN&C function within each
of the major subsections (usually a mission phase) is summarized below.
Although items 6 through 10 are to be referenced only in the equations
document, they are required submittals before the equations can be

approved and finalized for flight software development.

‘1. - Functional Requirements

The spécific functional requirements (from the GN&C
Software Functional Requirements Document) which are
satisfied by the equations should be identified.

2. Functional Diagram

A brief functional explanation and description of the
overall concept and approach. A functional block
diagram should be used where clarity is enhanced.
Inputs, outputs, and interfaces will be provided.

3. Equations and Flows

Detailed equations and a descriptive text which guides
the reader through the flows of Section 10 should be
provided. The minimum frequency df the computations
shall be specified and rationale given or referenced.
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4, Coordinate System

The coordinate systems used shall be defined.

5. Constants/Variables Summary

Constants and variables shall be summarized in tabular
form with the following information:

Variables/constants symbols and definitions
Units

Allowable quantization

. Range of values

°

an o

6. FORTRAN Coding

The FORTRAN coding of the function for verification using
the Space Shuttle Flight Simulation (SSFS) will be
referenced.

7. Simulation

The SSFS specifications, description and user's guide
used to verify each GN&C function will be referenced.

8. Testing
Test plans and test results will be referenced.
9. Derivation

The mathematical derivation of the equations including
all mathematical assumptions shall be referenced.

10. Assumptions

The following will be referenced:

Avionics baseline system assumed
Reference missions assumed
Vehicle mass properties assumed
Propulsion models assumed

. Environment models assumed

. Error models assumed

°

°

O N O

The major subsections of this section are identified and partially

expanded in the following.



9.6 ORBITAL COAST

The following GN&C software functions are envisioned for the orbital

coast phase:

Sensor Alignment and Calibration

1. Perform automatic calibration of sensors and compute
compensation values during coasting orbital flight.

2. Perform automatic sensor pointing and alignment during
coasting orbital flight.

Orbit Navigation

3. Advance inertial vector with conic solutions from an
initial state to a final state as a function of time
or anomaly.

4. Augment conic state advancement with numerical
integration to account for complex gravity potential
models.

5. Reduce uncertainties in inertial state by accepting
and processing data from navigation sensors (ground

beacons, radar altimeter).

Attitude Control

6. Maintain attitude-hold about a desired orientation.

7. Provide attitude rate-hold about a desired rate for
orbital rate control, station keeping, passive thermal
control or other constant-rate maneuvers.

8. Provide semi-automatic control by initializing attitude
hold following manual maneuvers.

9. Implement minimum-impulse jet firings when required
by the autopilot or selected by the crew for manual control.

10. Maintain attitude for target visibility at crew and radar
locations during the coast periods of rendezvous, station

keeping and docking approach.

9.6.1 Orbital Navigation
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SPACE SHUTTLE

GN&C SOFTWARE EQUATION SUBMITTAL

Software Equation Section: Conic State Extrapolation Submittal No._6

Function: Advance inertial state with conic solutions

Module Nd. ON2 Function No. 1 (MSC 03690)

Submitted by: W. M. Robertson Co. MIT No. 3-71

Date: Feb 1971

NASA Contact: J. Suddath Organization: GCD

Approved by Panel III: K. Cox ICT. G Date:rgfiéfzf

Summary Description: Provides the capability to advance a geocentric

inertial state as a function of time or true anomaly. The extrapolation

is done analytically assuming Keplerian motion.

Shuttle Configuration: These equations are independent of Shuttle

configuration.

Comments:

(Design Status)

(Verification Status)

Panel Comments:
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9.6.1.1 Conic State Extrapolation

i, INTRODUCTION

The Conic State Extrapolation Routine provides the capabil-
ity to conically extrapolate any spacecraft inertial state vector eithei*
backwards or forwards as a function of time or as a function of
transfer angle, It is merely the coded form of two versions of the
analytic solution of the two-body differential equations of motion of
the spacecraft center of mass. Because of its relatively fast compu-
tation speed and moderate accuracy, it serves as a preliminary
navigation tool and as a method of obtaining quick solutions for tar-
geting and guidance functions. More accurate (but slower) results

‘are provided by the Precision State Extrapolation Routine,
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9.6.1.1 Conic State Extrapolation (continued)

NOMENCLATURE

a Semi-major axis of conic
<, blrstconu:paranuﬁer(fo- XO)/ “E)
. 2
<, Second conic parameter (r‘O Vo /“E - 1)
. . 2
cq Thlmjconu:paranuﬂer(rovo /“E)
c(g) Power series in £ defined in text
E Eccentric anomaly
f True anomaly
H Hyperbolic analog of eccentric anomaly
i Counter
p Semilatus rectum of conic
Py Normalized semilatus rectum (p/ ry)
P Period ot conic orbit
ry Magnitude of Ty
Iy Inertial position vector corresponding to initial time
t
r Magnitude of r(t)
r(t) Inertial position vector corresponding to time t
s Switch used in Secant Iterator to determine whether

secant method or offsetting will be performed

9.6-4



9.6.1.1 Conic State Extrapolation (continued)

S(E)

(t-1t,)

'(t—tO)C

(t -t.)!

(1)
(t - ty),

ERR

J:<

v(t)

Power series in £ defined in text

Final time (end of time interval through which an

extrapolation is made)

Initial time (beginning of time interval through which

an extrapolation is to be made)
Specified transfer time interval

Value of the transfer time interval calculated in the
Universal Kepler Equation as a function of x and the

conic parameters

Previous value of (t - tO )C

The "i-th'" value of the transfer time interval calcula-
ted in the Universal Kepler Equation as a function of

the "i-th'" value x; of x and the conic parameters

Difference between specified time interval and that

calculated by Universal Kepler Equation
Magnitude of Yo

Inertial velocity vector corresponding to initial time

to
Inertial velocity vector corresponding to time t

Universal eccentric anomaly difference (independent

variable in Kepler iteration scheme)
Previous value of x

Value of x to which the Kepler iteration scheme con-

verged

Previous value of X,
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9.6.1.1 Conic State Extrapolation (continued)

X, The "i-th'" value of x
' Lower bound on x
min
bound

X hax Upper bound on x

@, Reciprocal of semi-major axis at initial point L

aN Normalized semi-major axis reciprocal (aro)

Yo Angle from Ty to Yo

Atmax Maximum time interval which can be used in computer
due to scaling limitations

Ax Increment in x

€ Relative convergence tolerance factor on transfer
time interval

€y Convergence tolerance on independent variable x

6 Transfer angle (true anomaly increment)

HEg Gravitational parameter of the earth

£ Product of ag and square of x

%oy s 7Ll, 7.2,’)/_3 Coefficients of power geries inversion of Universal
Kepler Equation

1 ' Unit vector in direction of rO

1 Unit vector in direction of XO
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2, FUNCTIONAL FLOW DIAGRAM

The Conic State Extrapolation Routine basically consists of
two par'fs - one for extrapolating in time and one for extrapolating in
transfer angle. Several portions of the formulation are, however,

common to the two parts, and may be arranged as subroutines on a .

computer,
2.1 Conic State Extrapolation As A Function Of Time (Kepler
Routine) ’ :

_ This routine involves a single loop iterative procedure, and
hence is organized in three sections: initialization, iteration, and
final computations, as shown in Fig. 1. The variable "x" is the in-
dependent variable in the iteration procedure, For a given initial
state, the variable "x" measures‘ the amount of transfer along the ex-
trapolated trajectory. The tiransfer time interval and the extrapolated
state vector are very conveniently expressed in terms of "x". In the
iteration procedure, 'x'" is adjusted until the transfer time interval
calculated from it agrees with the specified transfer time interval
(to within a certain tolerance), Then the extrapolé.ted state vector

is calculated from this particular value of 'x",

2,2 Conic State Extrapolation As A Function Of Transfer Angle
( Theta Routine) -

This routine makes a direct calculation (i.e, does not have
an iteration scheme), as shown in Fig, 2. Again, the extrapolated
state vector is calculated from the parameter "x". The value of "x"
however, is obtained from a direct computation in terms of the conic
parameters and the transfer angle 6. It is not necessary to iterate

to determine 'x", as was the case in the Kepler Routine.
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9.6.1.1 Conic State Extrapolation (continued)

Initialization
(Compute Various Conic Parameters)
"t

(Compute A Rough Approximation To "x", Or Use Previous Value
As A Guess)

Iteration

Compute Transfer Time Interval Corresponding
To The Variable "x"

Converge ?

No

Adjust "'x" l

|
]
1
]
i
t
1
|
|
]
]
|
i
]
1
1
1
[}
1
1
1
:
]
Yes !
|
'
1
]
i
]
1
|
|
]
]
H
1
1
|
|
1
]
!
;
(]

Final Computations
(Compute Extrapolated State Vector Corresponding
To The Variable "x'")

'

Figure 1| KEPLER ROUTINE FUNCTIONAL FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

Initialization

( Compute Various Conic Parameters)

Compute ''x'' Corresponding To The Specified

Transfer Angle 6

Compute Transfer Time Interval Corresponding
To The Variable "x"

Final Computations
(Compute Extrapolated State Vector Corresponding
To The Variable "x")

Figure 2 THETA ROUTINE FUNCTIONAL FLOW DIAGRAM
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9,6.1.1 Conic State Extrapolation (continued)

3. ROUTINE INPUT-OUTPUT

The Conic State Extrapolation Routine has only one system
parameter input: the gravitational parameter of the earth. Its prin-
cipal real-time inputs are the inertial state vector which is to be ex-
trapolated and the transfer time interval or transfer angle through
which the extrapolation is to be made., Several optional secondary '
inputs may be supplied in the transfer time case in order to speed
the computation, The principal real-time output of both cases is the

extrapolated inertial state vector,

3.1 Conic State Extrapolation As A Function of Transfer Time

Interval (Kepler Routine)

Input Parameters

System

HE : Gravitational parameter of the earth ( Product of

earth's mass and universal gravitational constant),

Real-Time (Required)

(5‘_0, !O) : Inertial state vector which is to be extrapolated

(corresponds to time tO).

(t - tO) : Transfer time interval through which the extrapola-

tion is to be made,

Real-Time ( Optional)

X : Guess of independent variable corresponding to solu-
tion in Kepler iteration scheme. (Used to speed con-

vergence),
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9,6.1.1 Conic State Extrapolation (continued)

(t - tO (': : Value of dependent variable (the transfer time inter-
val) in the Kepler iteration scheme, which was
calculated in the last iteration of the previous call to

Kepler,

x‘C : Value o‘f the independent variable in the Kepler itera-
tion scheme, to which the last iteration of the

previous call to Kepler had converged,

Output Parameters

(E(t):X(t” . Extrapolated inertial state vector (corresponds to
. time t),
(t-ty), @ Value of the dependent variable (the transfer time

interval) in the Kepler iteration scheme, which was
calculated in the last iteration (should agree closely
with (t - to)).

X : Value of the independent variable in the Kepler itera-

tion scheme to which the last iteration converged.

3.2 Conic State Extrapolation As A Function Of Transfer Angle
( Theta Routine)

Input Parameters

sttem

HE Gravitational parameter of the earth ( Product of

earth's mass and universal gravitational constant),
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9.6.1.1 Conic State Extrapolation (continued)

Real-Time

(EO’ XO) : Inertial state vector which is to be extrapolated.
¢ : Transfer angle through which the extrapolation is to
be made,

QOutput Parameters

(r, v) : Extrapolated inertial state vector.,

(t - tO )C : Transfer Time Interval corresponding to the conic

extrapolation through the transfer angle .,
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9.6.1.1 Conic State. Extrapolation (continued)

4, DESCRIPTION OF EQUATIONS
4,1 Conic State Extrapolation As A Function Of Time (Kepler
Routine)

The universal formulation of Stumpff-Herrick-Battin in
terms of the universal eccentric anomaly difference is used, This

variable, usually denoted by x, is defined by the relations:

va'(E - E )for elllpse

X VPAtan £/2 - tan f0/2) for parabola

yv-a'(H - HO) for hyperbola

where a is the semi-major axis, E and H are the eccentric anomaly
and its hyperbolic analog, p is the semi-latus rectum and f the true
anomaly. The expressions for the trans_fer time interval (t - to)
and the extrapolated position and velocity vectors (r, v) in terms of
the initial position and velocity vectors -(EO, YO) as functions of x
are:

(Universal Kepler Equation)

r, - v
(t—t0)= ‘——O———_—Osz(aoxz)+(1—roao)x35(a0x2)+r0x

1
\J“E

- - 3 _
r(t) = 1———C(a x Y |ra 4| (t -1t )-i—S(a x2) v
L -0 0 |—1 0 -0

!(t)= 4aox35-(a0x2)-x £0+‘1-§—C(aox2) v
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9.6.1.1 Conic State Extrapolation (continued)

where
V2
o = L .2 0
0 — - 2
a4 To Mg
and
2
L
s(g) == -8 +E .
3! 5! 7!
2
C(E):l -§ +E__
21 4! 6!

Since the transfer time interval (t - to) is given, it is desired to

find the x corresponding to it in the Universal Kepler Equation, and
then to evaluate the extrapolated state vector (r, v) expression

using that value of x. Unfortunately, the Universal Kepler Equation
expresses (t - to) as a transcendental function of x rather than con-
versely, and no power series inversion of the equation is known which
has good convergence properties for all orbits, so it is necessary

to solve the equation iteratively for the variable x,

For this purpose, the secant method (linear inverse inter-
polation/ extrapolation) is used. It merely finds the increment in
the independent variable x which is required in order to adjust the
dependent variable (t - tO)c to the desired value (t - tO) based on a
linear interpolation/ extrapolation of the last two points calculated on

the (t - tO)c vs x curve, The method uses the formula

(n)
(t-t.) -(t -t.)
_ 0" ¢ 0
n#l " Xp) - (Xn_xn-l)

(n) (n-1)
(‘c—‘co)C —(t—to) c

(x
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9.6.1.1 Conic State Extrapolation (continued)

where (t - to) (é) denotes the evaluation of the Universal Kepler
Equation using the value X4 In order to prevent the scheme from
taking an increment back into regions in which it is known from past
iterations that the solution does not lie, it has been found convenient

" to establish upper and lower bounds on the independent variable x
which are continually reset during the course of the iteration as more
and more values of x are found to be too large or too small, In ad-
dition, it has also been found expedient to damp by 10% any incre-
ment in the independent variable which would (if applied) take the

value of the independent variable past a bound

To start the iteration scheme, some initial guess x0 of the

independent variable is required as well as a previous point (x_l,
(t-t, )C( -1 )) on the (t - t;)_ vs x curve, If no previous point is
available the point (0, 0) may be used as it lies on all (t - to)C Vs,

x curves, The closer the initial guess X is to the value of x corres-
ponding to the solution, the faster the convergence will be, One
method of obtaining such a guess X is to use a truncation of the
infinite series obtained by direct inversion of the Kepler Equation
(expreésing x as a power series in (t - tO )). It must be pointed out
that this series diverges even for ''moderate' transfer time inter-
vals (t - tO ); hence an iterative solution must be used to solve the
Kepler equation for x in the general case. A third order truncation

of the inve‘i'sion of the Universal Kepler Equation is:

3
n
x = E %, (t - tg)
n=0
where '
’XO:O’ %I:JME/I'O’
')¢2= _l“_E(_go.y'O)
—ﬁ ?
2 ry° \ug
7‘3-—1—#‘5)3[—3(5‘) 20" (1 ra ]
i o"o'p
6r,, ro Ltrg Nkg
with ay = 2/r0 vo /“E
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9.6.1.1 Conic State Extrapolation (continued)

4.2 Conic State Extrapolation As A Function of Transfer Angle
( Theta Routine)

As with the Kepler Routine, the universal formulation of
Stumpff-Herrick-Battin in terms of the universal eccentric anomaly
difference x is used in the Theta Routine, A completely analogous
iteration scheme could have been formulated with x again as the in-
dependent variable and the transfer angle 6 as the dependent variable

using Marscher's universally valid equation:

rotl - aox2 S(doxz)
6

cot = = —— + cot Yo
2 2
\Ip'x C(aO x7)
where
r. v, 2
.2
p = -2 9 sin Yo
(g
and

Yo = angle from r, to v.

However, in contrast to the Kepler equation, it is possible
to invert the Marscher equation into a power series which can be
made to converge as rapidly as desired, by means of which x may be
calculated as a universal function of the transfer angle §, Knowing
x, we can directly calculate the transfer time interval (t - tO)c and
subsequently the extrapolated state vectors using the standard
formulae,

The sequence of computations in the inversion of the

Marscher Equation is asfollows:

Let
PN = p/ro, oy =(1r0

and
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Conic State Extrapolation (continued)

9.6.1.1
(_S8i sin§ cot-yo).
J l1-cos @
If
|w1| >1, letV, = 1.
Let
[
Wosg =\ Wy tay  [Wo| - (fwy[<)
or
2 Wi
- +\fvn oy YWV (|W1|>”-
Let w = W_ (|W1|51)
or
Yo, = YW, p/V, (lw1|>1),
Let

“n =0 2_]+1 w
= n

where n is an integer >4, Then

> (W1>0)

X/IT‘—‘-
V7o 27r/\l'3?- (W, <0)

The above equatiohs have been specifically formulated to avoid certain

numerical difficulties,
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9.6.1.1 Conic State Extrapolation (continued)

5, DETAILED FLOW DIAGRAMS
5.1 Conic State Extrapolation As A Function of Time (Kepler
Routine)
SYSTEM REAL TIME (Required) REAL TIME (Optional)
“E 30: XOJ (t - to) X, (t = to)é: X'C

N

i = 20
o
1. = UNIT (r,)
0
%o Y
c T —
1
1
VrE
Y Y
cy = ro —_—= -1
HE
o = (1 rcz)/ro
Yes Nc
o
xmax=21r/,|a' xmax=\|_50/a'

Y

Fipure 3a KEPLER ROUTINE DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

-(t-tO) = (t -—tb) - sign(t-to)P

- Y

Figure 3b KEPLER ROUTINE DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

<oigo

min max

Ax = x - x!

g el

E =ax

'

Call Universal Kepler Equation

IJE: Cln Cz: x: E; rO

Resume
(t-t5),, S(E),C(E)

tgrRr = (t ~tp) - (t-t5),

CallSECANTITERATOR
0: (t'to)c: (t—tO)C’ tERR)

X, X, X__. b4
AX, X, min’ “max

Resume
AX, X_ . , X

mil

s
n’ “max’

Figure 3¢ KEPLER ROUTINE DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

Vi \/

Yes
No
(t - to)é = (t - tO)C
X = X+ Ax Y
i=i-1 : -
No Yes
all Extrapolated State Vector
uE: EOO Xo: X,E; S(E )s
C(E), (t-ty),
Resume
r(t), v(t)
X = X
c
OUTPUT
Y

E(t); X(t)l (t -to)c: xC

Figure 3d KEPLER ROUTINE DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

5.2 Conic State Extrapolation As A Function of Transfer Angle
ENTER
SYSTEM REAL-TIME
HE Tor Yo 9
<0

I‘O = I_I:d, —11‘0 = EO/I'O
o Tl Ly T vlv
cos Yo er . _lvo

in v * | L 1 |

cot vy = cos 70/ sin o

c =r v2/
3 “to Vo ' HE
QN =2—03
.2
PN = cg sin” v,

Yes

iNo
6 - sign () 360°

n=n+1

v

Figure 4a THETA ROUTINE DETAILED FLOW DIAGRAM

|
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9.6.1.1 Conic State Extrapolation (continued)

Call Marscher Equation Inversion

g, cot Yo ro, GN, PN

Resume

x, &, s Cy

'

Call Universal Kepler Equation

NE: E: X: Cl.v Cz: rO

Resume

l

Call Extrapolated State Vector

IJE: E‘_OJ XO) X, E: S(E): C(E)

Resume

r(t), v(t)

Yes

No

27
N 1‘0)3/2 A

‘(t —to)c= (t —to)c+nP

P =

Figure 4b THETA ROUTINE DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

0 ‘1
>0 -

v(t)= - v(t)

(t _to)c = - (t - tO)C

OUTPUT ]

r(t), v(t), (t-t

O)C

Figure 4c THETA ROUTINE DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

5.3 Subroutines Used By The Transfer Time or Transfer Angle

Conic Extrapolation Routines

5.3.1 Universal Kepler Equation

SYSTEM REAL-TIME

Cis Cos X, €, ry

N

2

‘sqey =L _ & ;&8 _
3! 5! 7!
2

C(’g‘):_l_ -_§_+E__
2t 41 6!

T

(t-tg), = [cl 2 C(8) +x(c, X S(§)+r0)]/ "5

OUTPUT

Figure 5 UNIVERSAL KEPLER EQUATION DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

5,3.2 Extrapolated State Vector

SYSTEM REAL TIME

HE Ty Yoo x,E.S(E},C(s), (t-t0),

2 3
r(t) = (1-Z-C(E))ry+((t-t) -* S(g))v
= =0 0 2
I‘o C \m‘E O
() = 2B s(es(e) -1 (- X o ))
v F ———x - r.+ - = E)) v
. ror(t) -0 r(t) =0

OUTPUT

Figure 6 EXTRAPOLATED STATE VECTOR EQUATION
DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

5.3.3 Secant Iterator

s, (t- tO)c’ (t- tO)gl:’ tERR’ Ax, X, Xmin’ *max

t X -X_ .
AX = ERR AX Ax=sign(tERR) _max min
4
(t-t)) -(t-t )
0'c 0'c s=-0
>0

No X 4+ Ax "Yes

Ax=0.9(xrna -X) p—

AX, X . , X , S
min’ “max

Figure 7 SECANT ITERATOR DETAILED F1.OW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

5,3.4 Marscher Equation Inversion

| 9, COt 'YO, ro: ON: pN

'

_ sin 8
Wy = \IpN'(l_- cos T - °°t 1)

Solution

\/
r 3

4 +\| wn2 tay W 1/wl| =[sin 6/ (J pN' (l+cos 6 - sin § cot %)

Vl=1

No
n=3 n=n-+1

Figure 8a MARSCHER EQUATION INVERSION DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

Vn+1 = +‘,Vn2 +aN(|1/W1| )2 + Vn

w =W
47 4 l
Yo, = (YW D/ v,
44: TS j
xy = = £ L By
wy j=0 2j+1 w4
: <0 >0
F $
. 2m
XN = — XN
\IQ’N l
2
£ = ayXy
X r X

0 °N
= I+ 5.1
¢ * NToPN cot Yo

l - @
2 N

l

X, £, Cps ©

@]
n

2

Figure 8b MARSCHER EQUATION INVERSION DETAILED FLOW DIAGRAM
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9.6.1.1 Conic State Extrapolation (continued)

6. SUPPLEMENTARY INFORMATION

The analytic expressions for the Universal Kepler Equation
and the extrapolated position and velocity vectors are well known and
are given by Battin (1964 ), Battin also outlines a Newton iteration
technique for the solution of the Universal Kepler Equation; this tech-
nique converges somewhat faster than the secant technique but
requires the evaluation of the derivative, It may be shown that if the
derivative evaluation by itself takes more than 44% of the computa-
tion time used by the other calculations in one pass through the loop,

then it is more efficient timewise to use the secant method,

Marscher's universal equation for cot §/2 was derived by

him in his report ( Marscher, 1965), and is the generalization of his
"Three-Cotangent' equation:

r (E - E
cot 9 " cot —————=— + cot Yo

2 pa 2

Marscher has also outlined in the report an iterative method of ex-
trapolating the state based on his universal equation, The inversion

of Marscher's universal equation was derived by Robertson (1967a).

Krause organized the details of the computation in both

routines,

A derivation of the coefficients in the inversion of the Uni-
versal Kepler Equation is given in Robertson (1967 b) and Newman
(1967).
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9.6.1.1 Conic State Extrapolation (continued)
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.6.1.2 Precision State Exfrapolation.
1. INTRODUCTION |

The Precision State and Filter Weighting Matrix Extrapola-
tion Routine provides the capability to extrapolate any spacecraft
geocentric state vector either backwards or forwards in time through
a force fiel& consisting of the earth's primary central-force gravité-
tional attraction and a superimposed perturbing acceleration. The
perturbing acceleration may be either the single dominant term (J 2 )
of the earth's oblateness or a more complete expression involving
all significant perturbation effects. The Routine also.provides the
capability of extrapolating the filter-weighting matrix along the preci-
sion trajectory. This matrix, also known as the "W-matrix", is a
square root form of the error covariance matrix and contains statisti-
cal informafion relative to the accuracies of the state vectors and

certain other optionally estimated quantities.

On any one call, the routine extrapolates only one state vec-
tor and only those six rows of the filter-weighting matrix relating to
this state vector. Two calls are required to extrapolate two separate
state vectors and a complete filter-weighting matrix pertaining to two
state vectors. The complete extrapolated filter-weighting matrix is
obtained by properly adjoining the two separately extrapolated sub-

matrices of six rows each.

The routine is merely a coded algorithm for the numerical
solution of modified forms of the basic differential equations which
are satisfied by the geocentric state vector of the spacecraft's center

of mass and by the filter-weighting matrix, namely:

2
g_ E(t) +

at? r3 (1)

m

() = ay(t)

and
4 w(t) = F(t) wt),
at

where _a_d-(t) is the vector sum of all the desired perturbing accelera-
tions, and F(t) is a matrix containing the gravity gradient matrix

and the identity matrix in its off-diagonal sub-blocks.

Because of its high accuracy and its capability of extrapola-
ing the filter-weighting matrix, this routine serves as the computa-
tional foundation for precise space navigation. It suffers from a
relatively slow computation speed in comparison with the Conic State

Extrapolation Routine.
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“9.6.1.2 Precision Statel EXtrapolationt (codtiniied) ¢ - *

ay(t)

nom

E (1)
f(q)

G(t)

1 pole

NOMENCLATURE

Perturbing acceleration at time t
Constant for adjustment of nominal step-size

Number of columns in the filter weighting sub-

matrix W

Covariance matrix of dimension d
Special function of q defined in text
Gravity gradient matrix

Unit vector of earth's north polar axis expressed

in reference coordinates

Unit vector in the direction of the position

vector r
Three-dimensional identity matrix

Number of additional quantities, such as land-

mark locations or instrument biases, being

" estimated.

Constant describing dominant term of earth's

oblateness

Special function of r and 6 defined in text
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9.6.1.2 Precision State Extrapolation (continued)

Lo
r(t)

r(t)

(t)

r
—Ccon

con

1€

k, i

Geocentric position vector at time to
Geocentric position vector at time t
Magnitude of geocentric position vector
Refe.rence conic position vector at time t

Magnitude of reference conic position vector

at time t
Mean equatorial radius of the earth
Geocentric position vector at time tF

Intermediate values of r

Switch indicating the perturbing accelerations

to be included

Switch controlling whether state or filter-
weighting matrix integration is being per-
formed (used only internally in routine)

Initial time point

Time to which it is desired to extrapolate

( s Vo ) and optionally W0

Geocentric velocity vector at time t0

' Geocentric velocity vector at time t F

Reference conic velocity vector at time t
Filter-weighting matrix at time t 0
Filter-weighting matrix at time t F

Three-dimensional column vectors into which

the filter-weighting matrix is partitioned

Independent variable in Kepler routine
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9.6.,1.2 Precision State Extrapolation (continued)

y(t)

(1)

max

At

vi(t)

max

Previous value of x
Vector random variable of dimension j representing
errors in the additionally estimated quantities such

as landmark locations or instrument biases

Position deviation vector of true position from

reference conic position at time t

Maximum value of | [ | permitted (used as rectifica-

tion criterion)

Time-step size in numerical integration of differential

equation

Maximum permissible time-step size
Nominal integration time-step size
Time convergence tolerance criterion

Random variable representing error in estimate

of position vector at time t

Random variable representing error in estimate

of velocity vector at time t
Earth's gravitational parameter

Velocity deviation vector of true velocity from

reference conic velocity at time t

Maximum value of lg | permitted (used as

rectification criterion)
Time interval since last rectification
Previous value of T

Geocentric latitude
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9.6.1.2 Precision State Extrapolation (continued) -

2, FUNCTIONAL FLOW DIAGRAM

The Precision State and Filter Weighting Matrix Extrapola-
tion Routine performs its functions by integrating modified forms of
the basic differential equations at a sequence of points separated by
intervals known as time-steps, which are not necessarily of the same

size, The routine automatically determines the size to be taken at
each step, '

As shown in Fig, 1, the state vector and ( optionally) the
filter-weighting sub-matrix are updated one step at a time along the pre-
cision trajectory until the specified overall transfer time interval is
exactly attained. (The size of the last time-step is adjusted as neces-
sary to make this possible, )
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9.6.1.2 Precision State Extrapolation (continued)

ENTER

Rectification
required ?

Yes* No

Rectify

'

| Compute time step size for this time-step

Time-step
size = 0?
(to within

Yes

— EXIT

Filter-
weighting

No .
et matrix
extrapolation
desired ?
Integrate filter weighting sub-matrix
one time-step
e Y

Figure 1. Fupctional Flow Diagram Precision State and Filter
Weighting Matrix Extrapolation Routine
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9.6.1.2 Precision State Extrapolation (continued)

3. INPUT AND OUTPUT VARIABLES

The Precision State and Filter Weighting Matrix Extrapolation
Routine has the following input and output variables;

Input Variables

» Vo) Geocentric state vector to be extrapolated

(rg» Yo

to Time associated with (5‘_0 Vo ) and W0

to ' Time to which it is desired to extrapolate
(EO ' Yo )} and optionally W 0

W, Filter-weighting sub-matrix to be extra-
polated(optional) (W0 has dimension 6 x d)

d Number of columns in filter-weighting sub-
matrix (d =0, 6, 7, ..., where 0 indicates
no W-matrix extrapolation)

spert Switch indicating the perturbing accelera-
tions to be included. (Spert =1implies J,
oblateness term only; Spert >1 implies a
more complete perturbing acceleration
model (or models).)

Output Variables
(EF s XF) Extrapolated geocentric state vector
WF Extrapolated filter-weighting sub-matrix

of dimension 6 x d
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9.6.1.2 Precision 3tate Extrapolation (continued)

4, DESCRIPTION OF EQUATIONS

4.1 Precision State Extrapolation Equations

Since the perturbing acceleration is small cofnpared with the
central force field, direct numerical integration of the basic differ-
ential equations of motion of the spacecraft state vector is inefficient,
Instead, a technique due to Encke is utilized in which only the devia-
tions of the state from a reference conic orbit are numerically integrated,
The positions and velocities along the reference conic are obtained
from the Kepler routine,

At time tO the position and velocity vectors, Iy and Voo define
an osculating conic orbit, Because of the perturbing accelerations,
the true position and velocity vectors E(t) and y_(t) will deviate as
time progresses from the conic position and velocity vectors Econ(t)
and Yeon (t) which have been conically extrapolated from
Let

anndzo.

8(t) = r(t) -r (1)
v(t) = v(t) - v (t)

be the vector deviations, It can be shown that the position deviation
8 (t) satisfies the differential equation

ﬁé(t)+ s f(q)r(t) +6(t) | =a (t)
2 z ° &

dt r 3(t)

where
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9.6.1.2 Precision State Extrapolation (continued) - -

(6 -2r)- & 2
q:————.—, f(q)zqm_‘
2 3/2

r 1+(1+q)

and 3y (t) is tl}e total perturbing acceleration, The above
second order differential equation in the deviation vector 8(t)
is numerically integrated by a method described in a later sub-

section.

The term

£(q) r(t) +s(t)
rCOn

must remain small, i, e, of the same order as g.d(t), if the method

is to be efficient, As the deviation vector ¢ (t) grows in magnitude,

this term will eventually increase in size, When

o (+)f > 0.01]r_ (t) or |p(t)] > 0,00V (1)

or when

| 6(t)|>8 .. or| v(t) I>Vimax

a new osculating conic orbit is established based on the latest preci-
sion position and velocity vectors E(t) and !(t), the deviations 5 (t)
and p(t) are zeroed, and the numerical integration of Q(t) and y_(t)
continues, The process of establishing a new conic orbit is called

rectification,

The total perturbing acceleration ay (t) is in general the
vector sum of all the desired individual perturbing accelerations com-
prising the total force field, such as those due to the earth's oblate-
ness, the gravitational attractions of the sun and moon, and the earth's
atmospheric drag. Since many Shuttle applications will require only
2 of the earth's oblate-

ness, the use of only this term has been made a standard option in

the perturbing effect of the dominant term J

the routine diagrammed in Section 5. However, provision has been

" made for handling a completely general perturbing acceleration. The
form .of this perturbing acceleration will depend primarily upon the
requirements of the Orbit Navigation function.
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9.6.1.2 Precision State Extrapolation (continued)

The explicit expression for the earth's J 2 oblateness accel-

eration alone is:

2

ay = - r%:% JZ[Z—E] [(1 -5sin’e)i_+2 sino_ipole“
where

—ir is the unit position vector in reference coordinates,

—i-pole is the unit vector of the earth's north polar

axis expressed in reference coordinates,

sine = i, - ipole,
and

re is the rﬁean equatorial radius of the earth.
4.2 Filter-Weighting (W) Matrix Extrapolation Equations

The position and velocity vectors which are maintained by the
spacecraft's computer are only estimates of the actual values of these
vectors. As part of the navigation technique it is also necessary for
the computer to maintain statistical information about the position
and velocity vectors. Furthermore, in particular applications it is
necessary to include statistical data on various other quantities, such
as landmark locations during Orbit Navigation and certain instrument
biases during Co-orbiting Vehicle Navigation. The filter-weighting

W-matrix is used for all these purposes.

If €¢(t) and n(t) are three dimensional vector random
variables with zero mean which represent the errors in the estimates
of a spacecraft's position and velocity at time t, then the six-dimen-

sional state error covariance matrix EG (t) at time t is defined by:

e(t) e(t) T eyt
Eg(t) = | ———— R
n(t) ()T n(t)n(e) T

where the bar represents the expected value or ensemble average at

the fixed time t of each element of the matrix over which it appears.

9.6-42



9.6.1.2 Precision State Extrapolation (continued)

If Y(t) is a j-dimensional vector random variable with zero
mean which represents the errors in the estimates of the j additionally
estimated quantities such as landmark locations or instrument biases,
then a (6+j) - dimensional state and other parameter covariance matrix

. . ined by:
E( 6+J)(t) is defined by:
() v(n)T

. Eﬁ(t)

ey o T
Ew+j%ﬂ— n(t) ¥(t)

y(t) e(t) T vy )T vy v T

Further, if the statistical properties of the positions and ve-
locities of two separate spacecraft are to be maintained, a twelve-

dimensional state covariance matrix is defined by:

¢ T T T T
£Epfp Eplp EpET EplT
T T T T
NpEp Tplp TpET TpiT
E. ., (t) =
12 T T T T
€T EP €T lp ETET et T
T T T T
It fp Irlp S T atlit 1
e

where the s_ubscripfs P and T refer to the primary and target ve-
hicles, respectively.

And finally, if the statistical properties of the j additionally
estimated quantities are also to be maintained along with the two state

vectors, a (12 +j) state and other parameter covariance matrix

E(12 Jrj)(t) is defined by:
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9.6,1.2 Precision State Extrapolation (continued)

EPZT ]
.TlpZT
Frz+j)® = E 2t er2”
ETZT

| vep?  vnp' Yeq yapl oy T

Rather than use one of the above covariance matrices in the
navigation procedure, it is more convenient to use a matrix Wd( t)
having the same dimension d as the covariance matrix Ed (t) and
defined by:

_. T
E (1) = W, (t) W (1)

The matrix Wd(t) is called the filter-weighting matrix, and is in a

sense a square root of the covariance matrix.

Extrapolation of the W4 (t) matrix in time may be made
- by direct numerical integration of the differential equation which it sat-

isfies: (wherej = 0, 1, 2,... is the number of additionally estimated

quantities )

[ o I | . -
0 ... .
d . I Y(6xj) (6+3)
art Weeept= | SO ©°
(3 x6) IRCESY
|
0 I,, O o
3 lo(6xj)
Gp) O | O o
d ) T T T T TS T T T T T T
Tt Vaz+ () = o | o Iy O i) W(12+j)(t)
o) Gty o ! x)
I R IR
| o, .
I Oixe)y | ixe) lo(ng)J

where 13 is the 3 x 3 identity matrix, the O's are zero matrices of
the required dimensions, and the G(t) are the 3 x 3 conic gravity

gradient matrices
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9.6.1.2 Precision State Extrapolation:.. (coatinued)

m
G(t) =
r9(t)

[3rrmT -l |

associated with the vehicle under consideration or with the primary (P)
or target (T) vehicle.

Extrapolation of the Wd matrix may also be made by the
following technique, which is somewhat simpler to implement in an
on-board computer since matrix manipulations are reduced to more

tractable vector manipulations.

If the d x d filter-weighting matrix W, = [wk ; ] is
partitioned into three-dimensional column vectors Wi -which bear

the subscripts of their first component:

¥0.0 ¥o,1 - ¥o,a-1)
Wd ) w w W

23,0 =3,1 —3,(d-1)

.......... [ 7

except for the last row where the Wi vectors may be one or two-
dimensional if d is not divisible by three, then the previous first

order differential equations are equivalent to:

d2
12 Yo T G ¥
with q i =01 ...(d-1)
¥s3,i T dt Zo,i
Wy 7 constant for k=6
—K,1
and | dz
7.2 Yo TOp(Y) ¥
d2
—7 W, - Gr(t) ¥g4
dt , ,
with i=0,1...,(d-1)
w - 4
—3,1 dt —0,1
—9,i dt -—6,i
w., . = constant for k = 12
—k,i
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9.6.1.2 Precision State Extrapolation (continued)

When written out in full, the above equations are:

2 , .
d w_. . = —F ‘3 r{t) - w_.(t) r(t)-rz(t)w c(t)

2 Zo0,i 5 = —0,i = =0,i
dt rp (t)
with . i=0,1, ..., (d-1)

= d

¥3,i dt Y3,
w, . = constant for k = 6
_kxl
and

\ .
d B M { o 2

2 Zo,i -~ '_7?”—(3[3P“) EOA(“]fpu) rP(ﬂEOA“%
dt rp(t)
a2 B 3Mradt) s weo () radt) - v 2(8) wo . (t)

w, . = ——— [—T ¥e,i It T ¥6.i
at? —6.i r2(t)
T
with i=0,1, ..., (d-1)
w = _d‘ w
¥3,i dt Zo,i
= —d—

¥g,i dt Ye,i
Wy = constant for k = 12
— ,1

These second-order differential equations may be integrated using the
same numerical integration technique as is used for the spacecraft

position vector. The vectors Wy and Wq ; bear the same relation-

ship to the spacecraft velocity vector as the vectors Yo and LR

bear to the spacecraft position vector, and Wa o and wg ; area

by-product of the numerical integration of Y and Yo s just as

the velocity vector is a by-product of the numerical integration of the

position vector,
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9.6.1.2 Precigion State Extrapolation (continued)

4.3 Numerical Integration Method

The extrapolation of inertial state vectors and filter weight-
ing matrices requires the numerical solution of two second-~order
vector differential equations, which are special cases of the general

form
d2
S y(t) = £(t, y(1), z(1))
at?
where
29y,
- dt

Nystrom's standard fourth-order method is utilized to numerically
solve this equation, The algorithm for this method is:

1 2
In * 2y O +=(K + ky + k) (A)

In+l = s 2
_ 1
Znel = Zn T (kg 2Ky 2k k) A
ky o= (b, Y z,)
_ 1 1 1 2 1
ky = f_(tn+;At, Xn+;5nAt+g51(At) , En+;1§_1At)
_ 1 1 Ll 2 1
k, =D (t +=At y +-z A+ =k (A1), 2 + =k, At)
2 2 8 2
k. =f (t +At, y +z At+ik (at)?, z +k, At)
—4 —''n * In " Ep 2——3 > =3
where
In = 2(ty)s 2, = z(t))
and
tn+1=tn+At
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vo0.l.2 Precision State Extrapolation (continued)

As can be seen, the method requires four evaluations of '
f(t,y, z) per integration step At as does the classical fourth-order
Runge-Kutta method when it is extended to'second-order equations,
However, if { is independent of z, then Nystrom's method above only
requires three evaluations per step since 53 = 52. (Runge-Kutta's
method will still require four),

The integration time step At may be varied from step to
step. The nominal integration step size is

At = ¢ r 32145
on

nom nom C

where Chom 1S @ program constant. (The value ¢hom - 9 3 is
recommended and implies that about 21 steps will be taken per trajec-
tory revolution). The actual step-size is however limited to a maxi-
mum of Atmax » which is also a program constant. (A value of about
4000 seconds is suggested.) Also, in the last step, the actual step
size is taken to be the interval between the end of the previous step
and the desired integration endpoint, so that the extrapolated values

of the state or W-matrix are immediétely available. Thus the integra-

tion step-size At is given by the formula

At = + minimum (|tF- t], Atnom’ Atmax)
where to is the desired integration end-point and t is the time at the
end of the previous step, The plus sign is used if forward extrapola-
tion is being performed, while the negative sign is used in the back-
dating case, '
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9.6.1.2 Precision State Extrapolation (continued)

5. DETAILED FLOW DIAGRAMS

This section contains detailed flow diagrams of the Preci-
sion State and Filter Weighting Matrix Extrapolation Routine,

Each input and output variable in the routine and subroutine
call statements can be followed by a symbol in brackets. This symbol
identifies the notation for the corresponding variable in the detailed
description and flow diagrams of the called routine. When identical
notation is used, the bracketed symbol is omitted.
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9.6.1l.< frecision State Extrapolation (continued)

UNIVERSAL PROGRAM
CONSTANTS CONSTANTS INPUT VARIABLES
wo Jor Tee lpole % nom"®'max’| |Zo’ Yo' to’ tF’
6 max’ ¥ max W d. spert
! f

& =1(0,0,0)

v = (0, 0, 0)

£con - -EO £0 : Econ'@
y—con - X0 XO N Xcon*'E
teon =t o t * teon*T
X =0, x'=90

T =0, 7 =0

3/2
At nom - “nom”con / /‘/T

sign (tF -t)
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g

At

Atl<€t Yes
/// !
No =
£F Econ + Q
YF N Ycon Ty
w w
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3,00 X3,1,...
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Figure 2a. Detailed Flow Diagram
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'9.6.1.2 Precision State Extrapolation (continued)

v

No
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n
I
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Invalid Spert =1 Computegz*j
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Figure 2b. Detailed Flow Diagram
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9.,6,1.2 Precision State Extrapolation (continued)

Yes

R
Yes a , depend Yes
explicitly '
on v
?—A
No
k3 = kg
i =3
h=h+At/2
g=6+h(u+}—1_f)
B=y+hi = '
|
j=j+l |
|
y r
4
(Figure 2e)

Figure 2c. Detailed Flow Diagram
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9.6.1.1

v

(Figure 2b)

Precision State Extrapolation (continued)

T = T +At/2
b = Vi At y= Lcon ” Ycon
. (2r ) 2 Tcon VH
con 9 '
v )
- 1l {"con __1 2
Ax= lp[l, Yy(l-27v¥) 8 (—# -———-—rcon)zp :|
x = x'+Ax
i
Call Kepler Routine (Ref. 8)
Input: Tys XO'T[At]'X' x! [x'cjl, T [Atc']
Output: "I on [3:] Ycon [X]’ X! [xc]’ i [Atc]
Figure 2d. Detailed Flow Diagram
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9.6.1.2 Precision State Extrapolation (continued)
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(Figure 2b)

(Figure 2a)

Figure 2e. Detailed Flow Diagram
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9.6.1.2 Precision State Extrapolation (continued)

6. SUPPLEMENTARY INFORMATION

Encke's technique is a classical method in astrodynamics
ar}d is described in all standard texts, for example Battin (1964),
The £(q) function used in Encke's technique (and in the lunar-solar
perturbing acceleration computations) has generally been evaluated
by a power series expansion; the closed form expression given here
was derived by Potter, and is described in Battin (1964).

The oblateness acceleration in terms of a general spherical
harmonic expansion may be calculated in a variety of ways; three
different recursive algorithms are given in Gulick (1970). For low‘
order expansions, especially those involving mostly zonal terms, an
explicit formulation is generally superior computation-time-wise, as
only the non-zero terms enter into the calculation. The general ex-
pression for the zonal terms is given by Battin (1964), while Zeldin
and Robertson (1970) give explicit analytic expressions for each of
the tesseral terms up through fifth order; hence all combinations of
terms may easily be included in the oblateness acceleration by con-.

sulting the formulations in these references.

A full discussioh of the use of covariance matrices in space
navigationis given in Battin (1964). Potter (1963) suggestedtheuse of
the W-matrix and developed severalof its properties, It should benoted
that strictly the gravity gradient matrix G(t) should also include the
gradient of the perturbing acceleration; however, these terms are so
small that they may be neglected for our purposes, The use of only
the conic gravity gradient, however, does not imply the W-matrix is
being extrapolated conically, (Conic extrapolation of the W-matrix
can be -performed by premultiplying the W-matrix by the conic state
transition matrix, which can be expressed in closed form), Rather
the W-matrix is here extrapolated along the precision (perturbed)
trajectory, as can be seen from the detailed flow diagram of Section
5.
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9.5.1.2 Precision State Extrapolation (continued)

The Nystrom numerical integration technique was first con-
ceived by Nystrom (192-5), and is described in all standard texts on
the numerical integration of ordinary differential equations, such as
Henrici (1962). Parametric studies carried out by Robertson (1970)
on the general fourth-order Runge-Kutta and Nystrom integration
techniques indicate that the ''classic" techniques are the best overall
techniques for a variety of earth orbiting trajectories in the sense of
minimizing the terminal position error for all the trajectories,
although for any one trajectory a special technique can generally be
found which decreases the position error after ten steps by one or
two orders of magnitude for only that trajectory, The classical
fourth-order Runge-Kutta and Nystrom techniques are approximately
equally accurate, but the latter possesses the computational advant-
age of requiring one less perturbing acceleratinn evaluation per step
when the perturbing acceleration is independent of the velocity, This
fact has been taken into account in the detailed flow diagram of Section
5, in that the extra evaluation is performed only when the perturbing
acceleration depends explicitly on the velocity. Some past Apollo ex-
perience has suggested that extra evaluation effect with drag is so
small as to be negligible; further analysis will confirm or deny this
for the Space Shuttle. In regard to step-size, the constants and the
functional form of the nominal and maximum time-step expressions

have been determined by Marscher (1965).
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9.6.1.2 Precision State Extrapolation (continued)
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9.6.1.3 ORBIT NAVIGATION USING NAVIGATION SENSORS

SPACE SHUTTLE
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

1, INTRODUCTION AND FUNCTIONAL FLOW DIAGRAM

The purpose of the Orbit Navigation function is to provide a
means of automatically reducing uncertainties in the on-board
knowledge of the SSV (primary vehicle) inertial state by accepting
and processing data from the navigation sensor (s). This knowledge
is required to (a) accurately compute orbital maneuvers, (b)'pro-
vide accurate initial conditions for other mission phases such as
rendezvous, deorbit and landing,

There are several candidate orbit navigation systems for the

shuttle mission e, g. :

horizon sensing -

tracking ground based beacons

tracking navigation satellites

tracking satellites ejected from the primary vehicle

BDOW N

The navigation équations required for systems (3) or (4) fall in the
category of relative state updating and are documented in Ref, 1,

This document will present the equations required for horizon sensing
systems and a ground beacon orbit navigation system. In the horizon
sensing system, the direction of the line-of-sight to a horizon is
‘measured with respect to inertially fixed coordinates provided by

the inertial measurement unit (IMU), In the ground' beacon system,
transponders located at known positions on the earth are interrogated

by the SSV navigation system. The return signals from the transporiders
provide range to the beacon and/ or range rate relative to the beacon,

With minor modifications, the equations presented for these
two systems may be readily adapted to other orbit navigé.tion— systems,
such as known or unknown landmark tracking, or to systems using
different navigation sensors, €,g. radar altimeter,
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

A general flow diagram of this function is presented in
Fig, 1. The inputs required by this function are:

1, On-board estimate of primary vehicle state (EP) with

time tag.
2, Initial filter weighting matrix (W)
3. A priori sensor measurement variance
4, Navigation sensor measurements

and if ground beacon navigation is used

5. Latitude and longitude of next ground beacon(s)

encountered,

The output of this function is an updated estimate of the
primary vehicle state, This output is available after each measure-

ment incorporation,

The system depicted in Fig, 1 operates as follows: Naviga-
tion sensor data are accepted at discrete '"'measurement incorporation
times'. The estimate of the primary vehicle state is updated at
each of these times by processing the sensor data in the measure-
ment incorporation routine, If more than one piece of sensor data
is to be incorporated at a given time (e, g, range and range rate
relative fo a ground beacon) each piece of data is iﬁcorporated in-
dependently in a sequential fashion,

A precision extrapolation routine extrapolates the primary
vehicle state and filter weighting matrix from one ''measurement
incorporation time' to the next, This routine is described in Ref, 2,
For the ground beacon navigation system, a prediction scheme is
described which determines which of the ground beacons stored in a
catalog will be encountered next by the primary vehicle, and at what
time this will occur so that the on-board interrogator may be turned

on a sufficient time prior to this encounter,
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9.61.3 Orbit Navigation Uéing Navigation Sensors gcontinggdl

Initialize
Orbit Navigation
Xp W, (LATBK, LONGBK, if ground beacon navigation)

. "t

Read navigation sensor output and

time (tm) associated with it

Ql’ tm (horizon sensing, K = 1)

Qll Qz: tm (ground bEacon, K = 2)

Measurement Incorporation Routine
Update Xps W by processing measurement Qi

Figure 1 ORBIT NAVIGATION FLOW DIAGRAM
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

3
asl
)
a
UNIT (a)
ap
Ay
bF(I)
b
b o[ 2P0
bp.
bp o Bp,3
I
ID
ID.

j
LATB,,
LONGBy,
MNB-m

NOMENCLATURE

Vector

Magnitude of vector a
Unit vector (a/ a)
Fischer ellipsoid semi-major axis in equatorial plane

Angle between reference frame x axis and earth fixed
frame x axis (zero longitude in equatorial plane) at

launch epoch (t;)

Radius of Fischer ellipsoid which corresponds to a
latitude equal to I

6 -dimensional measurement geometry vector

3-dimensional measurement geometry vectors asso-

ciated with ps Vp

Inclination angle between horizon measurement plane

and equatorial plane
Beacon identification code of next beacon encountered

Beacon identification code of j th beacon encountered

within 15 minutes of last beacon (j = 1,2)

Latitude, longitude of Kth ground beacon of total of n
beacons (K =1, 2, 3, ... n)

Transformation matrix from navigation base axes to

navigation sensor axes, M is fixed according

NB-m
to spacecraft configuration,
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

Mg _R Transformation matrix from earth fixed frame (z-
north pole, x-in equatorial plane at 0° long., y-
completes right hand system) to reference coordinate
frame (in which initial state is expressed and compu-
tations are performed), Mp_pis determined from
.AZ initially and is updated using earth spin rate and

elapsed mission time,

Transformation matrix from reference coordinate frame

M
R-SM

to stable member axes. Mg _gq, i8 given from specified
platform alignment, '

Mg\ NB Transformation matrix from stable member axes to
navigation base axes on which IMU is mounted. Mg, B
is determined from IMU gimbal angles,

n total number of ground beacons

nv . number of ground beacons visible within 15 minutes
of each other

QEST On-board estimate of measured parameter

Qi ith measured parameter at t

rp - Ground beacon position vector

RB, © Altitude of Kth ground beacon

BBP Position vector of rp relative to ry,

Tq . Horizon position vector from earth center

I'pH Position vector of ry relative to p

Tp Primary vehicle position vector

ORBWFLAG ''0'" - W is left as extrapolated from Precision
Integration routine (initially set to "0"),

"1" - W is set to pre-loaded value given by Wy,
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued}

to Launch epoch

t Present time

tm Measurement Incorporation time

tg Time of initiati?n of ground beacon search ’

TI, TIj Ground beacon search initiation time of next beacon
encountered, of j th beacon encountered within 15
minutes of last beacon (j = 1,2).

YBP Velocity vector of ground beacon relative to vp

VAR A priori filter measurement error variance

VAR¢ A priori random measurement error variance for
horizon angle y

VARH A priori random horizon threshold variance

w 6 X 6 filter weighting matrix associated with Xp

WI Pre-loaded value of initial filter weighting matrix

WF' Pre-loaded value to which W is reinitialized

X = £P

=P v 6 -dimensional primary vehicle state vector

-P

YH : Pre-stored horizon threshold altitude

Atm ' Time increment between measurement incorporation
times

0% 6 -dimensional navigation update of Xp

6 Angle above horizontal at which ground beacon is
"visible",
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9.6.1.3 Orbit Navigation Using Navigatioxi Sensors gcontinued)

[0 Gravitational constant
T Orbital period
./ Pre-loaded horizon direction azimuth angles in vehicle

local horizontal plane, measured from foward direc-
tion

Angle from navigation sensor boresight axis (xm)

to horizon

Earth spin rate vector '
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

2, DESCRIPTION OF EQUATIONS

The equations involved in the Measurement Incorporation
Routine of the orbit navigation function are described in this section,
In addition, equations are described for the prediction scheme re-
quired with a ground beacon orbit navigation system. Except where
specifically noted, measurement incorporation equations are appli-'
cable to both horizon sensing and ground beacon orbit navigation
systems,

2.1 Ground Beacon Prediction Routine

In a ground beacon orbit navigation system, a network of
ground beacons (transponders) will be strategically located
on the earth, The locations (latitude, longitude) of these beacons
will be stored in the on-board computer, The function of the Ground
Beacon Prediction Routine is to (a) provide an estimate of the time
the primary vehicle will be in "viewing' range of the next ground
beacon so that the on-board beacon interrogator may be activated
prior to this time and (b) provide the measurement incorporation

routine the coordinates of the next beacon encountered,

The beacon prediction scheme to be described consists
. mainly of logic statements with few equations, Thus, the detailed
description will be left for the flow diagram section and a brief word

description will be given here,

At a prescribed time (ts ), the beacon search is initiated,
In order to save computer time, conic extrapolation of a dummy
state vector (to preserve the permanent state vector) is utilized in
the search routine. The search interval is constrained in order to
minimize the error resulting from conic approximation. This con-
straint is achieved by specifying a maximum search interval of 1/2
orbit, and reinitiating the search 1/4 orbit later. In this manner,

closely spaced or overlapping beacons are not missed.
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9.6.1.3 Orbit Navigation Usir_zg' Navigation Sensors (continued)

The dummy state is extrapolated in 1 minute intervals, At
each interval all the stored beacon locations are examined for visi-
bility until one passes the visibility criterion (i.e, the dummy state
is within a cone shown in Fig, 2), After finding a visible beacon,
the search is continued until one of the following constraints is violated:

(a) another beacon has not been found visible within 15

minutes of the first beacon intercept;

(b) three beacons have been found visible within 15
minutes of each other (the number three is arbitrary,
but in the final beacon network, there will most likely

not be over three closely spaced beacons).

If no visible beacons are found within 1/2 orbit, the search is stdpped
and reinitiated 1/4 orbit later,

After finding a visible beacon (or 2 or 3 closely gpaced
beacons ), the on-board interrogator is turned on 10 minutes prior
to the predicted intercept of the first visible beacon, After naviga-
tion updating across this beacon, either of two options is executed:

(a) if another beacon is predicted within 15 minutes of
the previous encounter, the interrogator is informed
of the next beacon identification and interrogation is
initiated,

(b)' if a visible beacon is not predicted within 15 minutes
of the last beacon, the search is reinitiated 1 minute
after the cessation of navigation updating,

The above scheme may not be the one ultimately coded for the
Orbital Coast Navigation Module whenthefinal beacon network has
been established, It does, however, represent a "brute force'"
approach which is not overly expensive in computer time, (A half
orbit search should take approximately 10-15 seconds assuming
computer comparable to the AGC is utilized). For
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

VISIBILITY CONE

LOCAL
HORIZONTAL

BEACON

LP MUST LIE WITHIN CONE

Figure 2, Beacon Visibility Constraint
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9.6.1.3 Orbit Navigation Using Navigation Sensors gcontinued2 '

example, if only U,S, based beacons are required, the search may
be simplified considerably by just waiting some short time prior to
stateside pass before determining the visible beacon(s) and turning

on the interrogator,

2.2 Measurement Incorporation Routine

Computation of measurement geometry vector (b), estimate
of measured parameter (QEST) and measurement variance (VAR), .
A, Ground Beacon Orbit Navigation

Compute position vector (reference coordinates) of the
beacon being tracked from:

cos (LATBK) cos (LONGBK)

rg= ME—R RBK cos (LATBK) sin (LONGBK)

sin (LAT]-3K )

Compute relative position vector from:

Rpp=Ip-Ip

an_d '

2 2 2
Rpp =J Rgp,o *Bpp,1 *EBpp,2

URpp = Bgp/ Rpp
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9.6.1.3 Orbit Naviggtion Using Navigation Sensors (continued)

Al Range Measurement
Compute EP, 0
b =
= \Bp,3
from
bp, o=~ UBgp
P_p, 3= 0
Compute QEST from:
Qgst ~ ReP
A2 Range Rate Measurement

Compute relative velocity vector from:
Vpp = Wg X Ip " Yp
Compute b from

bp o = URgp X (URpp xVpp!/ Bgp

o
1

%p,3° ° URpp

(=2
1

Compute QEST from

UR

QesT = VBP © "2BP
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9.6.1.3 Orbit Navigation 'Using Navigation Sensors (continued)

Computation of VAR

The computation of VAR will depend on the error model
ultimately formulated for ground beacon measurements, The
current model assumes a constant value of VAR for either
range or range rate measurements, This value will be pre-

stored in the computer,

Horizon Sensing Orbit Navigation

Navigationanalyses for SSV missions will determine the required -
directions for horizon measurements in order toachieve the
desired performance without excessiveattitude maneuvers,

The horizon direction for aparticular measurement may be
described by an azimuth angle (¢) measured from the down-

range direction inthe localhorizontal plane, (See Fig, 3).

Compute local vertical frame axes from:
UZ = UNIT ( EP)
UY = UNIT (rp X vp)
UX = UY xUZ

: Computation of Vector to Horizon (EPH) (Ref, 4)

ﬁsing the current value of ¢, from the pre-scheduled

sequence of horizon measurement directions, compute:

¢ = cos ¢ UX + sine Uy (Fig. 3)

Define unit vector normal to horizon measurement plane

from:

i, = UNIT (2 X rp)
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

and two orthogonal unit vectors in the horizon measurement

plane from

i

1,71,

( 1_0 is in equatorial plane and i ZI%S in direction of north
pole given by third rowof Mp g~ ) .

[y .
Compute inclination angle between horizon measurement

plane and equatorial plane from

[ S .
I =sin (1_1-1_2)

Compute T and ¢ in horizon plane coordinate system (i_o_,
i;s i,) from:

. ép'
-

From the Fischer ellipsoid and a pre-stored horizon thres-
hold altitude (yH ) compute the semi-major and semi-minor
axes of the horizon measurement plane ellipse from:

aH=a.F+‘YH

by = b (1) + Yy
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

where:

ap is Fischer semi-major axis in equatorial plane

bF (1) radius of Fischer ellipsoid which corresponds
to a latitude equal to 1,
Compute the following quantities:
_ 2 2 2 2
d -XH /aH + Yy /bH

e =(aHYH+\|d— 1 )/de
£ =(bﬁxH\|d - 1')/daH

Compute horizon position vector from:

XH/d + e
Yoo = ,
YH/d -f

0

'Compute vector to horizon from:

Compute elevation angle to horizon (£ } (Fig.4 ) from:

£ .—.cos-l[UNIT(EPH). %]
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

L

Xy, Yov.Zyy = LOCAL VERTICAL FRAME
£py  VECTOR FRQM SSV TO HORIZON

MEASUREMENT,
PLANE =

Figure 3. Definition of Horizon Measurement Plane

L, TUNIT (@ x rp)

Zm

~S~ MEASUREMENT
PLANE

Figure 4. Horizon Sensor Coordinate Frame Geometry
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9.6.1.3 Orbit Navigation Usigg Navigation Sengors (continued)

If £ > n/2 recompute Tys Tpy and £ from:

Xg/a " ©

r

£ - cos‘l[UNIT (rpg) ._¢H]

Compute TpH in reference coordinates from:

) T
s " MR.g  Tpg

urpy = UNIT (rp,)

P

From ¢ and §, vehicle attitude is adjusted so that sensor
coordinate x m (Fig, 4 ) is maintained in horizon measure-

ment plane within sensor field of view from TpH-

Compute'xm in reference coordinates from:
1

*m = Msm-R MNB-SM Mm-NB| ©
0
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

b
=-P,0
Compute measurement geometry vector{ b = b from:
-P,3
bp,o = UNIT (urpy X (rpXurpy))/ rpy
Ep‘ 3 o

Compute QEST (angle ¢ in Figure 4 ) from:
-1
QpsT = ©05 (X - uIpy) [SIGN(‘im Xurpy) ‘EPX“EPH”:]

Compute VAR from:

VAR = VAR, + VAR, [ rp

State Vector and Filter Update at Measurement Incorporation Time

The filter weighting matrix (W) is available from one of

the following sources:
At the first measurement incorporation:

1, Pre-loaded values based on mission simulations
Between measurement incorporations at a given tm:

2, From the computation (below) after a measurement

incorporation

At the first measurement incorporation of new tm:
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

3. From the Precision Extrapolation Routine

4, From pre-stored reinitialization values at prescribed

_reinitialization times,

Compute 6-dimensional z vector from:

Compute 6 -dimensional weighting vector, w from:

Q:——l____ Wz

z -z + VAR

Compute 6 -dimensional navigation update of Xp from:

i=1 horizon sensor

[~
1%
"
e
)
-
1)
o
i
/2]
H
"

1,2 ground beacon

 Update Xp by:

=P =P
Update W by:
|
W-W-wzl/(1H|—YAR
- z . z+ VAR
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9.6.1.3 Orbit Navigation Using Navigation Sensors gcontinued)

3. DETAILED FLOW DIAGRAMS

This section contains detailed flow diagrams for the
. Measurement Incorporation Routine of the Orbital Coast Navigation
Module; and for use with ground beacon orbit navigation system, the
prediction scheme for determining the next beacon encountered and

the encounter time,
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9.6.1.3 Orbit Navigation Using Navigation Sensors .Scontinued} _

Y

Input: tS

waitt -t
sec S

Extrapolate Tp: Vp to tS

(Precision Integration Routine)

'

Compute orbitA period (T)
’ 2

a=1/(2/rp-vp /u)

r =27 \/aB/u
nv = 0 RP =1, ID =0
m =0 Y_P=Xp ID1=0
TS = 0 AZ=AZ ID2=0
TI =0

Extrapolate RP, VP for 1 min,
{ Conic Integration Routine)

'

TS + 60
AZ+wE(60)

TS
AZ

Figure 5a. Detailed Flow Diagram

Ground Beacon Prediction Routine
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9,6.1.3 Orbit Navigation Using Navigation Sensors continued

K = 1
cos AZ -sin AZ O
M = sin AZ cos AZ 0
0 0 1
| cos (LATK) cos (LONGK)

= M (RB K) cos (LATK) sin (LONGK)
sin (LATK)

Ip

UNIT
(EP - EB) *
UNIT (gB)>

sin (§ B)‘

Figure 5b. Detailed Flow Diagram
Ground Beacon Prediction Routine
(Beacon Visibility Check)
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9.6.1.3 Orbit Navigation Using Navigation Sensors continue_d

TI = TS +ts

TL=TI
Wait ID-XK
TI -t
~-10
min ' v

n
=
[77]

+
o+

o |

—
o]
"
b

Turn interrogator i nv
on (ID identifies

transponder fre-

* ' quency and beacon
lat, long and alti-
tude).

.vFigure 5c. Detailed Flow Diagram
, Ground Beacon Prediction Routine
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ENTER

+

Initialize Measurement Incorporation

I'ps Vp (time tag)

¢ (H.S.)*
*
LATBK, LONGBK, RBK (G.B.)
ORBWFLAG =1, W = W_ for initial

1
entry into this routine only.

No

Precision Integration Routine
Extrapolate I'py Yp to t
UZ = UNIT (rp)
UY = UNIT (ypx YP)
UX = UY xUZ
¢ = coseUX +sinpUY
iz = (0, 0, 1)
i, = UNIT (¢ x gp)
iy = UNIT i, x 1_2)
1, = 15 X1,
-
I = sin " (i, LZ)
ip
Mpw = | 4
i
_2 . H
r = Mgylp Yy
0

Figure 6a. Detailed Flow Diagram

*H.S. = horizon
sensing naviga -
tion system
G.B, = ground

beacon naviga -
‘tion system

Measurement Incorporation Routine
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

bH = bF(I)+ YH

2 2

2 2
d = Xy /aH * Yy /bH
e = (aHYH‘/d'l)/de
£ = (byXpv/d-1)/ day

XH/d+e
YH/d-f
0

S
e

£= cos 1(UNIT (£py) ) |

No

Yes

N/

Figure 6b. Detailed Flow Diagram
Measurement Incorporation'Routine
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

Figure 6¢c. Detailed Flow Diagram
Measurement Incorporation Routine
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Precision Integration Routine

Extrapolate W, x_ to t

P m

&

W matrix reinitialization
scheme (TBD)

It reinitialization prescribed

set ORBWFLAG =1

Yes
ORBWFLAG

W = WF
ORBWFLAG =

0

%

H.S. No
System
Yes
Compute MSM -NB from

IMU gimbal angles,

X =M
m

T
sM-R MnB-sm Myg -, (

OO

v/

Figure 6e. Detailed Flow Diagram

Measurement Incorporation Routine
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9.6,1.3 Orbit Navigation Using Navigation Sensors . (continued

i~
"

PH

PH ~

UR

Attitude Control System
Use ¢, ¢ to maintain attitude so that sensor

boresight axis (xm) isin horizon measure-

ment plaine, within sensor field of view of
TpH-
Read navigation sensor output and time
Ql’ t ,K=1 (H.S,)
Q 10 Q 2’ t

m

K=2 (G.B.)

m '’

Loss o
signal indi-
cates no vis-
ibility ,

Read IMU gimbal angles at th

'V

Figure 6d. Detailed Flow Diagram
Measurement Incorporation Routine
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued

=UNIT (x_ x T

+

Cycle to @

B=LpXUlpy

UNIT (ur

o
"

pH * B

VAR = VAR

+ VARH/

¥ T'pH

N/

Figure 6f. Detailed Flow Diagram
Measurement Incorporation Routine
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

AZ = AZ+ w
cos AZ -gin AZ 0 \
Mg g=\8sinAZ cosAZ 0
0 0 1
cos (LATBK) cos (LONGBK)
Iy = ME-R RBK cos (LATBK) sin (LONGBK)
sin (L-'A,TBK) ’
Rgp= rp-Ip
Rpp =

™

YpXIg-“Vp
= URgp Xx(URgpx Vgp)/Rpgp
X c o bp3 = “URpp
_P'3 -
Q R Qpst = Ypp' URpp
EST BP

]

Eompute VAR (TBD)]

N/

Figure 8g. Detailed Flow Diagram
Measurement Incorporation Routine

9.6 - 88




9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

N
=
o

acceptable ?
(Automatic Mark
Reject Routine
(TBD)

Figure 6h. Detailed Flow Diagram
Measurement Incorporation Routine
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9.6.1.3

continued

Orbit Navigation Using Navigation Sensors

Wait *

TBD
sec

New

value of ¢
scheduled

Figure 6i. Detailed Flow Diagram .
Measurement Incorporation Routine
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9.6.1.3 Orbit Navigation Using Navigation Sensors (continued)

4, SUPPLEMENTARY INFORMATION

The equations presented in this report are the results to
date of studies performed under a G&C shuttle task to develop
G&N equations for automatic orbit navigation, For the system to
be fully automated, an automatic mark reject routine remains to be
formulated, In addition, a filter weighting matrix reinitialization
schedule must be prescribed, For a ground beacon navigation
system, preliminary analyses indicate the W matrix should be re-
initialized when it has been "used" for more than an orbit, (Ref, 3).
Also, if widely spaced beacons are' used,' this reinitialization should
“be performed approximately 3 navigation marks into a beacon pasé.
For closely spaced beacon pairs the reinitialization may be performed

prior to the first mark on a beacon pass.

The prescribed horizon directions (¢ ) have not been
finalized, Preliminary analyses (Ref, 5) indicate a satisfactory
schedule might consist of a series of forward sightings and a series
of backward sightings in the orbital plane, and a few sightings to
each side of the orbital plane, The final schedule must take into
account sunlight constraints assuming the horizon sensor utilizes
ultra-violet radiation. A sunlit horizon prediction scheme will then
also be required to be incorporé.ted in the navigation equations,

The horizon sensor assumed for the equétions presented

in this document utilizes a single degree of freedom scan to determine
the angle from its boresight axis to the horizon sighted, This re-
quires the attitude control system to maintain the sensor "scan

axis'" to be normal to the estimated vehicle position vector with the
sensor boresight axis at a prescribed azimuth angle . from the
forward direction and within the sensor field of view from the horizon.
Thefinal equations will of course be a function of the actual sensor
operating characteristics and its location on the spacecraft, ‘
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FINE ALINEMENT OF THE SPACE SHUTTLE INERTIAL
REFERENCE UNIT BY THE MULTI~MODE OPTICAL SENSOR

Summarx

After a brief description of the Multl-Mode Optical Sensor and its ope=
rational characteristics, a procedure is developed for fine allinement
of the Space Shuttle's Inertial Reference Unit (IRU) by means of two
successive star sightings. Then, the basic equations ere derived for
use in computer simulations of the sensor's operation in a realistic
environment. Sample results from a computer simulation of these equa-
tions have been lncluded in an appendix,

Introduction

Description of the Multi~-Mode Optical Senso® ~ For a high-inertie vehi=-
cle like the Shuttle, where reliability requirements are extremely high,
the apparent best cholce for an optical alinement sensor 1s a wlde~
fleld, strapped-down, electronically-glmballed star tracker. The poten-
tlal flexlbility of thls type of sensor for such addltional applications
as sunlit target tracking for rendezvous, and ultre~violet horizon tracks-:
ing for orbital navigation, meke thls a very attractive cholce for the
Shuttle. The basic performance parameters for the sensor to be des=
cribed have been proven in various applications aboard unmanned space
vehicles and rocket-borne experiment payloads.

An englneering model of the Multli-Mode Opticel Sensor 1s currently be=-
ing procured for eveluation. The design requirements for this sensor
will provide a capabllity to:

a. Acquire the brightest star (brighter than +3.0 visual magni-
tude) within the sensor's 17°-by-17° square field oi view.

b. Acquire any star brighter than +3.0 visual megnitude within a
square search field 2° on a side, centered about a point which can be
computer~directed.

c. Track & star (or sunlit rendezvous target) within an accuracy
of one minute of arc (one sigme) relative to the bore-~sight axils.
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9.6.2,1 IRU Alignment (continued)

d. Under computer control, execute a radiometrlic, earth-horizon
profile scan to determine the altitude of the selected horizon point in
vehicle=centered inertiel coordinetes for orbital navigation.

The detector in the sensor being procured is to be an ITT Image Dissec~
tor Type 4012 tube, with an S=20 photocathode. An objective aperture
of sbout 2 inches at an fenumber of approximately unity will provide
the required field dimensions. The instantaneous field of view in such
e sensor is set by the mechanical size of the aperture hole inside the
imege dissector. For the present application, 1t is anticipated that

a one=quarter degree subtense will be selected. In the acquisition
modes, thls instantaneous field will be caused by magnetic deflection
coils to sweep the search field of view in a sequentlally-stepped, pas-
ter-type scen. At each point the aversge energy in the instantaneous
fleld of view will be sampled for a dwell time of 230 mlcroseconds,
Reference 1 contailns more detalls of the functional operation of the
detector and of the sensor.

After acquisition of the stay, the tracker switches to a track mode for
higher accuracy. In this mode, the instantaneous field of view 1ls rap-
idly swept over the target in & manner which will provide error signals
to the deflectlon circults to keep the target centered in the tracking
field. The accuracy of this target centering is expected to be sbout
30 seconds of arc (one sigma), and 1s dependent meinly upon the target's
slgnal=to=-nolse ratio,

At any time after tracking begins, the star's location relative to the
gensor's fleld of view center can be read out by external command. In
addition to the trackilng accuracy mentioned above, there will be a non=
linearity error component in the angle readout, which 1s due to scale
factor non=linearity in the deflection circultry. This error is ex~
pected to be between one=half and one minute of are, but may be par=-
tially compensated by additional electronic circultry or by the onboard
computer, ‘

Mechenically, the optical sensor is expected to weigh approximately 15
pounds, including electronics and optics, and will operate on about 20
watts electrical input power at 28 volts D.C.

Summary of Assumptions Pertaeining to Fine Alinement

a. Computer Control of the Alinement Procedure =~ Complete con=
trol of the IRU alinement procedure 1s assumed to be contalned within
the Flight Control Computer (FcC). A monitor display will be provided
to the crew at critical decislon points., As presently envisioned,
these declslons should 1nclude only those affecting or requiring attle
tude maneuvering fuel, or the actual process of torquing the IRU gimbals.

- 9.6-95



9.6.2.1 IRU Alignment (continued)

The declsion to perform an IRU fine alinement procedure may be made by
the FCC, although provision will be made for menual request of this ace
tion., Thus, the crew mey obtaln an IRU fine alinement in preparation
for an unscheduled flight activity, for which the FCC has no informa-
tion. But, In most cases, the FCC wlll request & new glinement because
the time lapse since the previous alinement has become too long for ac=-
ceptable attitude accuracy. If the FCC is informed in adwance of migw
sion events upcoming, then it can decide logically what level of atti~
tude accuracy will be acceptable, and execute the alinement at an optiw
mum time, This advance notice may well allow "stars of opportunity" to
be used without expenditure of attitude maneuvering fuel. The proce=
dures developed in thils report were based upon this assumption primerie
ly. Preliminary results have indicated that this 1s a reasonable apw
proech.

b. Number of Sensors ~ For description purposes, it has been as~
sumed that three ldentical Multi~Mode Opticel Sensors will be located
on the vehicle, Each will have a separate (non-overlepping) field cove-
rage, and each gensor will have a weli=known orlentation with respect to
the SSV navigation base. It has also been assumed that the FCC will
have command control over these sensors sufficient to allow power switeh=
ing, protective cover removal and return, selection of modes, and con=
trol over the deflection circuitry within the sensor.

c. Nevigation Star Catalog - A catalog of star vectors will be
available to the FCC. (See Appendix A). This catalog will contain all
the stars that are brighter than +3.0 visual magnitude (approximately
150), and will include tebles of planet positions for the planets hav-
ing acceptable brightness. These will include Venus, Mars, and Jupiter,
Pregumably, the locatlons of the sun, earth and moon are also avallable
with adequate precision because of thelr perturbation effects on the
gravitational potential in the near-earth environment.

Coordinate System Definitions

&. Body Coordinate System - The SSV body coordinate system is
illustrated in Flgure 1. It consists of an orthogonal, three~axls syse
tem, with the +XB axis directed out the forward portion of the fuselage,
and with the +Yp axis pointed out the right wing. The +Zp exis 1s di=-
rected out the bottom of the vehicle to complete a right-handed system.
In this system, positive roll (defined as rotation about the X axis)
will bring the +Y axis toward the +Z axis, positive pitch (rotation a=
bout the Y axis) will carry the +Z axis toward the +X exis, and positiwe
yaw (rotation about the Z axis) will bring the +X axls closer to the +Y
axis. The origin of this coordinate system is located at the nominal
center-of-gravity of the vehicle.

Since the order of performing attitude maneuvers is critical to this
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9.6.2.1 IRU Alignment (continued)

description, some convention has to be adopted In order to develop
meaningful equations. For the purposes of this report, it has been as=
sumed thet meneuvers will be carrled out in the order of first roll,
then pltch, and finally yaw.

b. Navigation Base Coordinste System = The navigatlon base co-
ordinate system consists of an orthogonal set of axes which are defined
to be parallel to the SSV body coordinate system described above, but
with the origin offset from the nominel centerwof-gravity by some unde~
termined distance and direction. The coordinate axes are ldentified
as Xyps YNB, and Zyg.

c. Sensor Coordinate System = The locatlons of each sensor in
the navigation base coordinate system wlll be expressed in the form of
coordinate translatlons parallek, respectively, to the Xyp, YyB, and
ZNB coordinate exes. Any location within the fleld of vlew of a par-
ticular sensor will be expressed in terms of an azimuth angle &i and an
elevation angle ﬂi . The angle Y} relates the rotation of the &i,pi sys=
tem about the sensor fleld of view center to the navigation base cogr=
dinate system. The angleY! will be referred to as the tilt angle.

There 18 a threew~axis rotatlonal transformation between the navigation
base coordinate system and the sensor field of vlew coerdinate system,
The transformation will be shown to be & function of &i, Bi , Y1 and the
three angles which relate the direction of the center of the field of
view to the navigation base axes.

Degcription of the Procedure

Decision to Aline = The logical decision to perform an alinement may be
based upon the following conditionsy

a. The elapsed time since the previous alinement, when multiplied
by the uncompensated gyro drift rate, indlcates that the estimated atti-
tude error wlll exceed the tolerance required for the next flight phase.

b. Selection of fine alinement may be requested by other FCC pro=
grams having to do with inflight calibration of inertial or optlcal sen=
gors.

e¢. Manual request for alinement mey be made by crew option in
order to prepare for a special maneuver or other flight events.

Star Sgelection Process -~ A method of star selection has been developed
speclifically for use with a wide~field sensor in a fixed installation
on a high-inertia vehicle. The primary intent is to minimize the fuel
expenditure by making maximum use of the computational capability a
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9.6.2.1 IRU Alignment (continued)

vailable in the FCC,

Upon receipt of an alinement request, the FCC first computes the cur-
rent (time = to) direction cosines in inertlal coordinates for the

three individual sensor centerlines. Next, the FCC will carry out an
update of the vehicle's inertial state vector estimate to the time tg.
Based upon this vehicle position and upon the ephemerides of the sun and
the earth, the FCC then excludes from further considepation any sensor
which is looking within 30 degrees of the sun, or which 1s completely
blocked off by the earth. Only the ussble sensors are included in the
following calculations.

Next, the inertial direction of each of the usable sensors in turn is
compared to the star vectors in the catalog. If the star does fall
within the field of view of a usable sensor, 1t is subjected to the fol-
lowing testst

. a. Is 1t occulted by the earth? (Note: The sensor-to-earth
test above is designed to allow the use of a sensor which has part of
its view blocked by the earth. As a result it is also necessary to
check the particular star to be used. )

b. Is the star too close to the moon? As with the sun, it 1s
anticipated that the sensor will not be a&ble to track a star too close
to the moon. A tolerance of about 5 degrees 1s expected.

After sll of the stars have been tested with each of the usable sensors,
the FCC must now decide if an alinement is possible at time tg, and if
not, determine & strategy for accomplishing the allnement at a later
time., If there are two or more stars available at tg, the alinement

can be immediately carried out if the particular pair of stars availa-
ble pass a separation angle criteria. The angle between the two stars
must be large enough to provide a satisfactory orientatlion reference

for the alinement. A preliminary specification for this angle has been
estimated at 35 ‘Ass <145 degrees.

If there are not two avellable stars which can pass this test, then the
FCC attempts to plan a delayed sighting sequence which could be carried
out if the computer is allowed to inhibit the attitude control thrusters.
This planning function is accomplished by having the FCC integrate the
body attitude rates in one minute steps for a maximum of ten minutes,
with the new sensor pointing directions being used in the star selec=
tion procedure. The process is repeated until two stars have been found
which meet the separation angle criteria, or until after the tenth 1te-
ration.

Upon completion of the star selection process, the crew will be informed
by an appropriate display if the FCC has had to assume thruster Inhibit
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9.6,2,1 IRU Alignment (continued

action in order to perform the alinement. The crew may then permit

this action, or if time permits, elect to postpone the alinement until
a later time at which the sensor directions may be more favorable. If
time is very limited, the crew may decide to perform an attitude maneu-
ver to improve the sensor orlentations with respect to the stars. There
is no provision in this alinement routine to assist the crew in select-
ing a preferred attitude.

Auto~Optics Command = When thils portion of the procedure 1s begun, there
will exist at least one avallable catalog star within the field of view
of one sensor. The inertial coordinates of the star are known in the
star catalog, and the transformation matrix relating the inertial coor-
dinate system to the navigation base coordinate system is known with
fair accuracy, at least wlthin one degree (three sigma). Then, with
the relatively well-known transformetion from the navigation base to
sensor coordinates, it becomes possible to compute the approximate
(two~axis) sensor coordinates to the desired star. The FCC then con-
verts these two sensor coordinate angles into digltal format for trans-
mittal to the appropriate sensor. ‘

At the sensor, the two digital quantities will be used directly to ini-
tialize the reacquisition mode center position. The sensor will then
carry out a systematlic raster scan of an angular reglon measuring two
degrees on a side, centered about the auto-optics command position.
Figure 2 illustrates the field of view layout 1n the reacquisitlon mode.

If no star is acquired, the sensor notifies the FCC and automaticelly
continues to try for acquisition by searching the entire field of view
for the brightest star. In this letter instance, the FCC should lnform
the crew that the IRU performance has possibly been degraded, as evi-
denced by a higher than normal gyro drift rate. Final proof of this,
however, will require completion of the IRU elinement in order to rule
out optical sensor melfunctions.

Ster Acquisition - After the sensor has acqulred a star, the sensor
switches to a tracking mode. In the tracking mode, the two star angles
may be read out from the sensor at any time by the FCC. There 1s at
present no intention to use the signal level to determine the star mag-
nitude of the ecquired star,

"Mark" Data Processing = At any time after tracking has begun, the com=
puter may issue a digital "Mark" commend to the sensor. Upon receipt
of this command, the sensor freezes the tracking circultry position
voltages, and converts them to digital format for transmittal to the
computer.
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9.6.2.1 IRU Alignment (continued)

At the same instant of the "Mark" commend, the IRU gimbal angles are
also made availeble to the computer in digitel form. With the two op-
tics angles, and the corresponding sensor-to-navigation base transfor-
metion matrix, and the three gimbal angles, the FCC can compute the
measured inertial line of sight vector to star #1.

Second Star Sighting = If the second star selected 1s already within
the field of view of a sensor, the computer carriles out the second

star sighting immediately. However, if a delay is anticipated, the
computer goes to a stand-by posture until the second star 1s expected
to be avallable. When the sighting becomes possible, the computer exe-
cutes the auto-optics command, the "Mark" command, and the "Mark" data
processing in exactly the same way as for the first star.

Preliminary Star Identification Check - At this point in the procedure
there is one easy test that the computer can make upon the two star
identifications. This is the star angle difference check that was used
in the Apollo computer. The computer is used to calculate the angle
between the inertial line of sight vectors to the two stars that have
been measured. Then, a similar calculation is made with the unit vec~
tors stored in the star catalog. The difference between these two
angles 18 a fair measure of the overall sighting accuracy, and can be
used to rule out almost all of the possible mis~identifications of stars.

Tt is impossible to determine from this check alone that the two stars
have not been interchanged. Also, with the larger number of catalog
starg, and with the reduced accuracy of the automatic star sensor (rela~
tive to the Apollo case), the star angle difference check is expected
to incorrectly pass & higher percentage of star sightings. If the test
is falled, the computer notifies the crew, Otherwise, 1t proceeds with
the calculation of gimbal torqulng angles.

Computation of Gimbal Torquling Angles - The computation of gimbal torqus=
ing angles can be accomplished using the two star vectors which have
been determined. The torquing angles are derived as the three-axls ro-
tation matrix required to bring the measured star vectors 1lnto aline-
ment with the catalog star vectors.

Final Checks = The computed gimbal angle changes are displayed to the
crew for action. If the angles are consistent wlth respect to the ex-
pected gyro drift rates and the elapsed time since the previous aline-
ment (as determined by the computer), then the crew will prebably ac=
cept the alinement.
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9,6.2.1 IRU Alignment (continued)

Equatlon De\}elopment‘

Transformation of Coordinates

a. Inertlal-To=Orbital Plane Axis System Transformation [120] =
The inertial coordinate system used has the +Xy7 axis directed at the
vernal equimox, the +Z7 axis pointed toward the north celestial pole,
and the +YT axis orlented to complete a right-handed system. The ori-
gln of this system is located at the center of mass of the earth. For
convenience of operation, 1t is desirable to perform a coordinate trans-
formetion from the inertial system to &n intermediate system referred
to as the orbital plane system. In this new system, vehlicle positions
can be described as functions of the orbital inclination, longltude of
the ascending node, and the orbltal central angle.

The transformation involved consists of an initlal rotation about the
Z1 axis by an angle W\ to form the primed system. Next, follows & rota-
tion about the X1 axis by the angle $ to obtain the double-primed sys-
tem. The third and last rotation is about the Zy axls (pole of the
orbit) by the angle ¥', which is the orbital central angle. The angle
Wwilll be recognized as the longltude of the ascending node of the or-
bit, while the angle § is the inclination of the orbit with respect to
the inertial coordinate system. These angles are shown in Figure 3,

These three rotations meke up the transformation matrix [I20], which is
defined below:

cosy s8inYy O 1 0 0 osW sinW O
[I20] = |-sin¥ cos¥Y O 0 cosd =si -ginw cosW O
0 0 1 0 sin§ cos§| [0 0 1

b, Orbital Plane-To=Body Axls System Transformation [02B] = In
the vehicle's body axis system, the order of rotation has been defined
as first roll, then pitch, then yaw. The (09, 0°, 0°) reference for
this system ls assumed to lle along the vehicle velocity vector, with
the wings level and pilot in a "heads up" position. Roll rotation is
described as a rotation by the angle-f\about the X, axis to form the
primed_system. Next, pitch 1s accomplished by a rotatlon through the
angle § about the Y, axis to obtaln the double-primed system, Finally,
yew 1ls effected by rotatlion through the angle X about the Zé to arrive
at the desired body axis coordinate system. These rotations are defined
by the following matrix expression:

cosX 8ind 0 cosd O =gin 1 0 0
[02B] = | ~81nd cosX © 0 1 0 0 cosN  ging
0 0 1 sin@ 0 cos 0 =sin/A co
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9.6.2.1 IRU Alignment (continued)

c. Body Axis o Sensor "i" Transformation NB2SI - Since the navi-
gation base coordinate system is defined to be parallel with the body
axis coordinate system, the former designation will be used in the re=-
meinder of this dlscussion. There are three sensor orlentations for
which transformations will be required. The transformation matrix will
be developed for the "i-th" sensor, where the index "i" has values of
1, 2, and 3.

The first transformetion is an Qngulaz; rotation ebout the Xy axis by

an angle Yi to form the XI{TBI’ YNBI’ ZypT coordinate systely. Then fol=
lows an angular rotation through the angle &4 about the Yypr axis to
obtain the XNBI, YNBI» Zypy coordinate system. Similarly, a third ro=-
tation is mede about the ZNBI axls by the angle Wi to complete the trans-
formation., Now the resulting "i-th" sensor coordinate system is related
to the navigation base system by the equation:

coswg sinwg O cog 8§ 0 -sin§4y 1 O 0
[NB2SI] = =sinvg coswmi O 0 10 0 cosY; sin¥Yj
0 0 1] [sind&y O cosd; 0 -sinYy cosYi

d. Sensor "i" To Elevation/Azimuth System SI2FA - In the "i-th"
sensor coordinate system, the directions to stars and other targets will
be measured in terms of azimuth and elevation angles relative to the op-
tical axis and to the sensor vertical and horizontal axes (See Figure
4). Azimuth rotation will be defined as a rotation by an angledi about
the Yg axis. Elevation will be defined simllerly as a rotation by an
angle B about the Zgr axls. The XgT axis will be parallel to the "i-th"
gensor's opticel axls. The sense of the angle & .will be considered
positive if the angle is measured from the X3T -~ Ygr plane toward the
ZgT axis. Since this 1s opposite to the convention for right-handed
coordinate systems, the transformation has been defined to use the nega=
tive value of ch. The sense of the angle 5 wlll be congidered positive
if the angle is measured from the Xg-Zg plane toward the Yg axis, which
is in agreement with the right-handed convention.

The transformation from the sensor system to the elevation/azimuth sys=-
tem i8 given by:

Tcos i sinpy O cosdhy O sindhy
(SI2EA) =|-sin B1 cosfBi ©Of | © 10
e 0 1} |-sindy 0 cosd
Fcos ﬂicosdi sin B3 cos fysincky
«+o(SI2EA) =|=-sin PicoscX 4 cos ﬂ 1 ~sin ﬂisind
:sino(i 0 cosek
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9.6.2.1 IRU Alignment (continued)

Loglic For Decision To Perform IRU Fine Alinement ~ The ECC first com=
putes the estimated inertial attitude error at the present time by the
following equatioqr

where: ;rL— Uncompensated gyro drift rate magnitude in degrees/sac

tg = Time of previous alinement, in seconds, since 1ifdoff
t = Present time, in seconds, since llftoff '
ANt = Estimated inertial attitude error at present time, in

degrees (scalar quantity)

Depending upon the magnitude of the present attitude error, the FCC may
initiate & fine alinement, The decision is made according to the loglc
belowt
a. Prior to orbital navigation and/or orbital maneuvers
IFA.n.t_A LN Initiete fine alinement
IFANY ";ﬁ..(tFP - ta)7A..ﬂ.ON, initiate fine alinement

where:AfLgy = allnement tolerance for orbital navigation and
meneuvers
tpp = time of next flight plan actlivity requiring IRU
elinement

b. Re-entry Preperation
H&Q@aﬂTPiMHMeﬁmaummm

IFANy +A(tgy - te)ZASbpp, initlate fine alimement

vhere: AL pr = allnement tolerance for rewentry
trg = time of atmospheric re~entry, in seconds

Loglc For Star Selection Process ~ The certer lines of the three sen=
sors are first converted into inertial coordinates by the transforma-
tions below:

wnd
Ve
H
-
<t
o
—
i

1
[Izo]T[ozB]T[NBasI]T[o]
0

& unit vector along the X-axis of the "i=-th" sensor

5

o

H

(1]
‘__’_——\
(@] Oﬁl—'l

]

wd
Py
H
-
ct
o
S~
i

inertial line of sight unit vector of the "i~th"
sensor at time t,. Body attitude angles.at t, are
used.

Next, the computer carries out an update of the vehicle inertial state

vector to the time, t,. We call this vector SV(t,), which contains
three components of posltion, and three components of velocity, in in-
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9,6.,2.1 IRU Alignment (continued)

ertial coordinates measured with respect to the center of the earth.
Teking the inverse of the position components of the vehicle state vec-
tor as & vector toward the center of the earth, the computer checks

the center lines of each sensor agalnst this direction to see 1f the
earth 1s blocking its field of view. Since the remainder of the fleld
may be usable when part of the field is blocked, this angle test is not
conclusive, But, it may avolid numerous unnecessary computation cycles
later in the selection process.

First, the computer determines the value of the angle)\E in degrees
glven by the relation:

~1(Re ;322
N = sin~2 (/1800 (t0))
where:Re= radius of the earth

Next, an additlonal 2 degrees is added‘h&)E to obtaln the effective
earth occultation angle Agp. This will positively prevent the use of
a star which could be sltuated close enough to the atmosphere to cause
a refractive error (See Figure 5). 1In testing the sensor centerlines,
the semi-field of view angle 8.5 degrees is subtracted from Agp. Then,
if the angle between the sensor and the earth center 1s less than the
remainder, that sensor will be completely blocked and may be 1gnored
for the rest of the calculations at time tq.

A second test is made to see 1f any one of the sensors is too close to
the sun to be used. If the angle between the sun and the centerline

is less than 30 degrees, that sensor will also be lgnored in the proce-
dures that follow. After these initial exclusion tests, the compu~-
ter systematically checks each star in the catalog to see if it falls
within the field of a usable sensor., In equetion form,

-
If cos~1[3(I,t,) « ST(J)]£8.5°, the "j-th" star is within the
field of view of the '"i-th" sensor.

Next, follows a logicael set of tests to see if that star is actuslly
usable,

First, the angle between the star and the center of the earth is com-
paered to the effectlive earth occultation angle Agp, defined in the pre-
vious section. If:\ED 1s the larger of the two, then that star is ex-
cluded. This i1s accomplished by the test:

- —, -
If Agp> cos 1[-SV(to) . ST(J)], the "J" star will be excluded.
Next, the angle between the moon and the star is determined and com-

pared to a constant angle of 5 degrees, If the star is within this
angular radius of the moon, it also will be excluded.
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9.6.2.1 IRU Alignment (continued)

For those stars which successfully pass these tests, the computer
stores the following detas :

a, Ster catalog number, J
b. Sensor number, I
¢. Time of the calculation, t

Sighting Strategy Iogic Equstions = After all the usable sensors have
been tested with all the catalog stars at the time t,, there may exist
zero, one, or several available stars in the list constructed. If there
are two or more stars available, the computer can lmmediately determine
their accepteability for alinement by making the following test:

- P d
If cos=L1(ST(M) « ST(N))»35°, and € 145°, the two stars with cata=
log numbers M and N are acceptable. .

But if, as frequently happens, there are not two avallable stars which
meet this separation angle requirement at time t,, the computer attempts
to predict when two stars could be found if a delay of up to ten minutes
were allowed. It is assumed theat there will be no control thruster fir-
ings during the delay so that the body attitude rates existing at time
to may be expected to continue. Using the following equatlons, the
computer predicts the vehicle body attitude angles in one minute steps:

Y(t) =Y(t,) +\'_f(to)[t - t]
S(t) =8 (to) +8 ()t = to]
n(t) =m(ty,) +W(to)[t = tol

After each of these computatlions, the star search procedure 1s repeated
and the avellable star list is sugmented until two or more stars have
been found with accepteble separation angles, or until the ten minute
delay 1limit hes been exceeded. In the latter cese, the crew 1s in-
formed that an alinement is not possible for the exlsting conditions.
If the computer does find an acceptable ster palr, it requests the crew
for permission to inhibit the attltude control thrusters for the re-
quired period. If thus allowed, the computer will plen the sighting
schedule and carry out the allnement.

Auto=Optics Commend Equations =~ When it has been established that a
gultable star is within the fleld of view of a particular sensor, the
computer éarries out an angular transformation to determine the eleve-
tion and azimuth angles of the star in that sensor's field of vlew. The
equations ares '

Eﬁs%,p) = [8I2FA](NB2SI][02B][I20] é'f(J)
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9.6.,2.,1 IRU Alignment (continued)

The values of dd and ﬂ are then converted to properly scaled digital
pulse treing and sent to the appropriate sensor, The sensor will eg=
tablish a square search raster centered about the values of & and £,

and measuring two degrees on a side. It starts at (&t -1°, 8+ 1°) and
moves to (& + 1°) in one=quarter degree steps. Then, elevation is re-
duced by one-quarter degree, azimuth goes back to (ch - 1°), and the
horizontal trace ls repeated. This contlnues until the raster is covered
at (ol + 1°,f- 1°). Each dwell point lasts for 230 microseconds, end
each full~llne retrace tekes 100 microseconds, so that the square search
is completed in about 17 milliseconds.

If no star is found, the sensor will automatically extend its raster to
the full field of vlew and determine the location of the brightest star
(differential must be one star magnitude) within thet area. This full-
fleld search is performed at a rate of 230 microseconds per point, and
one-quarter degree steps, and can be completed in approximately one
second.

"Mark" Data_ Processing Equations = At the time of the sighting mark,
tmarks the computer 1s provided with flve anglesj namely, the star's
azimuth and elevation in the sensor field of view, and roll, pitch and
yvaw of the vehlcle relatlve to the nominal inertial reference frame.

The computer mekes use of the followlng successive transformations to
obtain the measured unlt vector toward the star in inertisl coordinatess

_é?*meas(J) = [120]7[02B1 [ NB2ST]E[ST2EATT ST eqq (&, F)

This unit vector is stored for later application in checking the iden-
tity of the star, and In computing the amount of IRU misalinement present.

Star Tdentification Check -~ After completing the "mark" date processing
for the first star, the computer returns the IRU alinement procedure to
& stand~by status until the second star acquisition can be attempted.
After the second star appears, the acquisition sighting and data proces-
sing are carried out in an identical fashion to that used for the first
gtar,

As a check upon bhe proper identification of the two sters, the angle
between the measured unilt vectors to the two stars is compared to the
angle computed using the star catalog unit vectors. This is carried
out by the equationsy

A>‘ss ='cos":L {g"I‘(K) ’ S_%(L)}l-’cos"l {g%meas(K) . é%meas(LB]

where K= the star catalog number for the first star
L= the star catalog number for the second star
Axss= star angle difference, in degrees
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Rejection of a set of sighting data may be made on the basis of this
check. If JAMgg>0.072 degree, then the data should be rejected. How-
ever, 1f the daga 18 not rejected, it will still not be considered ac-
ceptable until a lster check hag been made., Rejection of data at this
point may be & result of an erroneous star acquisition, or may be an
indicator of sensor fallure. It 1s planned to implement logical test
sequences of the individual sensors with avallable stars to determine
their performence whenever a data teat fallure of the above type occurs.
These equations have not yet been developed.

Calculation of Gimbal Torquing Angles - The procedure for determining-
the angles through which the gyros must be torqued for allnement is
based upon similar procedures used in the Apollo Guidance Computer
(Reference 2). First, the computer constructs two dummy coordinate
systems, one for the star catalog unit vectors (unprimed system), and
the other (primed system) set up from the measured star unit vectors.

The primed coordinate axes are given by the unit vectors computed from:
ﬁ; = é-;J’jmeas(K)
¥ R
mesas meas
Uy = Uy X T
where:t K and L are the star catalog numbers for the first and gecond
stars, respectively. ‘

The- unprimed coordinate axes are glven similarly by the equations'
Uy = §%(K
-p
y )
Up = Ux x Ty

The correct gyro torquing angles AY, A8, and AWcan be found from solu~
tion of the generel gquation:

Uy T11 Tip Ti3 Ux
y| = |Tor Too To3 Uy

z T31 T32 T33 Uz

where the elements of the transformetion matrix are functions of the
angles desired. To obtain a unique solution,an order of operation is
defined as follows: the first rotation is about the Uy axls by the
angle AV’to form the Ux, Uy, Uz system. Then follows a rotation about
the new .Uy axls by the angle AS to form the Ux, Uy, TJZ system. Last,
follows a rotation gbout the new Uz axls by the angle Amto form the
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9.6.2.1 IRU Alignment (continued)

Y, Y, ULV system.

The elements of the T matrix are given by the following equationst

T11 = cos (BN) cos (AS)

Tio = cos (An) sin (B§) sin (AY) + sin (A™) cos (aY)
Ty3 ==cos (aW\) sin (A§) cos (aY) + sin (AY) sin (aW)
Tpy ==sin (AW) cos (A§)

Top ==8in (pn) sin (AS) sin (AY) + cos (AN) cos (AY)
Tp3 = sin (Aw) sin (AS) cos (AY) + sin (BY) cos (AW)
T31 = sin (AS)

T3p ==coOS (AS) sin (AY)

T33 = COS (AS) cos (A‘()

An explicit solution of this set of equations is required to compute
the gyro torquing angles AY,A§ , andAW.

Final Check Logic Equations - Upon derivation of the gyro torgulng
angles, the computer checks them against previous gyro drift rates to
determine their reasonableness, If the absolute value of &ll three of
the torquing angles asgrees within plus or minus 0.05 degree wilth the
absolute value of the previous drift rate data polnt multiplled by the
elapsed time since the previous alinement, then the star identification
and slghting data accuracy is confirmed. If the agreement is different
by as much as plus or minus 0,10 degree, then the sighting data may be
erroneous, or the gyro drift rate mey be changing, or the stars may have
been incorrectly ldentified. These possibilities should be checked by
further sightings and calibrations., Also, the crew should be notifiled
of a possible malfunction. If the error exceeds + O.1 degree, then the
star identification is probably in error.

The equations for this logic are as follows:
Let: Ancpeck = bv .J:\.V
ASt-llAS((t-ta
o gl \
If the value of AN o0k €0.059, recommend acceptance.

If the value of AN ook 1520.059, but<£0.10°, possible acceptance,
but calibpations of gyro and tracker should be performed soon.

9 . 6-108



9.6.2.1 IRU Alignment (continued)

If the value of Al (opeck 18 2 O.lO°, recommend rejection and perform
calibrations of sensor and gyros before repeating.

Conclusions and Recommendations

The equations which have been described in this report are preliminary
in form and will be varied as required to suit the changing require-
ments of the Shuttle as they develop. However, these equations are
considered acceptable representations of the IRU alinement procedure
using the Multi-Mode Optical Sensor.

Further expansion of the logic sections of this procedure should be
made to incorporate sensor failure detection schemes. These will
probably involve some form of im-flight calibrations of each sensor
on & low-priority basis.

The equations developed in this report have been combined into a
FORTRAN languasge digital computer program. Appendix B contains a set
of sample results obtained with this program. These should be useful
as test cases when these equations have been integrated into a Space
Shuttle mission simuletor program,
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9.6.2.1 IRU Alignment (continued)
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Figure 1. S8V Body Coordinate System
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IRU Alignment (continued)
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9.6.2.1 IRU Alignment (continued)::.
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9.6.2.1 IRU Alignment (continued)
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9.6.2.1 IRU Alignment (continued

Sensor I
Field of View PP
17°
\w - . ¢ s._._\\‘.%‘-
\\ “}‘N == - ——
\\.\\ \\ - — C N
Z 4;11 o
Atmosphere | Radius
Leyer & 29
\\
N, B
\ ‘Re
N
\\\.
\~
. \*'..
= \
AN
‘?“\';A;.__
a\xuyjb:\\ ‘ Center
e fin | 2o
,"" e ~. ar
o Ag NI 20
4 N
_?(to) w /\\j)su’Dtended Angle
* of Atmosphere
"m‘\ i /;A
\: ’;"‘Re
If
A

Figure 5. Earth Occultation Test Geometry

9.6-115



9.6.2.1
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IRU Alignment (continued)

APPENDIX A ~ STAR CATALOG

Star Name

Alpheratz
Caph

Gemma Pegasus
Beta Horologium

Ankaa
Schedar-
Diphda

Gemma Cass

Mirach
Ksors
Achernar
Sheratan
Polaris
Almach
Hamal
Mire
Menkar
Algol
Mirfek
Alcyone
Menkhib
Eper
Aldebaran
Hassaleh
Cursa
Rigel
Capella
Bellatrix
Elnath

Spectral
Clags

.15,
A2,
-87,
.90,
by,
A7,
.2k,
+2.30,
+2.37,
+2.80,
+0.60,
+2.72,
.12,
+2.28,
+2.23,

AR

NI

+2.00V, MSE

+2.82,
+2.,30,
+1.90,
+2-96’
+2.91,
2.9,
+1.06,
+2.90,
+2.92,
+0.3k,
+0.21,
+1.70,
+1.78,

A0
F5
B2
GO
A3
KO
KO
BO
MO
A5
B5
A5
F8
KO
K2

M2
B8
F5
B5P
Bl
Bl
GKS
K2
A3
CB8
&KO
B2
B8

Direction Cosines

X Y. 4
87513  .02511 .L18324
51542 01642 .85678
L96UTT  LO4B16 .2586}4
.21608  ,02265 97611
.73309  .07885 6755k
.54637  .09268 .83240
.93431  .17246 .31198
L7811 L11607 .87059
JTT9%1 23742 57979
L6641 17789 .86650
L9161 21994 .84259
.82hkok 44187 .35246
.01359 .,00780 .99988
.63910  .37549  .6712k4
78480  LL7TLh .39551
.82394 56403 .05470
.7Pk05 . 70680 .06895
.52119  .54866 .65371L
J411kg 49835 .76310
.50622  ,760L8 L0671
45070  .72075 .52668
.39680  .65662 64159
.35187  .89224 .28302
.23540  ,8038L .54628
.23197  .96860 .08942
.20215  .96881 .14333
.13828  .68121 .T1891
15869  .98117  .11007
.13708  .86739 47838
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IRU Alignment (continued)

APPENDIX A (Cont'd)

Catalog

" Number

30
31
32
33
34
35
36
37
38
39
4o
L1
L2
L3
L
L5
L6
k7
418
49
50
51
52
53
54
55
56
57
58
59
60
61

Star Name
Nihal
Mintska
Arneb
Hatysa
Alnilam
Zeta Taurus
Phakt
Alnitak
Saiph
Betelgeuse
Menkalinan
Theta Aurige
TeJjat Prior
Mirzam
Canopus
Alhena
Sirius

Tau Puppis
Adhara
Wezen

P1 Puppis
Aludre
Castor
Procyon
Pollux

Naos

Rho Puppis
Gamma Velorum
Avior

Delta Velorum
Suhall
Miaplacidus

Spectral

+2.96,
+2.,48,
+2.69,
+2.87,
+1.75,
+3,00,
+2.75,
+2,05,
42,20,

+0, 00V,

+2,07,
+2.71,

+3.00V,

+1.99,
-0.86,
+1.93,
-1.37,
+2.83,
+1.63,
+1.98,
+2.74,
+2.43,
+1.58,
+0.48,
+1.21,
+2.27,
+2,88,
+1.90,
+1.7h4,
42,01,
+2.22,
+1.80,

_Caass

GO
BO
FO
OE5
BO
B3P
B5P
BO
BO
MO
AOP
AOP
Mo
Bl
FO
A0
Ao
KO
Bl
F8P
K3
B5P
A0
F>5
KO
oD

00
KO-
A0
K5
AO

9.6-117%

Direction Cosines

X Y 7
.13%18 .92509 =~ .35488
12959  .99155 = .00565
.11936 . 9uu3T7 - .30646
.11380 .98811 - .1033L
11128 .99356 = .0213k4
.09932  .92751 .36037
07801  .82446 - .56052
.09148  ,99522 - .03420
L05977  .98395 - .16816
.02909  ,9912h .12883
.00939  .707TL .TO6kL
.00927  .7F9635 60477

-.05143  ,92232 .38298
-.08771  .9473h - .30797
-.06121 .60322 =,79522
~.14877  .94756  .28285
-,18118 .94070 ~.28680
-.13404 62060 ~.TT7243
-.21638 .84810 -.48364
-.25816  .85821 ~.4L436M4
-.25959  .754G0 -.60228
-.30813 .81642 -.48838
-.33274  .78038 .52942
-.b1081  .90700 ,09265
-.38381  .7941h 47120
-.39036  .66038 ~.64150
~.47675 77758 ~.40996
-.36097  .57513 =-.T3k12
-.29527  .hihkr2  -.86071
-.37973 . 43784 -.81492
-.52953 499kl  -,68570
-.26021 .,23260 =,93712
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Catalog

Number

62
63
64
65
66
67
68
69
70
71
72
73
h
75
76
77
78
9
80
81
82
83
8L
85
86
87
88
89
90
91
92
93

Spectral
Star Name _Class
Tueeis + .25, FO
Kappa Velorum +2.63, B3
Alphard +2.16, K2
Vel +3,00, K5
Regulus +1.34, B8
Algiebe +2.61, KO
Mu Velorum +2.84, G5
Merak +2.44, A0
Dubhe +1.95, KO
ZoSma. +2.58, A3
Denebola +2.23, A2
Phecda +2.54, AO
Delta Centauri +2.88, B3P
Glenah +2.78, B8
Acrux +1,00, Bl
Gemme Acrux +1.61, M3
Kraz +2.84, G5
Alpha Muscis +2.94, B3
Gamma Centauri +2.38, AO
Arich +2,91, FO
Beta Crucis +1.50, Bl
Alioth +1.68, AOP
Chara +2.90, AQOP
Vindemiatrix +#2.95, KO
Icen +2.91, A2
Mizar +2.40, A2P
Splca +1.21, B2
Hya +3,00V, MTE
Epsilon Centauri+2.56, Bl
Alkaid +1.91, B3
Mufrid +2.80, GO
Beta Centauri  +0.86, Bl

9.6-118

Direction Coslnes

X Y VA
-.38748  .33638 -.85832
-.Lh256  .36798 ~.81776
-, 77364 61612 -,1h791
~.h3372  .33233 -.83752
-.86020  .46458 .21028
~-.84813  .Loh33 .34233
-.61855 .,20919 =.75T39
-.53198  .14319 .83456
-.45519  ,11860 .88246
-.91512  .193h47 .35373
-.96548  .05366 .25L90
-.58899  ,02058 .80788
-.63545 ~.01813 -.77193
-.95273 =~.05829  -.29817
~.45283 ~,04887 -.89025
-.5414h2 -.06939 -.83789
~.90986 =-.13008 =.39400
~.35510 =-.05478 =.93322
-.64931 =.11326 -.75204
-, 98466 =.17311 =.02195
-.49753 ~.,10046 -.86161
~.54248 ~,12648 .83049
-.76060 =-.18399 62261
-.94k722 -.25573  .19333
-. 75674 -.27029  ~.59522
-.53536 =.20155 .82023
-.91749 =-,34919  -,19045
-.85314 -.34381 -.,39236
-.54432 ~,24708 ~,80166
-.58115 «.29027 .76026
-.83498 . L4873 .31850
~.42887 -.25095 -.86781
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Catalog

Number

ok
95
96
97
98
99
100
101
102
103
10k
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125

Star Name
Menkent
Arcturus
Haris

Eta Centeuri
Alpha Centauri
Alphe Lupus
Izar

Zuben A
Kochab

Beta Lupus
Zuben B

Gamme Lupus
Alpheccsa

Cor Serpentis
P1 Scorpli
Dschubba
Acrab

Sigma Scorpii

~ Eta Draconls

Antares
Kornephoros
Tau Scorpii
Zetsa Ophiuchi
Zets Herculls
Atria

Epsilon Scorpli

Sabik
Beta Ara

Upsilon Scorpill

Alphs Ara

~Alwaid

Shauia

Spectral

Class

+2,26,
+0.24,
+3.00,
+2.65,
+0.06,
+2.89,
+2.70,
+2.90,
+2.24,
+2.81,
.74,
+2.95,
+2.31,
+2.75,
+3.00,
2,54,
+2.90,
+2.87,
+2.89,
+1.22,
+2.81,
42,91,
.70,
+3.00,
+1.88,
42,36,
+2.63,
+2.80,
+2.80,
+2.97,
+2.99,
+1.71,

9.6-119

KO
GKO
FO
B3P
GO
B2
KO
A3
K5

B2P

B8
B3
A0
KO
B2
BO
Bl
Bl
G5
GKO
KO
BO

BO
GO
K2
KO

A2
K2
B3
B3P
GO
B2.

Direction Coslnes

X Y 7
-.69059 -.41748 =,59059
-.78687 =.52093  .33157
-.61983 =-.u7849  .62198
-.58301 ~. 46074 -,66920
~.37878 ~,31005 =.87200
=,52087 =.43549  ~.73L419
-.67250 =,58181 A4s7h2
~.71208 =.64646 «,27392
~.19890 =~.18351 . 96269
-.52563 =.50862 -,68193
~.65037 =~.74239 =-,16083
=~ 45174 ~,60386 ~.65672
~.53327 =-.T15L47 45137
-.56079 -.82016 .11380

-.L6OKO - TTLT9  -.43860
-.46792 -.7964k  -,38306
~.45856 -.82217 -,33728
-.38478 =.81637 ~.43068
- 10442 - 434319 .87959
-.35279 =.82368 -.44395
~.36071 =.85720  .36755
~.32424 -,81998 -,47170
-.35546 «.91676 -,18220
-.29123 ~,79976 .52495
~.11546 =.33984  -,93337
~.25586 =.T78619 «,5625L4
~.21507 =-,93844 «,27032
«.09255 «.55881 «,82412
-. 1094l ~,78823  =,60557
-~.08658 ~.63894  w«,76437
-,08072 ~.60581 .T9151
~,09988 ~.T79151 =.60293
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Catalog

Number

126
127
128
129
130
131
132
133
134
135
136
137 -
138
139
1ko
141
142
143
1hh
145
146
147
148
149
150
151
152
153

Star Name
Ragalhague
Theta Scorpii
Kappa Scorpii
Kelb-Alral
Eltanin

Kaus Medius

Kaus=Australis

Kaus-Bor,
Vegsa

Nunki
Ascella
Delta Cygni
Reds

Altalr

Eta Aquila
Sador
Peacock
Deneb Cygnl
Gienah
Aldereamin
Enif

Deneb Algiedi
Naquir
Alpha Tucanae
Bets Grus
Formalhaut
Scheat
Markab

Speetr

Class

+2.1k,
42,0k,
+2.51,
+2.94,
+2.kh2,
+2.84,
+1.95,
+2.94,
+0.1k,
2.1k,
2,71,
+2.97,
+2.80,
+0.89,

+3.00V, GOP
+2.32, F8P

+2.12,
+1.33,
+2.64,
+2.,60,
+2,5U,
+2.98,
.-.*.'2"163
+2.91,
+2,2h,
+1.29,
+2.61,
2,57,

9.6-120

al

AS
FO
B2
KO
K5
KO
A0
KO
A0
B3
A2
AO
K2
A5

B3
A2
KO
A5
KO
A5

B5
K2
M3
A3
MO
A0

Direction Coslnes

X Y Z
- 11341 -.96937 .21787
-.08028 ~.72720 -.68171
-, 06750 =.TT406  =.62951
~.07933 =-.99364 .07986
-.01143 ~.62252 .78252
.07090 =~.8644k7 <. L9766
L0785 -.82134  ~.56501
.101h8 -.89729  «.L2961
12117  -.77041 .62592
.20576 -.,87222  ,LL4373
.22570 =-,83671 -.49897
.30940 ~,63521 70766
.43329 -.88254 .18269
45280 -.87846 .15255
.46h36  -.88550 .01596
L1111 -.62432 N al
.31928 =-.L4h4396  ~.83723
45385 «.5397h4 .70901
54710 ~-.62498 .55685
.35152  ~.30091 .88650
L8134 «,55663 .16872
.79836 =.53289  «.28045
59793 =.32453  -,73292
Ak4359 -,21607 -.86980
L6Lh06L  -.23132  ~,7T3217
.83379 -.24019 ~.49710
.85575 =,22102 46781
.93615 =,23768 .25910



9.6.2.17 IRU Alignment (continued)

APPENDIX B
TEST RESULTS

Introduction

The computer program, which has been developed from the equations derived
in the report, is intended to serve two purposes, First, it is to be sub-
mitted formally as a basellne equations document for use in on-board com-
puter simulation studies. Secondly, it will be used to provide sadlutions
to technical problems encountered in the development of the MMOS itself.
This appendix is primarily to provide a summary of typlcal results for.
specified test cases which can be used to check the performance of the
submitted program after it has been incorporated into a much larger on~
board computer simulation program. However, a few results have been in-
cluded which may be of interest principally to those involved in the hard-
ware development taﬁk. o

Task Method

Locations for three sensors were hypothesized as shown in Table B-1l, The
orientations may be visualized simply as three aqually-spaced directions

in the X-Y plahe (yaw plane) of the body coordinate system. Sensor num-
ber 1 looks along the +X axls, sensor number 2 looks behind the right wing,
and sensor number 3 looks behind the left wing of the vehicle.

Table B-1. Sensor Locatlions

Sensor Number Y. o 5_ L

1 0° Qo o°
2 o° o° 120°
3 o° o°  2ho®

Six possible orbit conditions were assumed to provide falrly complete
atilization of the star catalog. The coordinate angles for these condi-

tions are shown in Table B-2.
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9.6.2.1 IRU Alignment (continued)

Table B=2, Orbit Conditions

Longltude of the Orbit
Agcending Node Inclination
Name

Ecliptic o° 33°
Galactic 281° 62°
Equatorial 0° 0°
Perpendicular to Ecliptic 180° 67°
Perpendicular to Galactic 101° 28°
Perpendicular to Equatorilal 0° 90o

In the orbital plane, the orbital angular velocity”?'was set at 0.067
degrees per second to correspond to an altitude H of 270 nautical miles.
The sun and the moon were assigned arbitrary locations at opposite sides
of the celestial sphere at the intersections between the ecliptic plane
and the galactic plane. In this way, maximum interference with catalog
gstars was obtained. Table B-3 contains the sun and moon location data

that was used.

Table B-3. Sun and Moon Unlt Vectors

X X Z
Sun 0.000 0.906 0.423
Moon 0.000 ~0.906 -0.423

At the beginning of each simulated orbit, the vehicle was oriented in a
wings level, '"heads up" attitude, with the +X axls directed along the
forward velocity vector. The angular rotations required to obtain this
attitude (referenced to the orbital plane system) are given in Table B-lk.
An attitude-hold mode about the nominal attitude was also established.
The angular deadband limits were set at plus and minus 5 degrees, with
the angular velocities as given in Table B -~ki.

9.6-122



9.6.2.1 IRU Alignment (continued)

Table B-4., Vehicle Attitude and Anguler Welocities

Axbs Attitude (Degrees) Angular Velocity (Degrees/Second)
Roll =90 0.012
Pitch =90 0.008
Yaw 0 0.170

During simutated orbit, the program carries out the state vector}update,
.and the star search and sgelection processes at one-half minute time 1n-
tervals. At each time point, the vehicle's position vector in the iner-
tial coordinate system, and the unit vectors for the center line-of-
signt of each sensor'ére printed out. Whenever the star selectlon iz
completed successfully, the catalog numbers of the selected stars, and
the numbers of the usable sensors also are given. Alsb glven are the
times at which eéch star will be availeble, and the expected star sepa~-

ration angle.

In order to represent the more important aspects of this output data,

the format shown in Figures B~1l through B.56 has been selected. The orbi-
tal time in hinutes is displayed along the horizontal axis. .In the upper
graph, the possibllity of performing an immediate IRU alinement is indi-
cated by a ralsed seétionvof the curve. If the alinement cannot be ac-
complighed at that moment, the curve is lowered until a later trial gives

a positive result.

When the upper curve has its lower value, the solution may consisgt of
inhibiting the attitude hold mode and walting until two stars can be ac~
quired. A maximum time of ten minutes has been arbitrarily allowed for
this inhibilt procéss. The lower curve indicates the magnitude of the
delay in minutes (after the current time) before the second star could
be acquired. 1In the result§ 1llustrated in these six ceses, there were

no instances in which the delay exceeded the ten minutes allowed.

The figures have been arranged in a sequence of increasing percentage
of lmmedlate alinements. The orblt about the north gelactic pole was
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9.6.2.1 IRU Alignment (continued)

the worst case, After about seven mlnutes, the forward-looklng sensor
experienced sun interference and was not usable again until about 22
minutes elapsed time., During that ilnterval, the other two sensors could
have provided an alinement capabllity 1f the thrusters had been inhibited
for a8 long as three minutes, In the period from about 25 minutes until
abouf 35 minutes, the forward-looklng sensor was passing through the
sparsely-populated region around the north celestial pole, although the
other two sensors were capable of providing the alinement if an inhibit
time of one or two minutes could be accepted. In the ten~minute inter«
val beginning at 56 minutes elapsed time, the forward-looking sensor is
having some interferénce from the moon. Then, after a brief period of
alinement capabillity, the same sensor passes into a low-density region
near the south celestlal pole.  However, as the spacecraft agein approaches
the initial orbit position, the capability for immedlate alinement is also

regalned.

The point of maximum delay time was reached at 62 minutes elapsed time.

A delay of six minutes was predicted; howevér, an immediete alinement was
found to be posslble four minutes later, using an entirely different pair
of stars and sensors. This type of occurrence is highly typlcal for the
three-sensor mode of operation in all of the conditions tested so far.
Further tests will be necessary to determine an optimum belance between
the maximum allowable deley time and the percentage of trials in which
thruster inhibit is required. For this set of conditions, a maximum de-
lay time of ten minutes resulted in a worst-case percentage of about 67
percent for the thruster inhibit condition. This is also a function of
the field of view size as will be illustrated next.

Figure B -7 presents the results of reducing the field of view radtus from
8.5 degrees to 5.0 degrees. The orbit perpendicular to the ecliptic plane
as shown In Flgure B-2 was selected for this test. The vertical axls on
the left side of the figure shows the 180 time points during the orbit at
which the star selection process was initiated. The horizontal axis is

approximately proportlonal to the field of view area indicated by the

9.6-124



9.6.2.1 IRU Alignment (continued)

square of the angular radtus. These results indicate that the percentage
of immediate alinements can be fairly sccurately estimated for any rea-
gsonable sensor fleld of vlew, if the performance at one fleld slze 1s
known for the desired orbital condition. If this indication proves valid
in further tests, a conslderable number of computer runs can be eliminated.
Another interesting fact to be obtained from this graph 1s that the ave-
rage delay time im completing the alinement increases more rapidly than
the inverse square relationship anticipated from the field of view area
reduction. The trade-off between the number of a